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Assignment 4 
 

The deadline for Assignment 4 is Februady 12, by the end of the day. Submit everything electronically, either 

through turn-in or email. For late submissions the late policy on the page of the course will be applied. Details 

for the turn-in, and how to write reports are on the Assignments web page of the course.  

 

Question 1  
Let  𝑈 = {𝑥1, … , 𝑥𝑁 } be a universe of elements. We define a weighted subset 𝑆 of 𝑈 as an 𝑁-dimensional vector 

𝑊𝑆, where 𝑊𝑆[𝑥] is the weight of the element 𝑥 in S, if 𝑥 ∈ 𝑆, and zero if 𝑥 ∉ 𝑆. Let 𝐶 = {𝑆1, … , 𝑆𝑘} denote a 

collection of weighted subsets of 𝑈. We define the weight vector of the collection 𝐶 as an 𝑁-dimensional vector 

𝑊𝐶, where 𝑊𝐶[𝑥] = max
S∈C

𝑊𝑆[𝑥].  

Given a collection 𝐶 we define the function 𝑓(𝐶) =  ∑ 𝑊𝐶[𝑥]𝑥∈𝑈 , to be the total weight of 𝐶 for all elements. 

(Note that this can also be defined for a set, which is a special case of the collection). Prove that the function 𝑓 is 

submodular, that is, for any two collections 𝐴, 𝐵, such that 𝐴 ⊆ 𝐵, and set 𝑆 ∉ 𝐵, 𝑓(𝐴 ∪ {𝑆}) − 𝑓(𝐴) ≥

𝑓(𝐵 ∪ {𝑆}) − 𝑓(𝐵). 

 

Question 2 
Let 𝐺 = (𝑉, 𝐸) be an undirected graph that represents a social network. A triplet of nodes {𝑢, 𝑣, 𝑤},  defines an 

open triangle,  if (𝑢, 𝑣) ∈ 𝐸 and (𝑣, 𝑤) ∈ 𝐸 but (𝑢, 𝑤) ∉  𝐸. Assume that the edges of the graph are labeled as 

Strong or Weak. We say that the labeling satisfies the Strong Triadic Closure property if for every open triangle  

{𝑢, 𝑣, 𝑤},  at least one of the edges (𝑢, 𝑣), (𝑣, 𝑤) is labeled as Weak. The intuition of this definition is that it 

cannot be the case that 𝑣 has strong relationships with both 𝑢 and 𝑤, but 𝑢 and 𝑤 do not know each other.  

We are given as input a graph 𝐺 = (𝑉, 𝐸) without any labels on the edges. We want to find a labeling of the 

edges such that it satisfies the Strong Triadic Closure property, and the number of Weak labels is minimized. In 

other words, we want to find the minimum subset of edges 𝑆 ⊆ 𝐸, such that, if labeled Weak, all open triangles 

will satisfy the Strong Triadic Closure requirement. 

Show how this problem can be mapped to a coverage problem. Based on the mapping, derive an approximation 

bound for the problem. 



 

Question 3 
In this question you will use the data that you created for Assignment 2 on Recommendation Systems. The goal 

is to use the social network between the Yelp users in order to predict their ratings for new businesses. 

Start with the dataset from Assignment 2, consisting of businesses in Las Vegas that have at least 10 reviews 

from users with at least 10 reviews. Using these users as nodes of the graph, construct the graph consisting of 

friendship edges between them, which you will obtain from the file yelp_academic_dataset_user.json. From this 

graph keep the largest connected component. This will define the graph 𝐺 that you will work with, and the 

nodes in the component the set of users that we are interested in (the set of businesses remains the same). 

Remove randomly 10% of the ratings of the users, and try to predict the rating for the user-business pair (𝑢, 𝑏) 

using a random walk with absorbing nodes as follows. Given a pair (𝑢, 𝑏) , in the graph 𝐺, make every node 𝑣 

that has rated the business 𝑏 to be absorbing, and assign to that node the value of the rating 𝑅(𝑣, 𝑏). Using the 

value propagation method we described in class compute a rating 𝑃(𝑣′, 𝑏) for every non-absorbing node 𝑣′ in 

the graph. The predicted rating for node 𝑢 will be the value 𝑃(𝑢, 𝑏). 

Compare the Mean Sum of Square Errors (MSSE) that you obtain for this solution with the MSSE you get for the 

user-based and item-based collaborative filtering approaches that you implemented in Assignment 2 (methods 

2,3 from Question 2). 

Reminder: The MMSE is defined as: 

𝑆𝑆𝐸 =
1

𝑛
∑(𝑟𝑖 − 𝑝𝑖)2

𝑛

𝑖=1

 

Where 𝑟𝑖 is the actual rating and 𝑝𝑖  is the predicted rating. 

Bonus: Propose, implement, and test a different method for predicting the ratings using random walks on the 

social graph. 

 

Question 4  
In Kaggle there is an active competition from AirBnB for predicting the first booking of a new user (here is the 

link to the competition). Using the account you created for the previous assignment submit a solution to the 

competition. The goal is not to win the competition (although, again, your position in the leaderboard will count 

towards a bonus grade), but rather to work on a real problem, that does not have a known solution.  

Create a report which should contain the following: 

a. A description of how you decided to model the problem (as a classification problem, as a clustering 

problem, frequent itemsets etc).  

http://www.kaggle.com/
https://www.kaggle.com/c/airbnb-recruiting-new-user-bookings


b. A description of the solution you implemented. What features you used, what techniques you applied, 

and a short explanation of the rationale of your choices. 

c. Your results on the Kaggle test dataset. 

d. A commentary on the above: What seems to work and why? What insight did you gain into the data and 

the problem? 

Hand in your code, and the report. Make sure to note your user-name in Kaggle, and your standing at the time 

that you submitted the report. 


