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ABSTRACT

Selecting an appropriate learning rate for efficiently training deep neural networks is a difficult process that can be affected by numerous parameters, such as the dataset architecture or even the batch size. In this work, we propose an algorithm for automatically adjusting the learning rate during the training process, assuming a gradient descent formulation. The rationale behind our approach is to train the learning rate along with the model weights. Specifically, we formulate first and second-order gradients w.r.t. the learning rate as functions of consecutive weight gradients, leading to a cost-effective implementation. Our extensive experimental evaluation validates the effectiveness of the proposed method for a plethora of different settings. The proposed method has proven to be robust to both the initial learning rate and the batch size, making it ideal for an off-the-shelf optimizing scheme.

Index Terms— gradient descent, adaptive learning rate

1. INTRODUCTION

Deep learning ushered in an era where AI applications are abundant around us, and yet, despite its great success, an important practical shortcoming is that at its core lies a very difficult computational optimization problem. Training requires optimizing a non-convex loss over multiple parameters, finding a global optimum over which is known to be NP-hard [1]. Due to their complex loss structure, existing algorithms aim to discover well-performing local minima using a gradient-based optimization scheme, the most common of which is the Stochastic Gradient Descent (SGD) algorithm.

Arguably, SGD is still widely used for training deep neural networks, decades after its inception. Its efficiency is further supported by recent theoretical developments concerning its stability, as well as its convergence speed in the context of deep learning [2, 3]. Its simple rationale is to choose an improvement over current parameters along the path defined by the loss (sub-)gradient. Other gradient-based methods such as Adam [4] or momentum-based methods [5, 6, 7, 8, 9] share the logic of first choosing and then moving along a “good” search direction that is to be understood as an improvement over the direction defined by the gradient. Adam, in particular, is a recent widely-used algorithm in the genre of adaptive gradient methods, closely related to other popular algorithms such as RMSProp and Adagrad [4, 10, 11], where the search direction is adapted according to local geometry estimates that are computed as moving averages. For all these gradient-based algorithms, the choice of the step size (“learning rate”) is arguably perhaps the weakest point of these methods, and their performance is known to rely heavily on its choice. An inappropriate choice of learning rate value can easily lead to a suboptimal local minimum, leading in practice to inferior network efficiency.

To address the choice of learning rate, several works have explored whether a schedule that leads to theoretical guarantees can be obtained; we know that a constant step size leads to convergence to a neighbourhood of the solution, and using a decreasing step size can guarantee convergence to an exact optimum [12]. These ideas led to a variety of effective scheduling algorithms, from multi-step/exponential decay to more complex ones [13, 14, 15], which typically require their behavior to be set by the user via a set of hyper-parameters. Alternate ways of dealing with choosing learning rate include using backtracking line-search methods [16, 17, 18], typically relying on the Armijo-Goldstein conditions at the cost of significantly increasing computational load (requiring multiple function and gradient computations per search direction iterate). Another interesting direction towards step size adaptation, is based on the so-called Polyak’s step size, originally proposed for deterministic projected subgradient descent [19], where the step size is proportional to the current loss difference to the global minimum [20, 12, 21].

In this work, we propose a method that casts the learning rate itself as a trainable parameter, motivated by line-search and the closely related hypergradient concept [22, 23]. Thus, the proposed update employs an explicit derivation of gradients with respect to the learning rate. Instead of performing several steps within the same search direction using a line-search approach, we perform only a single “correction” step towards a better learning rate in a gradient descent scheme. While related interpretations and formulations concerning meta-optimization and first-order gradient properties have appeared in earlier [22, 24] and more recent works [23, 25, 26], we introduce a novel second-order gradient derivation and analysis (following a “Newton-Raphson” rationale). The proposed second-order derivation leads to a simple formula of consecutive weight gradients, implemented as a constant-time operation on the backward pass, avoiding the computationally intensive and impractical Hessian derivation/approximation (w.r.t. weights), typically used in such settings.

2. TRAINABLE LEARNING RATE

Problem Statement: We develop our algorithm within the framework of gradient descent, where we want to minimize a loss function $L$ with respect to model parameters $w$. The generic formulation of an update rule for a gradient descent algorithm is: $w_t = w_{t-1} - \alpha u_t$, where $w_t$ are the model parameters at iteration $t$, $u_t$ is the update direction and $\alpha$ is the learning rate hyperparameter. Since this is a gradient descent paradigm, update direction $u_t$ is a function of the gradient: $u_t = f(g_t)$, where $g_t = \nabla L(w_{t-1})$.

Most gradient descent variants can be written in the aforementioned formulation. For example, GD in its vanilla form assumes...
\( u_t = \nabla L(w_{t-1}) \). Respectively, using the sub-gradients \( g_t = \nabla L(w_{t-1}) \) at each step, we can describe a variety of widely-used stochastic versions of GD, such as SGD, momentum-based SGD (e.g. Nesterov [8]) or even Adam [4]. While typically, \( \alpha \) is treated as a (user-defined) hyper-parameter and does not contribute to the loss, here, we consider it as a learnable variable through the introduction of an auxiliary function \( L_\alpha(w_{t-1}) = L(w_{t-1} - \alpha u_t) \). Following this formulation, a straightforward meta-algorithm from learning rate adaptation can be developed: One can apply gradient descent on \( L_\alpha \) with respect to \( \alpha \) as the the update rule of Eq. 1 suggests, where a meta-learning rate hyper-parameter \( \eta \) is introduced. This way, we can further optimize the process with finer control over the scale \( \alpha \) of the updates \( u_t \). In fact, Eq. 1 simply describes the proposed meta-algorithm as the iteration between the presented equations of updating the rate and then the model weights with the updated rate.

\[
\alpha_t = \alpha_{t-1} - \eta \frac{\partial L_\alpha(w_{t-1})}{\partial \alpha} \bigg|_{\alpha=\alpha_{t-1}}, \quad w_t = w_{t-1} - \alpha_t u_t \tag{1}
\]

The term \( \frac{\partial L_\alpha}{\partial \alpha} \) of Eq. 1, required for learning rate adaptation, can be computed in a cost-effective manner as we will see in the following subsection, and has been already explored in the literature [22, 23]. Nonetheless, such an approach relies on the selection of a new hyper-parameter \( \eta \) albeit less sensitive compared to manually selecting the learning rate \( \alpha \) [23]. Contrary to existing approaches based on this meta-GD paradigm, often dubbed as hypergradient-based [23], we aim to provide a cost-effective computation for the second-order derivative \( \frac{\partial^2 L_\alpha}{\partial \alpha^2} \) in order to design a Newton-based algorithm for updating \( \alpha_t \).

**First-order derivative:** This step has been thoroughly explored in previous works [22, 23]. For the sake of completeness, we include a brief analysis of the computing the first-order derivative via the chain-rule:

\[
\frac{\partial L_\alpha(w_{t-1})}{\partial \alpha} = \frac{\partial L(w_{t-1} - \alpha u_t)}{\partial \alpha} = \left\langle \nabla L(w_{t-1} - \alpha u_t), \frac{\partial (w_{t-1} - \alpha u_t)}{\partial \alpha} \right\rangle = -\left\langle \nabla L_\alpha(w_{t-1}), u_t \right\rangle \tag{2}
\]

Thus the update term of Eq. 1, can be then written as follows:

\[
\frac{\partial L_\alpha(w_{t-1})}{\partial \alpha} \bigg|_{\alpha=\alpha_{t-1}} = -\left\langle \nabla L_\alpha, u_t \right\rangle, \tag{3}
\]

where \( \hat{w}_t \) is a “look-ahead” term: \( \hat{w}_t = w_{t-1} - \alpha_{t-1} u_t \). Note that this term differs from the updated parameter \( w_t \) of Eq. 1, which uses \( \alpha_t \) instead of \( \alpha_{t-1} \).

For the case of the vanilla GD algorithm, this expression equals to the inner product of the two successive gradients, if one assumed that \( \alpha \) is not updated. The derived gradient has an intuitive interpretation:

- \( \frac{\partial L_\alpha}{\partial \alpha} > 0 \): If two consecutive weight updates move towards the same direction, the learning rate should be increased.
- \( \frac{\partial L_\alpha}{\partial \alpha} < 0 \): Conversely, when we have opposite directions (local optimum nearby), the learning rate should be decreased.
- \( \frac{\partial L_\alpha}{\partial \alpha} = 0 \): When the inner product is zero, either we reached a converged state (\( ||g_t|| = 0 \)) or gradient directions are perpendicular. The latter case corresponds to an optimal learning rate according to the line-search formulation and thus no change on the learning rate should be made.

**Approximation of the Second-order Derivative:** A popular direction towards an adaptive and fast converging learning rate is adopting Newton-based methods, which include the derivation of second-order gradients. Despite the fact that second-order derivatives typically include computationally demanding Hessian computations/approximations (multivariate case), the problem at hand has an intuitive analytical form if we use a Taylor approximation step. We first write the second-order derivative with respect to \( \alpha \):

\[
\frac{\partial^2 L_\alpha(w_{t-1})}{\partial \alpha^2} \bigg|_{\alpha=\alpha_{t-1}} = \frac{\partial \left( \left( \left\langle \nabla L_\alpha(w_{t-1}), u_t \right\rangle \right) \right)}{\partial \alpha} \tag{2}
\]

Equation 4 corresponds to a quadratic form, where the Hessian matrix \( H \) is required. As we have already mentioned, such a computation is impractical for modern deep learning models that may consist of millions of parameters. To circumvent this problem, we use a first-order (linear) Taylor approximation on the multivariate function \( f(x) = L(x) \). We consider that one step of the descent algorithm generates neighboring solution points and thus we apply the approximation around these successive points, \( w_t \) and \( \hat{w}_t = w_{t-1} - \alpha_{t-1} u_t \), as Eq. 5 suggests:

\[
\nabla L(w_{t-1}) \approx \nabla L(\hat{w}_t) + H(\hat{w}_t)(w_{t-1} - \hat{w}_t), \tag{5}
\]

where \( H(\hat{w}_t) \) is the Hessian matrix of the real-valued loss function \( L(x) \). Using the definition of the look-ahead term \( \hat{w}_t \), the approximation is then written as:

\[
\nabla L(w_{t-1}) \approx \nabla L(\hat{w}_t) + \alpha_{t-1} H(\hat{w}_t) u_t \tag{6}
\]

The derived approximation relies on the matrix-vector product \( H u_t \) that also exists in the second-order gradient of Eq. 4. Therefore, we can substitute this term, which contains the “unwelcome” Hessian matrix, as follows:

\[
\frac{\partial^2 L_\alpha(w_{t-1})}{\partial \alpha^2} \bigg|_{\alpha=\alpha_{t-1}} = \left( \frac{\partial^2 L_\alpha}{\partial \alpha^2} \right)^{-1} \left( \langle u_t, \nabla L(w_{t-1}) - \nabla L(\hat{w}_t) \rangle \right) \tag{7}
\]

Note that the final form of Eq. 7 does not contain the Hessian matrix and can be computed with only the dot products of first-order gradients and their by-products (e.g. \( u_t \)).

**Newton-based Trainable Learning Rate:** Having derived analytical equations for both first- and second-order derivatives, we substitute \( \eta \) in Eq. 1 with \( \left[ \frac{\partial^2 L_\alpha}{\partial \alpha^2} \right]^{-1} \), as follows:

\[
\alpha_t = \alpha_{t-1} - \gamma \left[ \frac{\partial^2 L_\alpha(w_{t-1})}{\partial \alpha^2} \right]^{-1} \frac{\partial L_\alpha(w_{t-1})}{\partial \alpha} \bigg|_{\alpha=\alpha_{t-1}} = \alpha_{t-1} \left( 1 + \frac{\langle u_t, \nabla L_\alpha(\hat{w}_t) \rangle}{\langle u_t, \nabla L_\alpha(\hat{w}_t) \rangle} \right) \tag{8}
\]

Note that Eq. 8 describes a multiplicative rule. In practice, we used the damped Newton’s method, with a hyper-parameter \( \gamma \in (0, 1] \) to restrict aggressive adaptation. Following the rationale of the Newton-Raphson method, in order to attain a minimum, the second derivative should be positive. Nonetheless, Eq. 7 can take negative values. Moreover, as this derivative is the denominator to the Newton-Raphson formulation, an impractical update direction which tends to infinity would arise when it takes values close to zero.

Given the quadratic form of Eq. 4 and the symmetry of the Hessian (a typical term appearing in Taylor expansion of second order), we can deduce when our approach “miss-behaves”: \( \frac{\partial^2 L_\alpha}{\partial \alpha^2} \)
can be zero if \( u_t \) belongs to the nullspace of \( H \). If \( H \) is full-rank, \( u_t \) must be zero which implies convergence. Assuming \( L \) to be locally convex around the point of interest \( \hat{w} \) leads to a (semi-)positive definite Hessian matrix and thus a well-behaving positive denominator. Negatives values appear when the underlying function is concave around \( \hat{w} \), typically during the first steps of the descent process.

In practice, such cases are very rare and we overcome this problem by keeping the learning rate unchanged when the denominator is negative, while constraining the multiplicative factor - to avoid exploding gradients - to a maximum value of 100, i.e. large enough to quickly adapt to very different settings.

**Technical Considerations:** The derived update rule of Eq. 8 contains the look-ahead term \( \nabla L(\hat{w}_t) \) which introduces a computational overhead. Instead of computing this term, which approximates the gradient at the next step, we consider the gradients of the two previous consecutive steps, as done in [23]. Moreover, concerning the mini-batch versions of the gradient descent, consecutive sub-gradients \( \nabla L_i \) would correspond to different batches of data contrary to the formulation. The inner product of such consecutive gradients could be negative for the majority of batches (different optimization directions for different data), leading to a rapidly diminishing learning rate. To address this problem, we rely on the notion of expecting well-performing gradients, in average, after several iterations. To this end, we accumulate the calculated gradients across several consecutive iterations. For this work, we further simplify our method by assuming that despite the underlying optimizer, we assume that a high-level gradient descent algorithm is approximated every K steps, i.e. \( w_{k+1} = w_k - \alpha_{k-1} g_{k-1} \), and thus \( g_{k-1} \) can be easily computed as the difference of the model’s weights between \( K \) optimization steps divided by \( \alpha_{k-1} \). In other words, we update the learning rate every \( K \) iterations by averaging the weights’ gradients/ update directions. In order to provide finer control over the whole process, the value of \( K \) corresponds to a specific percentage \( p \) of the entire set.

The main advantage of the proposed method is its trivial computational overhead; only pre-calculated values attained by GD are used. Implementation-wise, we should additionally store the weights of a previous update step \( k - 1 \) and the previous approximated gradient \( g_{k-2} \) as temporary variables.

### 3. EXPERIMENTAL EVALUATION

**Experimental Setup:** The proposed methodology is evaluated over a set of different tasks, datasets and models, focusing on deep learning and its applications. We select the following four datasets for the image classification task: MNIST, CIFAR10/100 [27] and ImageNet [28]. For MNIST, we use a multi-layer perceptron (MLP) with a single hidden layer of width 1000, as in [18] & [12]. For CIFAR10 and CIFAR100, we selected the Wide-ResNet (WRNET) architectures [29] which can be modified easily, allowing us to study the proposed algorithm across various network width and depth settings. Finally, the ResNet50 architecture [30] is selected for the ImageNet setting. We also evaluated our method on a Seq2Seq Transformer model with 8 heads and 3 encoder and decoder layers used for machine translation from German to English (Multi30k dataset)\(^1\). All tasks are trained using a standard cross-entropy loss. The proposed method is dubbed TLR - Trainable Learning Rate - in the upcoming comparisons. Code is publicly available at [https://github.com/georgeretsi/NTLR](https://github.com/georgeretsi/NTLR).

\(^1\)We used the implementation in [https://github.com/pytorch/tutorials](https://github.com/pytorch/tutorials).

**Hyper-parameters Exploration:** We start by exploring the impact of the two user-defined hyperparameters: \( \gamma \) of Eq. 8 and the update percentage \( p \). We performed a grid-search over possible \( p \) and \( \gamma \) by training the MNIST+MLP setting for 20 epochs over a set of diverse initial learning rates: \( lr = 10^{-i} \), \( i = 1, \ldots , 9 \) and batch sizes \( bs \in \{ 64, 128, 256, 512 \} \). According to this grid search, we selected default hyper-parameters (used for the rest of the paper) as \( p = 0.20 \) and \( \gamma = 0.33 \).

Concerning \( p \), frequent updates would lead to a fast diminishing rate that may result to a suboptimal solution; in contrast, updating at the end of each epoch would slow down the whole procedure. On the other hand, small \( \gamma \) values lead to slow adaptation, while large ones correspond to an “aggressive” descent towards the gradient direction, a behavior related to short-horizon bias [31]. However, for an intuitive range of the hyper-parameters values (i.e. \( 0.2 - 0.5 \)) the proposed method indicates robustness across both initial learning rate \( \alpha_0 \) and batch size. For reference, concerning the case of batch size 128, typical SGD is very sensitive with 0.661 ± 0.774 loss across the different learning rates, compared to 0.095 ± 0.054 of our approach. Note that the proposed hyper-parameters are intuitive and have a clear interpretation and a constrained range of values, compared to the typical step size formulation. The effect of these hyper-parameters on the learning rate adaptation can be seen in Figure 1. Interestingly enough, the reported behavior resembles an “auto-tuned” scheduler comprised of two phases: warmup and exponential decay.

**Fig. 1:** MNIST+MLP: Learning rate curves for different \( p \) values when \( \gamma = 0.2 \) (left) and different \( \gamma \) values when \( p = 0.33 \) (right).

Next, we report in detail the behavior of the proposed algorithm under a wide range of initial learning rates (\( \alpha_0 = 10^{-i} \), \( i = 1, \ldots , 9 \)), showcasing the adaptation ability of the proposed method. The resulting training curves are depicted in Figure 2 for the MNIST+MLP setting. It is evident that the proposed method quickly adapts to this vast variety of initial learning rates. The case of \( \alpha_0 \) corresponds to an under-performing solution when using SGD (loss: 0.326; acc.: 92.3%) due to the large step size; TLR manages to improve this performance (loss: 0.095; acc.: 96.0%), but not to the extent of other initializations since it has already done several “wrong” steps with a large learning rate.

**Fig. 2:** Loss (left) and learning rate (curve) logarithmic curves of different initial learning rates \( \alpha_0 \) for the setting MNIST + MLP.

**State-of-the-art Comparisons:** Having established the robustness of the proposed method, we continue by comparing our method to several existing adaptive methods. First, we compare our approach to the closely related approach of hypergradients [23]. To promote
a fair comparison, we adopt the first-order method of hypergradients to our framework of updating the learning rate every K iterations. In this experiment, a meta-learning rate $\eta$ should be set in an additive formulation, i.e. $\alpha_k = \alpha_{k-1} + \eta g_{k-1} \cdot g_{k-2}$, or in a multiplicative formulation, i.e. $\alpha_k = \alpha_{k-1} \cdot [1 + \eta \cos(g_{k-1} \cdot g_{k-2})]$. For a set of different $\alpha_0$ ($10^{-1}$, $10^{-2}$ and $10^{-3}$) and batch-sizes (64, 128, 256, 512), we explore the behavior of this approach for different $\eta$ values, as shown in Table 1 in the form of mean/std value. The main drawback of the first-order hypergradient approach is that different values of $\eta$ are required for different settings, even if a relative robustness to $\alpha_0$ is achieved when $\eta$ is properly selected [23]. This is also evident in the results of Table 1, where we present the two best-performing $\eta$ out of the set $10^{-1}$, $10^{-2}$, $10^{-3}$.

$$
\begin{array}{|c|c|c|c|c|}
\hline
\alpha_0 & \eta = 10^{-1} & \eta = 10^{-2} & \eta = 10^{-3} & TLR \\
\hline
10^{-1} & 0.48 \pm 0.07 & 0.32 \pm 0.06 & 0.13 \pm 0.01 & 0.09 \pm 0.02 \\
10^{-2} & 0.47 \pm 0.06 & 0.59 \pm 0.03 & 0.16 \pm 0.14 & 0.18 \pm 0.02 \\
10^{-3} & 0.36 \pm 0.07 & 0.49 \pm 0.22 & 0.16 \pm 0.14 & 2.02 \pm 0.17 \\
\hline
\end{array}
$$

Table 1: Comparison between first-order [23] and second-order (ours-TLR) $\alpha$ updates. Mean & std values of loss are reported for a range of different $\alpha_0$ and batch-sizes, evaluated over the CIFAR100+WRN-16_4 setting.

Next, we consider a variety of state-of-the-art adaptive optimizers: Adam [4], SLS (based on the line-search formulation) [18] and SPS (based on the Polyak step size) [12]. We also evaluate the popular multistep scheduler with vanilla SGD, denoted as sgd-mstep, where rates are decayed by 0.1 at 50% and 75% of the total number of epochs (with $\alpha_0 = 0.1$, a typical well-performing initialization for CIFAR). A comparison of the loss/accuracy curves for the case of batch-size 128 is depicted in Figure 3.

The following observations can be made: 1) The proposed approach achieves fast convergence to well-performing minimum on par with the fine-tuned sgd-mstep. 2) sgd-mstep provides the best-performing model in this setting at the cost of manually setting the learning rate which should be decreased (and how much) - note that for different $\alpha_0$, sgd-mstep under-performs since it cannot adapt to such change. 3) SLS produces “trembling” curves for the examined setting, indicating sensitivity. 4) SPS and Adam provide sub-par performance for this vision task, indicating possible generalization problems [32].

The effectiveness of the proposed method is further validated on the large-scale ImageNet setting, as shown in Figure 4. The overall number of epochs were 80 and the batch size was set to 96 for all experiments due to GPU memory constraints. SLS approach diverges in this setting and thus is not included. Once again, SPS has identical behavior to Adam. Even though these two approaches exhibit convergence to slightly better overall loss, they have sub-optimal performance on the test set, similar to the CIFAR100 case. In contrast, our approach efficiently converges (we achieve 90% of the maximum accuracy at around 30 epochs, faster than any other method) into a well-performing optimum, providing the best accuracy results.

Final Remark: The proposed algorithm cannot provide a convergence guarantee for non-convex loss functions, where the increase of learning rate may lead to exploding gradients. Moreover, the algorithm could be trapped at local minima if the learning rate decreases fast enough (a common problem to such adaptive optimizers). Nonetheless, the proposed method can achieve accelerated convergence to the proximity of a well-performing optimum, practically regardless of the setting or the hyperparameters, reporting only minor sensitivity to such selections. Even thought it cannot replace modern fine-tuned schedulers [15], it can be an ideal component for more complex heuristic schedulers, such as restarting schemes.

4. CONCLUSIONS

Our contribution can be summarized as follows: this work aims to provide a novel, cost-efficient and easy-to-use optimization meta-algorithm with adaptive learning rate, orthogonal to scheduling ideas such as restarts [14], able to provide well-performing solutions without the need to carefully tune any optimization hyper-parameters. Experimental evaluation over a plethora of settings support the effectiveness of the proposed algorithm, which rapidly converges to well-performing local minima without any setting-specific tuning required. This work paves the way towards the following research steps: 1) assume a finer control over the adaptation by introducing a different learning rate for each layer - this is straightforward under our setting. 2) examine how the proposed approach can be compared/combined with scheduling tactics [14] and 3) analyze the conditions where such an algorithm can guarantee convergence (consider using Wolfe/Armijo-Goldstein conditions).
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