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Abstract Near real time ETL deviates from the traditional conception of data ware-
house refreshment, which is performed off-line in a batch mode, and adopts the
strategy of propagating changes that take place in the sources towards the data ware-
house to the extent that both the sources and the warehouse can sustain the incurred
workload. In this article, we review the state of the art for both conventional and near
real time ETL, we discuss the background, the architecture, and the technical issues
that arise in the area of near real time ETL, and we pinpoint interesting research
challenges for future work.

1 Introduction

The demand for fresh data in data warehouses has always been a strong desidera-
tum from the part of the users. Traditionally, the refreshment of data warehouses
has been performed in an off-line fashion. In such a data warehouse setting, data are
extracted from the sources, transformed, cleaned, and eventually loaded to the ware-
house. This set of activities takes place during a loading window, usually during the
night, to avoid overloading the source production systems with the extra workload
of this workflow. Interestingly, the workload incurred by this process has been one
of the fundamental reasons for the establishment of data warehouses, since the im-
mediate propagation of the changes that take place at the sources was technically
impossible, either due to the legacy nature of the sources involved or simply due
to the overhead incurred, mainly for the operational source systems but also for the
warehouse. In most cases, a data warehouse is typically updated every 24 hours.
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Still, during the last five years business users are pushing for higher levels of
freshness. To give an example, we mention a case study for mobile network traffic
data, involving around 30 data flows, 10 sources, and around 2TB of data, with 3
billion rows [1]. In that case study, it is reported that user requests indicated a need
for data with freshness at most 2 hours. However, business user requirements are
getting more pressing as the time passes.

Nowadays, new types of sources enter into the scene. In several applications, the
Web is considered as a source. In such a case, the notion of transaction at source side
becomes more flexible, as the data that appear at a source web site are not always
available later; therefore, if instant reaction to a change is not taken, it is possible
that important information will not be gathered later, by the off-line refreshment of
the warehouse. At the same time, business necessities - e.g., increasing competition,
need for bigger sales, better monitoring of a customer or a goal, precise monitoring
of the stock market, and so on - result in a demand for accurate reports and results
based on current data and not on their status as of yesterday. Another crucial issue
that questions the conventional way of thinking about ETL is the globalization of
the economy and the commodity trading business. The usual process of ETL-ing
the data during the night in order to have updated reports in the morning is getting
more complicated if we consider that an organization’s branches may be spread in
places with totally different time-zones. Based on such facts, data warehouses are
evolving to “active” or “live” data producers for their users, as they are starting
to resemble, operate, and react as independent operational systems. In this setting,
different and advanced functionality that was previously unavailable (for example,
on-demand requests for information) can be accessible to the end users. For now
on, the freshness is determined on a scale of minutes of delay and not of hours or a
whole day. As a result, the traditional ETL processes are changing and the notion of
“real-time” or “near real-time” is getting into the game. Less data are moving from
the source towards the data warehouse, more frequently, and at a faster rate.

The ETL market has already made efforts to react to those new requirements
(a relevant discussion can be found in subsection 3.3.) The major ETL vendors
have already shipped “real time” ETL solutions with their traditional platforms.
In practice, such solutions involve software packages that allow the application of
light-weight transformations on-the-fly in order to minimize the time needed for the
creation of specific reports. Frequently, the delay between the moment a transaction
occurs at the operational site and the time the change is propagated to the target site
is a few minutes, usually, five to fifteen. Such a response should be characterized
more as “near real time” reaction, rather than “real time”, despite how appealing
and promising can the latter be in business terms.

Technically, it is not straightforward how to engineer this kind of systems, neither
with respect to the overall setting and architecture, nor with respect to the algorithms
and techniques employed for the ETL tasks. Similar to the case of conventional
ETL processes, the commercial solutions proposed so far for near real time ETL are
rather ad hoc without following a standard or a unified approach. At the same time,
despite efforts targeting individual problems of this topic [29], [33], [17], [34], [25]
the research community has not provided a complete approach for the design and
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management of near real time ETL processes, so far. In this article, we delve into
the details of the near real time ETL process and we highlight its special character-
istics, with a particular point of view towards a Quality of Service (QoS) oriented
architecture.

Contributions. Specifically, the main contributions of this article are as follows.

• We provide a high level discussion on the issues related to the traditional ETL
processes and we denote their problems and constraints.

• We elaborate on the motives that boost the need for near real time ETL and we
discuss appropriate architectures that can enable the desired functionality.

• We detail the infrastructure of near real time ETL. We present alternative topolo-
gies, issues related to parallelism and partitioning techniques, and issues con-
cerning the communication of the different parts of the architecture.

• We provide a thorough analysis on research and engineering issues for all the
phases of near real time ETL. Specifically, we discuss technical issues concerning
the sources, the data processing area (the counterpart of data staging area in a
near real time environment), and the warehouse, along with issues related to the
flow regulators between both the source and the data processing area and the data
processing area and the data warehouse.

• Finally, we discuss the state of the art in both research and industry, and we
elaborate on the different industrial approaches already existing in the market.

Outline. The structure of the rest of this article is as follows. In Section 2, we
give a brief overview of the techniques used and the problems of traditional ETL
processes. In Section 3, we discuss the case of near real time ETL processes, we
present the motivation for their use, we delve into more technical details such as
their architecture and infrastructure, and also, we discuss interesting challenges and
research issues for this area. In Section 4, we present the related work, and in Section
5, we conclude with a summary of the important points that have been raised.

2 Traditional ETL

A traditional data warehouse architecture consists of four layers: the data sources,
the back-end, the global data warehouse, and the front-end. Typically, the data
sources can be any of the following: On-Line Transaction Processing (OLTP) sys-
tems, legacy systems, flat files or files under any format. Modern applications have
started to use other types of sources, as well, such as web pages and various kinds of
documents like spreadsheets and documents in proprietary word processor formats.

The set of operations taking place in the back stage of data warehouse archi-
tecture is generally known as the Extraction, Transformation, and Loading (ETL)
processes. ETL processes are responsible for the extraction of data from different,
distributed, and often, heterogeneous data sources, their cleansing and customiza-
tion in order to fit business needs and rules, their transformation in order to fit the
data warehouse schema, and finally, their loading into a data warehouse.
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The global data warehouse keeps a historical record of data that result from
the transformation, integration, and aggregation of detailed data found in the data
sources. Moreover, this layer involves datastores that contain highly aggregated
data, directly derived from the global warehouse (e.g., data marts and views.) The
front-end level of the data warehouse architecture consists of applications and tech-
niques that business users use to interact with data stored in the data warehouse.

2.1 Operational issues and challenges

Traditionally, ETL processes deal with the following generic categories of problems:

• Large volumes of data. The volumes of operational data are extremely large,
and incur significant data management problems in all three phases of an ETL
process.

• Data quality. The data are not always clean and have to be cleansed.
• Evolution of data stores. The evolution of the sources and the data warehouse

can eventually lead even to daily maintenance operations.
• Performance issues. The whole process has to take place within a specific time

window and it is necessary to optimize its execution time. In practice, the ETL
process periodically refreshes the data warehouse during idle or low-load, peri-
ods of its operation; e.g., every night. Any failures of the process must also be
compensated within the specified time windows.

Additionally, in each individual phase of an ETL process several issues should
be taken into consideration.

Extraction. The extraction conceptually is the simplest step, aiming at the iden-
tification of the subset of source data that should be submitted to the ETL workflow
for further processing. In practice, this task is not easy, basically, due to the fact that
there must be minimum interference with the software configuration at the source
side. This requirement is imposed by two factors: (a) the source must suffer mini-
mum overhead during the extraction, since other administrative activities also take
place during that period, and, (b) both for technical and political reasons, administra-
tors are quite reluctant to accept major interventions to their system’s configuration.

There are four policies for the extraction of data from a data source. The naı̈ve
one suggests the processing of the whole data source in each execution of the ETL
process; however, this policy is usually not practical due to the volumes of data that
have to be processed. Another idea is the use of triggers at the source side; typically,
though, this method is not practical due to abovementioned requirement regarding
the minimum overhead at the source site, the intervention to the source’s configura-
tion and possibly, the non-applicability of this solution in case the source is of legacy
technology. In practice, the two realistic policies suggest either the consideration of
only the newly changed - inserted, deleted or updated - operational records (e.g., by
using appropriate timestamps at the source sites) or the parsing of the log files of the
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system in order to find the modified source records. In any case, this phase is quite
heavy, thus, it is executed periodically when the system is idle.

Transformation & Cleaning. After their extraction from the sources, the data
are transported into an intermediate storage area, where they are transformed and
cleansed. That area is frequently called Data Staging Area, DSA, and physically, it
can be either in a separate machine or the one used for the data warehouse.

The transformation and cleaning tasks constitute the core functionality of an ETL
process. Depending on the application, different problems may exist and different
kinds of transformations may be needed. The problems can be categorized as fol-
lows: (a) schema-level problems: naming and structural conflicts, including gran-
ularity differences, (b) record-level problems: duplicated or contradicting records,
and consistency problems, and (c) value-level problems: several low-level techni-
cal problems such as different value representations or different interpretation of
the values. To deal with such issues, the integration and transformation tasks in-
volve a wide variety of functions, such as normalizing, denormalizing, reformat-
ting, recalculating, summarizing, merging data from multiple sources, modifying
key structures, adding an element of time, identifying default values, supplying de-
cision commands to choose between multiple sources, and so forth.

Usually the transformation and cleaning operations are executed in a pipelining
order. However, it is not always feasible to pipeline the data from one process to
another without intermediate stops. On the contrary, several blocking operations
may exist and the presence of temporary data stores is frequent. At the same time,
it is possible that some records may not pass through some operations for several
reasons, either for data quality problems or possible system failures. In such cases,
these data are temporary quarantined and processed via special purpose workflows,
often involving human intervention.

Loading. After the application of the appropriate transformations and cleaning
operations, the data are loaded to the respective fact or dimension table of the data
warehouse. There are two broad categories of solutions for the loading of data: bulk
loading through a DBMS-specific utility or inserting data as a sequence of rows.

Clear performance reasons strongly suggest the former solution, due to the over-
heads of the parsing of the insert statements, the maintenance of logs and rollback-
segments (or, the risks of their deactivation in the case of failures.) A second issue
has to do with the possibility of efficiently discriminating records that are to be in-
serted for the first time, from records that act as updates to previously loaded data.
DBMS’s typically support some declarative way to deal with this problem (e.g., the
MERGE command.) In addition, simple SQL commands are not sufficient since the
‘open-loop-fetch’ technique, where records are inserted one by one, is extremely
slow for the vast volume of data to be loaded in the warehouse. A third performance
issue that has to be taken into consideration by the administration team has to do
with the existence of indexes, materialized views or both, defined over the ware-
house relations. Every update to these relations automatically incurs the overhead
of maintaining the indexes and the materialized views.
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2.2 Variations of the traditional ETL architecture

In the majority of cases, a conventional ETL process is designed and executed, as
previously described, in three major phases: Extract, Transform, and Load. How-
ever, for several business or technical reasons, other approaches are considered too.
We will not elaborate on cases that involve only a subset of the ETL phases (e.g.,
extract and load), but we will briefly discuss a specific alternative that nowadays,
gains some business interest: the case of Extract, Load, and Transform, ELT.

The crux behind the introduction of ELT solutions is twofold and based on both
the feasibility of acquiring increasingly better hardware, often more powerful than
needed for data warehousing purposes, and the increasing amounts of data to be
handled. Hence, in the context of ELT, instead of first creating a snapshot of the
operational data in the DSA and then performing the appropriate transformations,
the goal is to create a snapshot of the operational data directly in the data warehouse
environment, using quick batch-loading methods. Then, depending on the business
needs, the administrator can decide what types of transformations to execute either
on the way of data into the data marts for OLAP analysis or on a transaction-by-
transaction basis in a data-mining algorithm.

The ELT approach seems beneficial in the presence of several conditions. It
seems as a good solution when the operational database machines do not have
enough power - while, at the same time, the data warehouse server is a more power-
ful machine - or when there is a slow network connection among the sources and the
target warehouse. Moreover, when the population of the data warehouse is based on
a single integrated version of the operational data, then having the transformation
occur within the database might prove more effective, since it can take advantage
of the sophisticated mechanisms that a standard RDBMS provide; e.g., the capa-
bility of issuing inserts, updates and deletes in parallel, as well as the execution of
several algorithms for data mining, profiling, cleansing, and so on, from a SQL com-
mand line. Additionally, as it is stressed in a recent article [19], ELT may be more
beneficial than other conventional architectures due to the following reasons: (a) it
leverages RDBMS engine hardware for scalability and basically, it scales as long
as the hardware and RDBMS engine can continue to scale; (b) it keeps all data in
the RDBMS all the time; (c) it is parallelized according to the data set; and finally,
(d) disk I/O is usually optimized at the engine level for faster throughput. Currently,
most major players in the market provide ELT solutions as well; e.g., Informatica
Pushdown ELT, Sunopsis ELT, Oracle Warehouse Builder, and Microsoft DTS.

Finally, an even newer trend suggests the use of ETLT systems. ETLT represents
an intermediate solution between ETL and ELT, allowing the designer to use the
best solution for the current need. In that case, we can classify transformations in
two groups. A first group of fast, highly selective, non-blocking transformations
may be executed in advance, even in streaming data, before the fast loading of the
data to the warehouse area. Then, part of the incoming data can be used for fast,
near real-time reporting, while the rest can be manipulated later on in a subsequent
phase. Such a vision guides us to the case of near real-time ETL, which will be the
focus of the rest of this article.
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3 The case for Near Real Time ETL

3.1 Motivation

Traditionally, ETL processes have been responsible for populating the data ware-
house both for the bulk load at the initiation of the warehouse and incrementally,
throughout the operation of the warehouse in an off-line mode. Still, it appears that
data warehouses have fallen victims of their success: users are no more satisfied
with data that are one day old and press for fresh data -if possible, with instant re-
porting. This kind of request is technically challenging for various reasons. First,
the source systems cannot be overloaded with the extra task of propagating data to-
wards the warehouse. Second, it is not obvious how the active propagation of data
can be implemented, especially in the presence of legacy production systems. The
problem becomes worse since it is rather improbable that the software configuration
of the source systems can be significantly modified to cope with the new task, due
to (a) the down-time for deployment and testing, and, (b) the cost to administrate,
maintain, and monitor the execution of the new environment.

The long term vision for near real time warehousing is to have a self-tuning archi-
tecture, where user requirements for freshness are met to the highest possible degree
without disturbing the administrators’ requirements for throughput and availability
of their systems. Clearly, since this vision is founded over completely controversial
goals, a reconciliation has to be made:

A more pragmatic approach involves a semi-automated environment, where user
requests for freshness and completeness are balanced against the workload of all
the involved sub-systems of the warehouse (sources, data staging area, warehouse,
data marts) and a tunable, regulated flow of data is enabled to meet resource and
workload thresholds set by the administrators of the involved systems.

In the rest, we will translate this vision into a list of more concrete technical
goals. First, we start with the goals that concern the implementation of a near real
time warehouse with a view to Quality-of-Service (QoS) characteristics:

1. Maximum freshness of data. We envision a near real time data warehousing en-
vironment able to serve the users with as fresh data as possible in the warehouse.

2. Minimal overhead of the source systems. For near real time warehousing to
work, it is imperative to impose the minimum possible additional workload to
the sources, which -at the same time-is sustainable by the sources.

3. Guaranteed QoS for the warehouse operation. The near real time warehouse
administrator should be equipped with tools that allow him to guarantee service
levels concerning the response time to queries posed, the throughput of all the
systems involved and the freshness of data offered to the users.

4. Controlled environment. Since unexpected events occur throughout the daily op-
eration of the near real time warehouse, its administrator should be equipped with
the potential to respond to these events and tune the flow of data from the sources
towards the warehouse with minimal effort. Any kind of optimization, prediction
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and automatic support of the administrator in this task is highly valuable.

Practical considerations involve the following goals, too:

5. Scalability in terms of sources involved, queries posed by the end users and vol-
umes of data to be processed. Naturally, it is expected that over time, requests
for more fresh data from new sources, more available data, and a more energetic
user community will have to be serviced by the warehouse. In this case, before
other measures are taken (e.g., exploiting Moore’s law with new hardware), the
degradation of performance should be smooth.

6. Stable interface at the warehouse side. Apart from the smooth performance
degradation due to new sources, development costs should be bounded, too. It
would be convenient for developers and administrators if the warehouse would
export a stable interface for its refreshment to all its source sites.

7. Smooth upgrade of the software at the sources. We envision a transition to a
system configuration where the modification of the software configuration at the
source side is minimal.

3.2 General architecture

We envision the general architecture of a near real time data warehouse consisting
of the following elements: (a) Data Sources hosting the data production systems that
populate the data warehouse, (b) an intermediate Data Processing Area (DPA) where
the cleaning and transformation of the data takes place and (c) the Data Warehouse
(DW). The architecture is illustrated in Figure 1.

Each source can be assumed to comprise a data store (legacy or conventional)
and an operational data management system (e.g., an application or a DBMS, re-
spectively.) Changes that take place at the source side have first to be identified as
relevant to the ETL process and subsequently propagated towards the warehouse,
which typically resides in a different host computer. For reasons that pertain to the
QoS characteristics of the near real time warehouse and will be explained later, we
envision that each source hosts a Source Flow Regulator (SFlowR) module that is
responsible for the identification of relevant changes and propagates them towards
the warehouse at periodic or convenient intervals, depending on the policy chosen
by the administrators. As already mentioned, this period is significantly higher that
the one used in the current state-of-practice and has to be carefully calculated on the
basis of the source system’s characteristics and the user requests for freshness.

A Data Processing Flow Regulator (DPFlowR) module is responsible of de-
ciding which source is ready to transmit data. Once the records have left a cer-
tain source, an ETL workflow receives them at the intermediate data processing
area. The primary role of the ETL workflow is to cleanse and transform the data in
the format of the data warehouse. In principle, though, apart from these necessary
cleansings and transformations, the role of the data processing area is versatile: (a)
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Fig. 1 Architecture of near real time data warehouse

it relieves the source from having to perform these tasks, (b) it acts as the regulator
for the data warehouse, too (in case the warehouse cannot handle the online traffic
generated by the source) and (c) it can perform various tasks such as checkpointing,
summary preparation, and quality of service management. However, it is expected
that a certain amount of incoming records may temporarily resort to appropriate
Reservoir modules, so that the DPA can meet the throughput for all the workflows
that are hosted there.

Once all ETL processing is over, data are ready to be loaded at the warehouse.
A Warehouse Flow Regulator (WFlowR) orchestrates the propagation of data from
the DPA to the warehouse based on the current workload from the part of the end-
users posing queries and the QoS “contracts” for data freshness, ETL throughput
and query response time. Clearly, this is a load-balancing task, which we envision
to be implemented over a tunable QoS software architecture.

The Data Warehouse per se, is a quite complicated data repository. There are
different categories of constructs in the warehouse, which we broadly classify as
follows: (a) fact tables, containing the records of real-world events or facts, that
the users are mainly interested in, (b) dimension tables, which contain reference
records with information that explains the different aspects of the facts, (c) indexes
of various kinds (mainly, B+-trees and bitmap indexes) which are used to speed-up
query processing and (d) materialized views, which contain aggregated information
that is eventually presented to the users. In the rest of our deliberations, the term
‘materialized view’ will be used as a useful abstraction that allows us to abstract
al kinds of summaries that are computed once, stored for the users to retrieve and
query and regularly updated to reflect the current status of a one or more fact tables
(e.g., data marts, reports, web pages, and any possible materialized views per se.)
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Each of these constructs has a clear role in a traditional ETL setting; in the case
of near real time ETL, these constructs are possibly accompanied by auxiliary struc-
tures that alleviate the burden of refreshing them very frequently.

In an ideal world, all the involved systems (sources, data processing area and
warehouse) would be able to process all the data within the given time windows.
Clearly, this cannot be the case in practical situation, due to many possible reasons,
like the high rate of user queries, the high rate of updates, the high cost of certain
parts of the transformation and cleaning stage, or even the failure of a part of the
overall architecture at runtime. Practically this results to the necessity of reserving
parts of the propagated data for later processing. In other words, a simple selection
mechanism in the flow regulators needs to decide which data will be processed
by the ETL workflow in near real time and which parts will be reserved in main
memory, staged at the hard disk or simply shed in order to be processed later, during
an idle period of the warehouse. Similarly, a failure in the near real time processing
area or the warehouse can lead to data not propagated to the warehouse on time.

These practical considerations lead to the necessity of a compensation scheme
that operates in an off-line mode (much like the traditional ETL mechanisms) and
completes the missing parts of data in the warehouse and the materialized views
(Figure 2.)

3.3 Industrial approaches

Alternative architectures for near real time ETL has been suggested in the industrial
literature. In this section, we briefly describe the alternative approaches and we pin-
point their advantages and disadvantages. For further details, we refer to [18] for an
excellent review of such approaches.
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3.3.1 (Near) Real time partition

The case of near real time ETL is discussed in an industrial book [18]. Although the
description is informal and very abstract, the notion of real time partitions (RTP)
seems that offer a solution to the problem of near real time ETL; however, for getting
better performance several assumptions are considered too.

The key idea is to maintain two versions of the star schema representing a data
warehouse. (One can imagine a virtual star schema defined by appropriate union
view(-s) on top of the two star schemas.) One version should be static and the other
real time, in terms of their population. Hence, using that approach, for each fact
table of the data warehouse, a separate real time fact table is considered with the
same characteristics as the static one - e.g., same grain and dimensionality. The real
time fact table should contain only today’s data that are not yet loaded to the static
fact table. The static fact table is populated using conventional nightly batch loads.
The main difference from the conventional method is that the real time fact table
periodically populates (in short periods of time) the static fact table before being
emptied.

The real time fact table should have significant performance gains, thus, the in-
dexing in that table is minimized. In doing so, both the loading effort and the query
response times are greatly benefited. However, the main advantages of this idea stem
from the assumption that the whole real time fact table should fit in main memory
for further fast processing. Although it may be possible to cache the fact table in
memory in some cases, given that it contains data of only one day, still, this is a
very ambitious assumption.

3.3.2 (Near) Real time ETL approaches

As usual, different alternative approaches have been proposed in the market to han-
dle the need for freshness in a data warehouse. In what follows, we briefly mention
the most prominent approaches using terminology adapted from [18] and identify
their limitations.

Enterprise Application Integration, EAI. These approaches have the ability to
link transactions across multiple systems through existing applications by using
software and computer systems architectural principles to integrate a set of en-
terprise computer applications. An EAI system is a push system, not appropriate
for batch transformations, whose functionality entails a set of adapter and broker
components that move business transactions - in the form of messages - across the
various systems in the integration network. An adapter creates and executes the
messages, while a broker routes messages, based on publications and subscription
rules.

The main benefit from an EAI system is fast extraction of relevant data that must
be pushed towards the data warehouse. In general, an EAI solution offers great real
time information access among systems, streamlines business processes, helps raise
organizational efficiency, and maintains information integrity across multiple sys-
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tems. Usually, it is considered as a good solution for applications demanding low
latency reporting and bidirectional synchronization of dimensional data between the
operational sources and the data warehouse. However, as nothing comes without
a cost, they constitute extremely complex software tools, with prohibitively high
development costs, especially for small and mid-sized businesses. Also, EAI im-
plementations are time consuming, and need a lot of resources. Often, many EAI
projects usually start off as point-to-point efforts, but very soon they become un-
manageable as the number of applications increase.

Fast transformations via Capture - Transform - Flow (CTF) processes. This so-
lution resembles a traditional ETL process too. CTF approaches simplify the real
time transportation of data across different heterogeneous databases. CTF solutions
move operational data from the sources, apply light-weight transformations, and
then, stage the data in a staging area. After that, more complex transformations are
applied (triggered by the insertions of data in the staging area) by microbatch ETL
and the data are moved to a real time partition and from there, to static data stores
in the data warehouse. CTF is a good choice for near real time reporting, with light
integration needs and for those cases where core operations may share periods of
low activity and due to that, they allow the realization of data synchronization with
a minimal impact to the system.

Fast loading via microbatch ETL. This approach uses the idea of real time parti-
tioning (described in section 3.3.1) and resembles traditional ETL processes, as the
whole process is executed in batches. The substantial difference is that the frequency
of batches is increased, and sometimes it gets as frequent as hourly. Several meth-
ods can be used for the extraction of data - e.g., timestamps, ETL log tables, DBMS
scrapers, network sniffers, and so on. After their extraction the data are propagated
to the real time partition in small batches and this process continuously runs. When
the system is idle or once a day, the real time partitions populate the static parts of
the data warehouse. The microbatch ETL approach is a simple approach for real-
time ETL and it is appropriate for moderate volumes of data and for data warehouse
systems tolerant of hourly latency. The main message it conveys, though, is mainly
that dealing with new data on a record-by-record basis is not too practical and the
realistic solution resolves to finding the right granule for the batch of records that
must be processed each time.

On-demand reporting via Enterprise Information Integration (EII). EII is a tech-
nique for on-demand reporting. The user collects the data he needs on-demand via a
virtual integration system that dispatches the appropriate queries to the underlying
data provider systems and integrates the results. EII approaches use data abstraction
methods to provide a single interface for viewing all the data within an organization,
and a single set of structures and naming conventions to represent this data. In other
words, EII applications represent a large set of heterogenous data sources as a single
homogenous data source. Specifically, they offer a virtual real time data warehouse
as a logical view of the current status in the OLTP systems. This virtual warehouse
is delivered on-the-fly through inline transformations and it is appropriate for anal-
ysis purposes. It generates a series of (SQL) queries at the time requested, and then
it applies all specified transformations to the resulting data and presents the result to
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the end user. EII applications are useful for near-zero latency in real time reporting,
but mostly for systems and databases containing little or no historical data.

3.4 The infrastructure of near real time ETL

The software architecture described in section 3.2 is constructed in such a way that
the goals of section 3.1 are achieved with QoS guarantees. In this subsection, we dis-
cuss possible alternatives for the infrastructure that hosts this software architecture
and facilitates the near real time refreshment of the data warehouse.

A traditional approach towards the topology of the near real time warehouse
would structure it as a linear combination of tiers - in fact, as a 2-tier or 3-tier con-
figuration. Apart from the traditional architectural configurations, it is quite natural
for an endeavor of the magnitude of a near real time warehouse to opt for configura-
tions where the architecture exploits some forms of parallelism. In this subsection,
we discuss how different parallelism techniques affect the execution of ETL pro-
cesses and suggest improvements in the presence of certain requirements. In gen-
eral, there exist two broad categories of parallel processing with respect to the flow
and volume of data: pipelining and partitioning.

In Figure 3, the execution of an abstract ETL process is pictorially depicted. In
Figure 3(a), the execution is performed sequentially. In this case, only one instance
of the ETL process exists. Figures 3(b) and 3(c) show the parallel execution of the
process in a pipelining and a partitioning fashion, respectively. In the latter case,
larger volumes of data may be handled efficiently by more than one instance of the
ETL process; in fact, there are as many instances as the partitions used.

 Rt1t2 A B SR t2  A  B SOriginal state

(a) Sequential execution

t1
R A B S

(b) pipelining

t1t2R1  A1  B1 S1t1
(c) partitioning

Rk  Ak  Bk Sktk...tnt3...tn
t3...tnt2k...tn

Fig. 3 (a) Sequential, (b) pipelining, and (c) partitioning execution of ETL processes [37]

Pipelining methods. The execution of an ETL process can be coarsely divided in
three sub-processes: extraction, transformation, and loading. In pipeline parallelism,
the various activities of these three sub-processes are operating simultaneously in a
system with more than one processor. While the ETL process lasts, the extraction
module reads data from the sources and keeps feeding a pipeline with the data it
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had already read. In the meantime, the transformation module runs in another pro-
cessor and it is continuously sending data to another pipeline. Similarly, the loading
module, which runs in a third processor, is writing data to the target recordset. This
scenario performs well for ETL processes that handle a relative small volume of
data.

Partitioning methods. For large volumes of data, a different parallelism policy
should be devised: the partitioning of the dataset into smaller sets. The idea is to use
different instances of the ETL process for handling each partition of data. In other
words, the same activity of an ETL process would run simultaneously by several
processors, each processing a different partition of data. At the end of the process,
the data partitions should be merged and loaded to the target recordset(s). For par-
titioning, many implementations have been proposed with the common goal to pro-
vide equal size partitions to facilitate the load of data to a single target. The most
frequently used methods are the following. (Here, we use a terminology adopted
from the DataStage tool [2], but the categorization is typical of a broader group of
commercial ETL tools.)

• Round robin partitioning. The records are distributed among the different pro-
cessing nodes in a round robin fashion: the first record goes to the first node, the
second record to the second node, and so forth. This method is appropriate for
resizing uneven partitions of an input data set and it is often used as the default
method for the initial partitioning.

• Random partitioning. The records are randomly distributed across all processing
nodes. This method can be used for resizing partitions, as well, and it can guaran-
tee that each processing unit handles (near) equal-sized partitions. Moreover, this
method produces results that are similar to the ones of the round robin method,
but with a higher overhead than the latter due to extra processing required for the
estimation of a random value for each record; this value is used as a criterion for
the partitioning.

• Hash by field partitioning. Tuples with the same values for all hash key attributes
are assigned to the same processor. Hence, related tuples are placed in the same
partition. This property may be a prerequisite for a certain activity (e.g., duplicate
elimination.) A similar method that requires simpler computation is the modulus
partitioning, which is based on a key column modulo the number of partitions.
Range partitioning is another method that places related tuples (having their keys
within a specified range) in the same partition. This can be useful for preparing a
dataset for a total sort.

• Follow-the-database partitioning. This method suggests to partition data in the
same way a DBMS would partition it. Therefore, the tuples processed by the
ETL process and the respective tuples of a database table would be handled by
the same parallel operator (this may significantly reduce the I/O cost.) Such a
method is useful for update operations, and works very well when the warehouse
is partitioned too.

Two additional methods are frequently used in ETL processes to facilitate the
partitioning. Although they do not intend the direct partitioning of the input data,
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still they are useful in an environment consisting of subsequent activities. The goal
of both methods is to efficiently pass partitioned data through a sequence of ETL
activities.

• Same partitioning. This method does not perform a repartitioning, but it takes as
inputs the partition outputs of the preceding stage. Essentially, it does not allow
redistribution of data, which remains in the same processor, but, it is useful for
passing partitioned data between activities.

• Entire partitioning. This method is appropriate when a parallel execution is de-
sired and at the same time, all instances of an activity in all the processors should
have access to the complete dataset if needed. Example application is the creation
of lookup tables.

The reverse of the partitioning operation is to gather all the data together again.
Typical approaches include: round robin, ordered, and sorted merge gathering. In
general, this procedure is non-deterministic. Nevertheless, if order matters, a sorted
merge should be favored.

Combination. In practice, a combination of pipelining and partitioning can be
used to achieve maximum performance. Hence, while an activity is processing par-
titions of data and feeding pipelines, a subsequent activity may start operating on a
certain partition before the previous activity had finished.

Several commercial ETL tools (e.g., DataStage) provide the functionality of
repartitioning data between the activities of the process. This can be useful in many
cases, such as when alteration of data groups is needed; e.g., in the case where data
are grouped by month and a new grouping per state is needed.

3.5 Research and engineering issues for near real time ETL

Having discussed the alternatives for the infrastructure of a near real time data ware-
house, we can now proceed to discuss the main research challenges raised for each
of the main components and their overall setup. We organize this discussion on
terms of the individual stages of data in the warehouse and summarize the discus-
sion with regards to the overall setting of a near real time warehouse at the end of
this section.

3.5.1 Technical issues concerning the Sources

There are several critical technical issues concerning the sources. Both due to po-
litical reasons [7] and due to the sensitivity of source systems, interventions to the
source systems can only be minimal for the following causes.

• Sources are the production systems of the organizations, which implies that their
main purpose is to facilitate the everyday transactions of the organization with
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external entities; e.g., customers, providers, and so on. Overloading the source
systems with ETL responsibilities might slow down the tasks that these systems
are primarily intended to support to an extent that might jeopardize their primary
functionality.

• Quite often, sources are legacy systems, and dealing with this fact from a soft-
ware point of view means that it is practically impossible to intervene in their
configuration at a significant extent. It is noteworthy that this is not a minor is-
sue; in fact, the reason for the existence of these legacy systems is the cost and
risk of their replacement with modern substitutes.

The main technical challenge at the source side is the identification of the data
that must be propagated towards the data processing area at every transmission. This
task has typically been referred at as Extraction (the ‘E’ in the E-T-L triplet.) We will
refer to the data that are identified as changes as the extracted delta of the source.
The important parameters of the data extraction problem are:

• Minimal intervention to the configuration of the source system. As already men-
tioned, this might not even be an option in legacy systems, but in any case, it is
reasonable to anticipate that the list of available technical solutions is small.

• Lightweight footprint of the extraction mechanism. Due to the importance of the
primary functionality of data sources, the resources spent (e.g., main memory or
CPU cycles) and the overhead incurred to the source system (e.g., extra opera-
tions, locking of data) for the identification of the data that belong to the extracted
delta have to be minimal.

• Effectiveness Constraints. A certain level of completeness might be desirable,
e.g., all relevant data must be identified and included in the extracted delta. Cor-
rectness is also necessary here: no uncommitted data should be pushed towards
the data processing area.

• Efficiency Constraints. Efficiency constraints might hold, too. For example, it
is reasonable to require that the throughput of the extraction is above a certain
threshold (or, in a similar problem formulation, that the task is performed within
a relatively small time window, each time.) Also, it is possible that insertions and
updates are identified as different as they occur and thus, separately kept at the
sources, so that it is easier for the subsequent data processing to handle them
appropriately.

Technically, the available solutions towards the identification of the changes that
must be propagated to the warehouse are not satisfactory. The technical means we
already possess for the extraction step are oriented towards the traditional data
warehouse refreshment mode, where the extraction is performed off-line in rare
frequency and with a relatively large time window. Specifically, inapplicable solu-
tions involve (a) the reprocessing of the whole source as a naı̈ve solution and (b) the
comparison of the current snapshot of the source with its previous version for the
extraction of deltas. On the other hand, we can also comment on some techniques
that seem to be fit for the near real time ETL process, although each comes with
problems:



Near Real Time ETL 17

• Enterprise Application Integration (EAI) middleware. In this case, the data pro-
duction applications are enriched via EAI middleware and communicate with the
data processing area by sending any changes that occur.

• Log sniffing. Log sniffing - also called log parsing or log scrapping - involves
parsing the contents of a log between two timestamps and “replaying” the
changes at the data processing area. Although inapplicable to sources without
logging facilities, the solution sounds appealing, since the log file is an append-
only file and the contention for the usage of different parts of it can be reasonably
handled.

• Triggers. Another possibility, involves the usage of triggers in the source that
are activated whenever a modification takes place in the source database. The
triggers can write the modifications in a special purpose table, file or main mem-
ory construct that is processed whenever the extraction phase is activated. Still,
triggers are only applicable to relational DBMSs, interfere with the setup of the
source database and impose a considerable operational overhead at the source
system.

• Timestamping. A final possibility involves adding timestamps with transaction
time to all the tables of the source and extract only the ones with timestamps with
greater value than the one of the last extraction. Still, this solution misses dele-
tions (at least in its simple version) and significantly interferes with the source
DBMS and possibly the source applications.

Summarizing, the problems of data extraction at the sources can be formulated as
(a) an effectiveness problem and (b) an efficiency problem. The effectiveness prob-
lem calls for the construction of a mechanism that identifies changes with minimal
intervention to the source’s configuration and with light footprint in terms of main
memory and CPU usages. The efficiency problem is an optimization problem that
relates the volume of data to be propagated with a certain frequency from a data
source towards the data processing area, the necessary mechanism for the task, and
tries to minimize the necessary resources such that the efficiency and effectiveness
constraints are respected.

A variant of the problem has to with the compensating operation of the ware-
house refreshment process, which practically reverts back to the traditional problem
of data extraction: in this case, the important constraint is to complete the extraction
and transportation of the data within a much larger time window, in a batch mode.

3.5.2 Flow regulators between the source and the Data Processing Area

As already mentioned, it is imperative that the overall flow of data from the sources
towards the warehouse is adapted in such a way that the source systems are not
overloaded. The mechanism that we envision for the near real time extraction of
data from the sources employs a global scheduler that directs the order with which
sources are triggered to start the transmission of the extracted data they have col-
lected as well as local regulators at the sources that adapt the flow of data to the
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processing capacity of the source system, whenever this particular source is acti-
vated for transmission.

Simply put, the main idea involves (a) a Data Processing Flow Regulator
(DPFlowR) module, which is responsible of deciding which source is ready to trans-
mit data and (b) a Source Flow Regulator (SFlowR) module for each source, which
compiles changes in blocks and propagates them towards the warehouse.

The Data Processing Flow Regulator has to decide the order of the activation of
sources, the time window for the activation of each source and notify the server of
the Data Processing Area for this activation (since, there is an ETL flow that will
receive the newly arrived source data for further processing.) This decision possibly
depends upon the availability of the source systems, their workload (that can be
reported to the DPFlowR by the corresponding SFlowR for each source) and the
workload of the server of the Data Processing Area.

Whenever activated, the Source Flow Regulator knows that there is a time win-
dow for the transmission of collected data. If the collected data are more than the
volume that can be transmitted during the time window (due to server load, network
connection or any other reasons), then there is a part of the data that will not be
propagated to the warehouse during this particular transmission. If the source server
is not so loaded, it is possible to perform some form of sampling for the choice of
the data to be reserved. These data can be buffered either for the next transmissions
over the regular operation of the near real time warehouse or for the compensation
period. Also, these data can be completely discarded (if the source server is too busy
to perform this kind of extra staging) and re-extracted at the compensation period.

A communication part takes place between the data processing area and the
source. Several issues arise concerning, concerning the protocol of transmission
(e.g., is TCP or UDP) and the completeness of transmitted data. In other words,
unless other considerations arise, it is important to achieve a packet-lossless trans-
mission. It is also noteworthy that any compression and encryption operations (that
are typically encountered whenever a source communicates with the warehouse)
should also be part of the decisions made by the Source Flow Regulator.

In our understanding, the sensitive part of the architecture lies in the sources,
thus, the fundamental criteria for scheduling decisions concern their availability
and load; nevertheless, in case the Data Processing Area server is continuously too
loaded it is possible that the sensitivity of the decision must be shifted towards the
DPA. Due to these possible sensitivities, we can only emphasize the importance of
a Quality-of-Service approach to the system architecture. As it has probably been
made obvious so far, the frequency of communication between a source and the
Data Processing Area, the time window for the transmission, the volume of data
to be transmitted and the scheduling protocol constitute a highly controlled mech-
anism (a plan or a “contract”, if you like) for orchestrating the population of the
Data Processing Area from the sources. The mechanism for handling any possible
deviations from this plan is also part of the QoS-oriented nature of the architecture.

A second point we would like to emphasize here is the role of the flow regulation
mechanism as a buffer between the data warehouse and the sources. In our opin-
ion, it is practically improbable to ever achieve a modus operandi where committed



Near Real Time ETL 19

changes are directly propagated from the sources to the warehouse. As already ex-
plained this is due to the deep nature, architecture and technical characteristics of
the sources as production systems for their organizations. Therefore, a compromise
must be achieved and such a compromise requires a regulation policy that allows
the sources to be relieved from the burden of feeding the warehouse with data when
they are too loaded. The flow regulation mechanism implements this compromise.

From a technical viewpoint, there are three implications that result from this
observation:

• There is a technical choice for the modus operandi of the propagation process
which can be (a) periodic (with significantly higher frequency than the current
ETL processes), (b) pull-based, with the data processing area requiring data from
the sources or (c) push-based, with the sources sending extraction deltas to the
data processing areas at their earliest possible convenience. Due to the sensitivity
of the sources, we believe that the pull-based option is rather hard to implement;
nevertheless, in all cases, precautions have to be taken to allow a source to be
relieved from extra processing if it is unable to perform it at a given time point.

• A rather simple implication concerns the control of the flow regulation. We an-
ticipate that the overhead of scheduling the whole process will be assigned to the
DPA server; still, this requires some coordination with the source systems. Still,
a clear research issue concerns the scheduling protocol itself (i.e., the order by
which the DPA receives data from the sources along with the time window that
each connection is activated.) Obviously, the scheduling problem is more com-
plicated in the case of parallel and partitioned DPA, where multiple activation
can -and have to- take place each time.

• A final implication concerns the granularity of the propagated data. There are two
ways to deal with this issue: either to deal with each modification in isolation
or to compile blocks of records at the source side. In the first case, whenever
a data manipulation command is committed, the transportation mechanism is
notified and deals with it in isolation. In the second case, nothing is ready for
transportation, until a number of records is completed. Then, all records together
are sent to the data processing area. Clearly, a near real time data warehouse
practically has no other option than the latter (see also [17] for an experimental
evaluation of the overhead incurred at the sources.)

Summarizing, the main problem for the control mechanism that facilitates the
near real time propagation of extracted changes from the sources to the warehouse
requires to relate (a) a scheduling protocol that regulates the order of source acti-
vations and the time window for each such activation, (b) the characteristics of the
propagation (data volumes, frequency), (c) the necessary CPU and main memory
resources of the DPA server, and (d) the communication protocol between sources
and the DPA, in order to transfer as many data as possible to the Data Processing
Area (and, ultimately, increase the data warehouse freshness) with quality of ser-
vice guarantees, such as bounded latency per record packet, bounded packet losses
during transmission, no starvation problems for any source, and so on.
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3.5.3 Technical issues concerning the Data Processing Area

The Data Processing Area involves one or more servers that host workflows of trans-
formation and cleaning activities (along with any temporary data stores) that take
extracted source deltas as input and produce records ready to be stored at the ware-
house fact and dimension tables.

The Data Processing Area is the equivalent of the Data Staging Area of the tra-
ditional ETL processes, where all the cleaning and transformations take place. The
main technical differences of a traditional warehouse with a near real time setting
are also reflected in the difference between DPA and DSA and are summarized as
follows:

• In the case of near real time ETL, the frequency of execution is significantly
higher, and both the data volumes to be processed as well as the time windows
for the completion of the task are much smaller.

• Due to small time allowance and the pressing demands for high throughput, data
staging is not always available or desirable. The same applies for costly opera-
tions, such as external sorting, that allow faster algorithms (sort-merge join or
sort-based aggregations) to be employed at the DSA, in the case of traditional
ETL.

• On the other hand, due to the smaller volume of data that are processed each time,
many operations can be performed in main memory. This makes the memory
allocation problem much more important in the case of near real time ETL.

• In the case of traditional ETL, the retention of data for further processing is per-
formed only for data that are detected as problematic (“dirty”) as well as in the
case of failures. In the case of near real time ETL, data are reserved also for per-
formance reasons, when data completeness is traded for processing throughput.

As an overall desideratum, it is also interesting to point out that a near real time
ETL process is focused towards achieving high throughput at its end points, whereas
a traditional ETL process is focused towards meeting the deadline of its time win-
dow for completing the processing of all the incoming tuples.

Note also that the DPA acts as a flexible buffering area: the input rate of records
is not controlled by the DPA administrator, but rather, depends on the character-
istics and the workload of the sources, each time; at the same time, the DPA has
to guarantee a certain rate of processed records that are ready to be loaded at the
warehouse whenever appropriate, necessary, or dictated by the user needs. There-
fore, CPU, main memory and storage capabilities along with adaptive processing
mechanism must be at hand, for handling either an overload of incoming records or
a high demand for output records that can be loaded to the warehouse.

From a server configuration point of view, the DPA is a clear candidate for par-
allelism and partitioning. The technical options have been explained in a previous
subsection, so here we would only like to point out that due to the nature of DPA as
a flexible buffer, extra processing and storage resources can frequently prove to be
very helpful.
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From a software architecture point of view, we can identify several interesting
technical challenges. First, the question arises on how to architect the ETL activ-
ities and their communication. Clearly, intermediate staging temporary tables are
not an option. A possible solution for the communication of ETL activities is to
use input/output queues at the end points of each activity. Still, this solution is not
without problems: for example, “a proper emptying rate for the ETL queues has
to be determined. A high arrival rate compared to the configured service rate will
result in instability and queue length explosion. On the contrary, a very high ser-
vice rate potentially results in too many locks of the queue (resulting again in delay,
contrary to what would normally be expected). It is obvious that the service rate
should be close to the arrival rate in order to have both efficient service times, and
as less locks as possible.” [17]. Moreover, a certain degree of checkpointing might
also be desirable; plugging such functionality to the above architecture while re-
taining throughput guarantees is not obvious. Although this solution gives a first
possibility for structuring the interconnection of ETL activities in a multi-threaded
environment, extending it to parallel, partitioned or both parallel and partitioned
environments is not straightforward. Other options should be explored too.

The overall research problem that pertains to the DPA involves a negotiation of
conflicting goals as well as some hard constraints that cannot be neglected. Specif-
ically, one has to find a workable solution that takes into consideration: (a) the re-
quests (or possibly “contracts” in a QoS setting) for data freshness and completeness
by the end users at the warehouse, (b) the incoming rates of data that the sources can
offer or sustain, (c) the ETL process that the data must go though, parts of which
are simply non-replaceable (even if some cleaning is temporarily omitted, there are
several transformation that simply have to be respected for schema and reference
value compatibility of the produced data and the warehouse), and (d) the software
and hardware configuration of the DPA. The overall goal is to satisfy as much as
possible the end users, concerning the volume and freshness of the produced data
(in other words: the DPA must maximize the throughput of produced data), with-
out sacrificing any strong constraints on these values and to minimize the resources
spent for this purpose. The technical decisions that must be taken, concern the fol-
lowing aspects:

• It is possible that the DPA must resort to the reservation of a certain amount
of incoming records, so that the DPA can meet the abovementioned throughput
for all the workflows that are hosted there. In this case, a first decision must be
made on whether the server needs or can perform tuple reservation and a second
decision must be made on how many and which tuples will be reserved. A very
important architectural decision involves whether the reservation of tuples will
be performed once, at the reception of data from the sources, or many times,
within several activities in the ETL workflows.

• A second important problem concerns the scheduling of the ETL workflows in
the DPA server. This is a classical scheduling problem at a first sight; neverthe-
less, complicated workflows, each with several activities are involved, requiring
scheduling policies that are both simple (and thus, quick to decide) and reason-
ably accurate.
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• Apart from the assignment of CPU cycles to workflows and activities, a third
problem concerns the allocation of main memory to workflows and activities.
This is a very important decision, possibly more important than the scheduling
protocol, since the problem faced in near real time ETL workflows is a main
memory processing problem, to a large extent.

• Finally, given the above particularities, there is always the problem of deciding
the optimal configuration of the involved ETL workflows, both at the physical
and the logical level. The problem is more intense since very few results already
exist for the traditional case of ETL.

Variants of the above problems do exist, too. For example, instead of a global
scheduling policy, one could think of eddie-like self-adaptive activities that take lo-
cal decisions. This can be generalized to the overall architecture of the near real data
warehouse. Micro- and macro-economic models can also be employed [34]. An-
other clear variant of the overall problem, with significant importance for the design
of the DPA, involves fixing some of the desired measures (source rates, throughput)
and trying to determine the best possible configuration for the DPA server. Finally,
it should be stressed that the research community is not equipped with appropri-
ate benchmarks to experiment with; this creates problems both for the validity of
experimental results and for the repeatability of the experiments.

3.5.4 Flow regulation between the Data Processing Area and the data
warehouse

Once data pass through the transformation and cleaning process in the data pro-
cessing area they have to be loaded at the data warehouse. In the traditional ETL
setting, this problem had a straightforward solution: all data would pass through the
appropriate data loader, which is a vendor specific tool that takes care of the loading
of data in a manner that is more efficient than any other alternative. Apart from the
dimension and fact tables of the warehouse, special care is taken for any indexes or
materialized views, too. In the case of near real time ETL, the luxury of the off-line
idle warehouse that is loaded with data is no longer available and a new architecture
must be investigated mainly due to the fact that the warehouse server is used by the
end users for querying purposes at the same time that data are loaded to the queried
tables or materialized views.

We envision an architecture where the flow of data from the DPA to the ware-
house is regulated by a data Warehouse Flow Regulator (WFlowR) so that (a) the
warehouse receives data according to the demands of users for freshness and com-
pleteness, (b) the querying processes that are initiated by the users are not signif-
icantly delayed and (c) no data are lost at the DPA side due to the overflow of
produced tuples as compared to the availability of loading at the warehouse side.
The ultimate desideratum is to maximize the satisfaction of the above antagonizing
goals while spending as few system resources as possible in terms of main memory,
hard disk and CPU cycles.
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The technical issues that arise are similar to the case of flow regulation between
sources and the DPA and can be listed as follows:

• Once again, we need to take care of communication protocols, compression and
encryption as well as a decision on the granularity of transmitted data.

• A scheduling policy concerning the order of data transmission is important. More
important than that, though, is the issue of modus operandi, which offers the
following options: (a) periodic, (b) push-based, propagating blocks of produced
records to the warehouse as they come and (c) pull-based, where the scheduler
decides to push data towards the warehouse given a request by the users or a
predicted decrease of the warehouse load. As already mentioned, we anticipate
the DPA to be the means to alleviate the possible overload of the sources and
the warehouse and therefore, we find the second alternative less likely to be of
practical use in warehouses with high load. On the contrary, this is a really useful
solution for underused warehouses.

• Again, since the warehouse load, the user requests, and the tuple production are
antagonizing goals, it is possible to perform a certain amount of tuple reservation
in an attempt to produce a solution that respects all the possible constraints and
maximizes a satisfaction function that combines the above goals.

3.5.5 Technical issues concerning the Warehouse

The data warehouse side of the ETL process is responsible for refreshing the con-
tents of the warehouse with newly produced data that come all the way from the
sources. This task is called Loading (the ’L’ in the E-T-L triplet) and comprises the
following sub-tasks, in the following order:

• Loading of the dimension tables with lookup, reference values
• Loading of the fact tables with factual data
• Maintenance of indexes and materialized views

In a traditional ETL environment, this task is performed via vendor specific tools
called loaders, when the data warehouse is idle -or even off-line. To this day, vendor-
specific loaders are the fastest way to implement the loading of data to a relational
database. Also, dropping and recreating the indexes is sometimes of comparable
time and efficiency with respect to storage and querying than incrementally main-
taining them. Unfortunately, the luxury of an idle warehouse is not present in a near
real time warehouse, where the loading has to take place concurrently with the an-
swering of queries posed by the end users. Therefore, the near real time warehouse
has to find an equilibrium between two antagonizing goals, the near real time re-
freshment of its contents and the on-line answering of queries posed by the end
users. This antagonism has at least two facets:

• A contention for server resources, such as main memory and CPU cycles, that
has a clear impact on the performance (at least as far as the end users perceive
it.)
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• A contention for database resources, such as transaction locks, in the case of strict
isolation levels (although, we anticipate that the user requests for consistency of
the data they receive is low - and in any case, contradicting the requirement for
as fresh data as possible.)

The technical topics that result from this problem concern the hardware configu-
ration of the warehouse, the design of the data warehouse, and the implementation
of a loading mechanism that maximizes data freshness without delaying user queries
above a certain tolerance level. Specifically, these topics can be detailed as follows.

A first concern involves the hardware configuration of a data warehouse. Al-
though warehouses are not as rigid hardware environments as sources are, still, it
is not straightforward how to migrate an existing warehouse to a highly parallel
and partitioned architecture that is probably needed for a near real time warehouse.
Moreover, the scientific community is not in possession of a cost model that can
relate the extent of parallelism and partitioning required to sustain a near real time
ETL process along with on-line querying.

A second concern, with a clear research challenge involves the design of the data
warehouse. For the moment, a warehouse is built on the basis of a star or snowflake
schema, combined with bitmap of B+ tree indexes for performance reasons. On
top of these constructs, data marts, reports, web pages and materialized views are
also maintained by the refreshment process, once data have been loaded to the fact
tables. Remember that so far, in the context of our deliberations, we have abstracted
all these constructs as materialized views. The research question that arises asks
whether new kind of schema structures, along with novel kinds of indexes and even,
novel kinds of materialized views are necessary for the implementation of near real
time data warehousing.

A third topic involves a scheduling problem: in what order do we schedule the
loading of the data warehouse tables, and what time windows are allowed for each
table, every time we activate a loading process? Naturally, this problem spans both
traditional relations and data structures as well as the aforementioned novel struc-
tures that might prove useful for near real time warehousing. A parameter of the
problem that might possibly complicate the solution has to do with the refreshment
strategy: different choices have to be made in the case where the strategy is peri-
odic as opposed to the case where the strategy is pull-based. Obviously, in the case
of partitioning and parallelism, the problem is complicated (although the available
computing power is much more) since we need to schedule the simultaneous loading
of different constructs or parts of them.

A final topic of research concerns both the warehouse and the flow regulation
towards it and has to do with the monitoring of the current workload and the forecast
of the forthcoming workload in the very near future. Monitoring is a problem per
se, since it has to trade off accuracy with simplicity and a small footprint. Predicting
the near future in terms of user load is even harder, to a large extent due to the
irregular nature of the behavior of the users. Still, any form of scheduling for the
ETL process requires some estimation for the forthcoming user load and thus, a
reasonable accurate such estimation is valuable.
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3.6 Summing up

Coming back to the big picture, the main idea is that the data processing area has to
be regulated so that the user request for fresh and complete data is balanced against
the computational needs of (a) the source systems (due to their regular workload
and the non-negotiable nature of their configuration and performance), (b) the data
processing area (due to the rigid necessity for transforming, and sometimes, clean-
ing source data to a schema and value set that is acceptable for the warehouse), and
(c) the warehouse (due to the on-line support of user queries.) Both the user requests
and the computational needs of the involved systems can be formulated in part as
non-negotiable hard constraints and in part as negotiable soft constraints, accom-
panied by a satisfaction function that has to be maximized. This formulation can
lead to a quality of service problem, provided that we have the means to relate the
involved parameters and measures via a realistic cost model.

The overall problem for near real time data warehousing is reduced to the de-
sign and regulation of such an environment in terms of (a) hardware configuration,
(b) software architecture and, given the above, (c) resource allocation so that an
acceptable compromise can be found for all these antagonizing goals.

4 Related Work

Terminological issues

We believe it is worthwhile to spend some lines to discuss terminological issues.
We have chosen to use the term near real time warehousing, despite the fact that
different variants already exist for this name.

Why not active ETL or data warehousing? In [17], the term active data ware-
housing is used in the sense of what we now call near real time data warehousing
-i.e., it refers to an environment “where data warehouses are updated as frequently
as possible, due to the high demands of users for fresh data”. Some years before, the
term active data warehouse has also been used in [29], [33] to refer to a warehouse
that is enriched with ECA rules that provide automatic reporting facilities whenever
specific events occur and conditions are met.

We have decided not to use the term, both due to its relevance with active
databases and due to its previous usage in a different context. The relevance to ac-
tive databases is particularly important, since it carries the connotations of ECA
rules and triggers as well as a tuple-level execution model for the triggering of the
ETL process (as opposed to our understanding for a block-based execution model.)

Why not real time ETL or data warehousing? For obvious reasons, industry
favors the term real time warehousing as it comes with the connotation of instant
propagation of source changes to the warehouse [4, 28, 40]. As already mentioned,
in this article, we take a more pragmatic approach, where there is a specified fre-
quency for the propagation of changes to the warehouse in blocks of tuples. A sec-
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ond, important reason is that the term real time comes with hidden semantics in
computer science: scheduling with “real time” constraints for successful comple-
tion before a specified deadline. Databases have also been related to such deadline
constraints during the ’90s, overloading the term even more [16]. Therefore, we
decided to avoid this term, too.

Why near real time ETL? We believe that the term is the closest possible to the
abovementioned industrial terminology and reflects quite accurately the meaning
of the discussed concept. The term has also been used by a large industrial vendor
(Oracle) in the past.

At the same time, we would also like to point out that other terms are available.
Thiele et al [34] use the term living data warehouse environments. Oracle also uses
the term on-time data warehousing. We find both these terms excellent candidates,
too.

Traditional ETL

Despite the fact that the importance of this problem has already been recognized
by industrial needs for more than two decades, only recently, with the turning of
the century, research dealt with the challenging problem of ETL processes. Initial
research efforts regarding traditional ETL processes have mainly focused on mod-
eling and design issues. Several alternatives have been proposed for the conceptual
design of ETL processes that use different formalisms and design methods as, for
example, UML [35, 20], Semantic Web [31, 32], whilst some other efforts follows
their own approach [39]. However, so far there is not a clear winner, since the ad-
mission of a standard unified method is not yet a fact. Additionally, logical models
for ETL processes have been proposed too, e.g., [38].

Later on, during the last five years, research has dealt with challenges beyond
the modeling of ETL processes. Some efforts towards the optimization of ETL pro-
cesses have been proposed [30, 36], along with efforts related to individual opera-
tors, such as the DataMapper [5]. Although, we find research work on data cleaning
[12, 11, 27], data fusion [3, 22], and schema mappings [13, 26] related to ETL pro-
cesses, the work proposed on that fields originally was not directly connected to the
ETL technology.

Apart from research efforts, currently, there is a plethora of ETL tools available
in the market. All major database vendors provide ETL solutions and in fact, they
practically ship ETL tools with their database software ’at no extra charge’ [14, 21,
24]. Of course, there are plenty of other ETL tools by independent vendors, such
as Informatica [15]. The former three tools have the benefit of the minimum cost,
because they are shipped with the database, while ETL tools from the latter category
have the benefit to aim at complex and deep solutions not envisioned by the generic
products.
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Efforts related to near real time ETL

Real time reporting. In [29, 33] the authors, discuss an architecture for near-real
time reporting, which they call active warehousing. The active warehouse includes a
rule-based engine at the warehouse side that is responsible of detecting whether any
Event-Condition-Action (ECA) rule, registered by the user needs to be fired. The
ECA rules that are registered by the user serve as the mechanism via which reports
are generated to the user whenever certain events occur and specific conditions are
met. The events are mostly temporal events or executions of methods at the OLTP
systems. The action part of the rules can be either the local analysis of data at the
warehouse or the combined analysis of warehouse with source data (obtained via a
request to the OLTP system.)

The core of the approach lies in the fact that the warehouse is enriched with a
rule-based engine that triggers the appropriate rules whenever certain phenomena
take place at the data. Coarsely speaking, the user registers a sequence of (cube-
based) reports that he/she wants to be generated whenever the data fulfill specific
conditions; e.g., a certain trend is detected in the most current data.

There are significant differences with the near-real time architecture we discuss
in this article. In [29, 33], the extraction is assumed to take place periodically and
the loading is performed in an off-line fashion. In other words, the ETL part of
warehousing is downplayed and the architecture mostly resembles an Enterprise
Information Integration environment for real time reporting. Also, to the best of
our knowledge, the presented papers are not accompanied by any published exper-
imental results on the actual behavior of an active warehouse with respect to its
effectiveness or efficiency.

Data Warehouse Partitioning and Replication. Node partitioned data ware-
houses have been investigated to a large extent by Furtado [9, 8, 10]. The main idea
of node-partitioned warehousing is to employ a cluster of low cost interconnected
computers as the hardware platform over which the warehouse is deployed. The
cluster is a shared-nothing architecture of computers, each with its own storage de-
vices and data are distributed to the nodes so as to parallelize the processing of user
queries. The system configuration involves neither too expensive specialized main-
frame servers, nor a parallel configuration with specialized connections among the
nodes.

The main problems of node-partitioned warehousing are the placement of data to
nodes, and the processing of queries given that placement. Since data warehouses
comprise dimension tables that come both in small and large sizes, as well as facts of
high volume, Furtado proposes a scheme where small dimensions are replicated in
several nodes, large dimensions are partitioned on the basis of their primary keys and
facts are partitioned on the basis of their workload, with the overall goal to balance
query processing and data transfer in the cluster of nodes. Furtado has extensively
experimented with alternative configurations for the placement of data in nodes.
Also, replication issues have been considered, to increase the fault-tolerance of the
partitioned data warehouse.
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Load Balancing. The paper [34] by Thiele et al, deals with the problem of man-
aging the workload of the warehouse in a near real time warehouse (called real time
warehouse by the authors.) The problem at the warehouse side is that data mod-
ifications arrive simultaneously with user queries, resulting in an antagonism for
computational resources.

The authors discuss a load-balancing mechanism that schedules the execution
of query and update transactions according to the preferences of the users. Since
the antagonism between user queries and updates practically reflects the inherent
conflict between the user requirement for data freshness and the user requirement for
low response times, for each query the users pose, they have to specify the extent to
which they are willing to trade off these two measures (which are also called Quality
of Data and Quality of Service by the authors.) The scheduling algorithm, called
WINE (Workload Balancing by Election), proposes a two-level scheduling scheme.
The algorithm takes as input two queues, one for the queries and one for the updates
and starts by deciding whether a query or an update will be processed. Since each
query is annotated by a score for freshness and a score for fast processing, for each
of these two categories, all the scores in the query queue are summed; the largest
score decides whether a query or an update will take place. Then, once this decision
has been made, a second decision must be made with respect to which transaction
in the appropriate queue will be scheduled for processing.

Concerning the query queue, the system tries to prioritize queries with a pref-
erence towards low response time; at the same time, this also helps queries with
higher preference for completeness to take advantage of any updates that concern
them in the meantime. Actions against starvation are also taken by appropriately
adjusting the QoS values for delayed query transactions. Concerning the update
queue, updates that are related to queries that are close to the head of the query
queue (thus, are close to been executed) are also prioritized. This is achieved by
appropriately adjusting an importance weight for each update, according to their
relevance to upcoming queries. Specific measures are taken to hold the consistency
of the warehouse with respect to the order in which they arrive at the warehouse.

To the best of our knowledge, the paper is the only effort towards the load bal-
ancing of a near real time warehouse. Of course, the focus of the paper is clearly on
the loading side, without any care for the extraction, transformation or cleaning part
of the process. From our point of view this is a benefit of a layering and the near-real
time nature of the architecture that we propose. We believe that the organization of
updates in blocks and the isolation of the different concerns (Extract - Transform -
Load) in different systems allow the derivation of useful algorithms for each task.

System choices. In [17], the authors propose a framework for the implementation
of near real time warehouse (called “active” data warehousing by the authors), with
the goals of: (a) minimal changes in the software configuration of the source, (b)
minimal overhead for the source due to the “active” nature of data propagation, (c)
the possibility of smoothly regulating the overall configuration of the environment
in a principled way.

The paper was built upon the idea of separating the extraction, the transforma-
tion and cleaning and the loading tasks. In terms of system architecture, the ETL
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workflow is structured as a network of ETL activities, also called ETL queues, each
pipelining blocks of tuples to its subsequent activities, once its filtering or trans-
formation processing is completed. In order to perform this task, each ETL activity
checks its queue (e.g., in a periodic fashion) to see whether data wait to be processed.
Then, it picks a block of records, performs the processing and forwards them to the
next stage. Queue theory is employed for the prediction of the performance and the
tuning of the operation of the overall refreshment process. The extraction part in
the paper involved ISAM sources and a simple method for extracting changes in
legacy source systems, without much intervention to the system configuration was
also demonstrated. The loading at the warehousing was performed via web services
that received incoming blocks for the target tables and performed the loading.

The experiments proved that this architectural approach provides both minimum
performance overhead at the source and the possibility of regulating the flow to-
wards the warehouse. The experiments also proved that organizing the changes in
blocks results in significant improvement in the throughput of the system and the
avoidance of overloading of the sources.

The paper lacks a deep study of different activities involved in ETL scenarios
(i.e., the activities employed were filters and aggregators, without a wider experi-
mentation in terms of activity complexity.) Also, although the usage of queue the-
ory seemed to be successful for the estimation of the processing rates of the ETL
workflow, it has not been tested in workflows of arbitrary complexity (which hides
the possibility of bringing queue theory to its limits.) Finally, web services are quite
heavy, although they present a reliable (syntactically and operationally) and thus
promising middleware, for the interoperability of the different parts of the system.
Despite these shortcomings, the experimental setup and the architectural choices
give a good insight to the internals of a near real time data warehouse and justify, to
a broad extent, our previous discussion on the architecture of a near real time data
warehouse.

Related areas

Another area related to our approach is the one of active databases. In particular,
if conventional systems (rather than legacy ones) are employed, one might argue
that the usage of triggers [6] could facilitate the on-line population of the ware-
house. Still, related material suggests that triggers are not quite suitable for our
purpose, since they can (a) slow down the source system and (b) require changes to
the database configuration [4]. In [23] it is also stated that capture mechanisms at
the data layer such as triggers have either a prohibitively large performance impact
on the operational system.
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5 Conclusions

The topic of this article has been near real time ETL. Our intention has been to
sketch the big picture of providing end users with data that are clean, reconciled
(and therefore, useful) while being as fresh as possible, at the same time, without
compromising the availability or throughput of the source systems or the data ware-
house. We have discussed how such a configuration is different from the setting of
an ETL process in a traditional warehouse. We have sketched the high level archi-
tecture of such an environment and emphasized the QoS based characteristics we
believe it should have. Moreover, we have discussed research topics that pertain to
each of the components of the near real time warehouse, specifically, the sources,
the data processing area, and the warehouse, along with issues related to the flow
regulators that regulate the flow of data under data quality and system overhead
“contracts”.

Clearly, the importance, complexity and criticality of such an environment make
near real time warehousing a significant topic of research and practice; therefore,
we conclude with the hope that the abovementioned issues will be addressed in a
principled manner in the future by both the industry and the academia.
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