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INTRODUCTION

A data warehouse (DW) is a collection of technologies
aimed at enabling theknowledgeworker (executive, man-
ager, analyst, etc.) to make better and faster decisions.
The architecture of aDW exhibits various layers of data
inwhich datafrom onelayer are derived from data of the
lower layer (seeFigure1). Theoperational databases, al so
called data sources, form the starting layer. They may
consist of structured data stored in open database and
legacy systems, or evenin files. The central layer of the
architecture is the global DW. The global DW keeps a
historical record of datathat result from the transforma-
tion, integration, and aggregation of detailed datafound
inthedatasources. Anauxiliary areaof volatiledata, data
staging area (DSA) is employed for the purpose of data
transformation, reconciliation, and cleaning. The next
layer of data involves client warehouses, which contain
highly aggregated data, directly derived from the global
warehouse. There arevariouskinds of local warehouses,
such asdatamart or on-lineanalytical processing (OLAP)
databases, which may use relational database systems or
specific multidimensional data structures. The whole
environment is described in terms of its components,
metadata, and processesin acentral metadatarepository,
located at the DW site.

In order to facilitate and manage the DW operational
processes, specialized tools are available in the market,

Figure 1. A data warehouse environment
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under thegeneral title extraction-transformation-loading
(ETL) tools. ETL toolsarepiecesof softwareresponsible
for the extraction of data from several sources, their
cleansing, customization, and insertion into a DW (see
Figure 2). The functionality of these tools includes

. the extraction of relevant information at the source
side;

. the transportation of thisinformation to the DSA,;

. thetransformation (i.e., customization and integra-
tion) of theinformation coming from multiplesources
into acommon format;

. the cleaning of the resulting data set, on the basis
of database and business rules; and,

. the propagation and loading of the datato the DW
and the refreshment of data marts.

BACKGROUND

In the past, there have been research efforts towards the
design and optimization of ETL tasks. We mention three
research prototypes: (a) AJAX, (b) potter’ swheel, and (c)
ArkTosl|. Thefirst two prototypesarebased on algebras,
whichwefind mostly tailored for the case of homogeniz-
ing Web data; the latter concerns the modeling of ETL
processes in a customizable and extensible manner.

Figure 2. ETL processes in detail
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The AJAX system (Galhardas, Florescu, Sasha, &
Simon, 2000) deals with typical data quality problems,
such as the object identity problem, errors due to
mistyping, and data inconsistencies between matching
records. Thistool can be used either for a single source
or for integrating multiple data sources. AJAX provides
aframework whereinthelogic of adatacleaning program
is modeled as a directed graph of data transformations
that starts from some input source data. AJAX also
providesadeclarativelanguagefor specifying dataclean-
ing programs, which consistsof SQL statementsenriched
with a set of specific primitives to express mapping,
matching, clustering, and merging transformations. Fi-
nally, an interactive environment is supplied to the user
to resolve errors and inconsistencies that cannot be
automatically handled and to support a stepwise refine-
ment design of data cleaning programs.

(Raman & Hellerstein, 2001) presents the potter’s
wheel system, which is targeted to provide interactive
datacleaning toitsusers. The system offersthe possibil-
ity of performing several algebraic operations over an
underlying data set, including format (application of a
function), drop, copy, add a column, merge delimited
columns, split acolumn on the basis of aregular expres-
sionor apositioninastring, divideacolumnonthebasis
of apredicate (resulting intwo columns, thefirst involv-
ing the rows satisfying the condition of the predicate and
the second involving the rest), selection of rows on the
basis of a condition, folding columns (where a set of
attributes of a record is split into several rows), and
unfolding. Optimization algorithmsareal so provided for
the CPU usage for certain classes of operators. The
general ideabehind potter’ swheel isthat usersbuild data
transformations in an iterative and interactive way;
thereby, users can gradually build transformations as
discrepancies are found and clean the data without writ-
ing complex programs or enduring long delays.

ARKTOSII isacoherent framework for the concep-
tual, logical, and physical design of ETL processes. The
goal of thisline of research isto facilitate, manage, and
optimize the design and implementation of the ETL pro-
cesses, during both the initial design and deployment
stage, as such during the continuous evolution of the
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DW. Tothisend, Vassiliadis, Simitsis, and Skiadopoul os
(2002) and Simitsis and Vassiliadis (2003) proposed a
novel conceptual model. Further, Simitsis, Vassiliadis,
Skiadopoulos, and Sellis (2003) and Vassiliadis et al.
(2004) presented a novel logical model. The proposed
models, conceptual and logical, were constructed in a
customizable and extensible manner so that the designer
canenrichthemwith hisownreoccurring patternsfor ETL
processes. Therefore, ARKTOS Il offers a palette of
several templates, representing frequently used ETL trans-
formationsalong with their ssmanticsand their intercon-
nection (seeFigure 3). Inthisway, theconstruction of ETL
scenariosasaflow of thesetransformations, isfacilitated.
Additionally, ArkTos I takesinto account the optimiza-
tion of ETL scenarios, with amain focuson theimprove-
ment of the time performance of an ETL process, and
ArkTos || tacklesthe problem of how the software design
of an ETL scenario can beimproved, without any impact
on its consistency.

An extensive review of data quality problems and
related literature, along with quality management method-
ologies can be found in Jarke, Lenzerini, Vassiliou, and
Vassiliadis(2000). Rundensteiner (1999) offered adiscus-
siononvariousaspectsof datatransformations. Sarawagi
(2000) offered asimilar collection of papersinthefield of
data, including asurvey (Rahm & Do, 2000) that provides
an extensive overview of the field, along with research
issues and areview of some commercial tools and solu-
tions for specific problems (e.g., Borkar, Deshmuk, &
Sarawagi, 2000; Monge, 2000). In arelated but different
context, the IBIStool (Cali et al., 2003) isan integration
tool following the global-as-view approach to answer
queries in a mediated system. Moreover, there exists a
variety of ETL toolsinthemarket. Simitsis(2004) listed the
ETL toolsavailable at the time this paper was written.

MAIN THRUST OF THE CHAPTER

Inthissectionwebriefly review theindividual issuesthat
arise in each of the phases of an ETL process, aswell as
the problems and constraints that concern it.

Figure 3. Typical template transformations provided by ARKTOS|

Filters Unary transformations
Selection () Push
Not null (NN) Aggregation (y)

Primary key violation (PK)
Foreign key violation (FK)
Unique vaue (UN)
Domain mismatch (DM)

Projection ()

Function application (f)
Surrogate key assignment (SK)
Tuple normaization (N)

) Tuple denormalization (DN
Transfer operations P (ON)

Ftp (FTP)
Compress/Decompress (Z/dZ)
Encrypt/Decrypt (Cr/dCr)

File operations

Sort file (Sort)

EBCDIC to ASCII conversion (EB2AS)

Binary transformations
Union (V)

Join (><1)

Diff (A)

Update Detection (Aypp)

Composite tr ansformations

Slowly changing dimension (Type 1,2,3)(SDC-1/2/3)
Format mismatch (FM)

Datatype conversion (DTC)

Switch (6%)

Extended union (V)




Extraction-Transformation-Loading Processes

Global Problems and Constraints

Scalzo (2003) mentions that 90% of the problemsin DW
arise from the nightly batch cycles that load the data. At
this period, administrators have to deal with problems
such as (@) efficient dataloading, and (b) concurrent job
mixtureand dependencies. Moreover, ETL processeshave
global time constraints, including the time they must be
initiated and their completion deadlines. In fact, in most
cases, thereisatight timewindow during the night that can
be exploited for the refreshment of the DW, because the
source system is off-line or not heavily used during this
period.

Consequently, amajor problem arises with the sched-
uling of the overall process. The administrator must find
the right execution order for dependent jobs and job sets
on the existing hardware for the permitted time schedule.
On the other hand, if the OLTP applications cannot pro-
duce the necessary source data in time for processing
before the DW comes online, the information in the DW
will beout of date. Still, because DWsare used for strategic
purposes, this problem can be afforded becauselong-term
reporting and planning is not severely affected by this
type of failure.

Extraction and Transportation

Duringthe ETL process, oneof thefirst tasksthat must be
performed is the extraction of relevant information that
must befurther propagated to thewarehouse. Tominimize
the overall processing time, thisinvolves only afraction
of the source data that has changed since the previous
execution of the ETL process and mainly concerns the
newly inserted, and possibly updated, records. Usually,
change detectionisphysically performed by the compari-
son of two snapshots (one corresponding to the previous
extractionand theother correspondingtothe current one).
Efficient algorithms exist for this task, such as the snap-
shot differential algorithmspresented by L abioand Garcia-
Molina(1996). Another techniqueislogsniffing, (i.e., the
scanning of the log file to reconstruct the changes per-
formed sincethelast scan). Inrare cases, changedetection
can be facilitated by the use of triggers. However, this
solution istechnically impossible for many of the sources
that consist of legacy systemsor plainflat files. In numer-
ous other cases, where relational systems are used at the
source side, the usage of triggers is also prohibitive due
tothe performance degradation that their usageincursand
the need to intervene in the structure of the database.
Moreover, another crucial issue concerns the transporta-
tion of data after the extraction, where tasks such as FTP,
encryption—decryption, compression—decompression,
and so forth, can take place.

Transformation and Cleaning

It is possible to determine typical tasks that take place
during thetransformation and cleaning phase of an ETL
process. Rahm and Do (2000) further detail thisphasein
the following tasks: (a) data analysis, (b) definition of
transformationworkflow and mappingrules, (c) verifica-
tion, (d) transformation, and (e) backflow of cleaned data.

In terms of the transformation tasks, we can catego-
rizetheproblemintwomainclassesof problems(Lenzerini,
2002):

. conflicts and problems at the schema level, and,
. data-level transformations (i.e., at the instance
level).

The main problems with the schema level are (a)
naming conflicts, wherethe samenameisusedfor differ-
ent objects (homonyms) or different names are used for
the same obj ect (synonyms), and (b) structural conflicts,
where onemust deal with different representationsof the
same object in different sources.

In addition, there are many variations of data-level
conflicts across sources: duplicated or contradicting
records, different value representations (e.g., marital
status), different interpretation of the values (e.g., mea-
surement units dollar vs. euro), different aggregation
levels (e.g., sales per product vs. sales per product
group), or reference to different points in time (e.g.,
current sales as of yesterday for source 1 vs. current
salesas of last week for source 2). Thelistisenriched by
low-level technical problems such as data type conver-
sions, applying format masks, assigning fields to a se-
guence number, substituting constants, setting values
to NULL or DEFAULT based on a condition, or using
simple SQL operators(e.g., UPPER, TRUNC, SUBSTR).

Insequel, wepresent threecommon ETL transforma-
tions as examples: (a) semantic reconciliation and
denormalization; (b) surrogate key assignment; and (c)
string problems.

. Semantic reconciliation and denor malization:
Frequently, DWs are highly denormalized, to an-
swer more quickly certain queries. For example,
in Figure 4, one can observe that a query on the
total income of an employee in table DW.EMP
can easily be computed as an addition of the
attributes Salary, Tax, Bonus, whereas in the
schema of the OLTP table EMP_INCOME, we
should apply an aggregation operation. Thetrans-
formation of the information organized in rows
to the information organized in columnsis called
rotation or denormalization, because, frequently,



Figure 4. Semantic reconciliation and denormalization
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the derived values (e.g., the total income) are also
stored as columns, functionally dependent on other
attributes. Occasionally, it is possible to apply the
reverse transformation to normalize denormalized
data before being loaded to the DW. Observe al so,
how the different tables at the source side (i.e.,
EMP, EMP_INCOME, Income_L ookup) are inte-
grated into a single DW table (i.e., DW.EMP).

. Surrogate keys: In a DW project, we usually
replace the keys of the production systems with a
uniformkey, whichwecall asurrogatekey (Kimball,
Reeves, Ross, & Thornthwaite, 1998). Reasonsfor
thisreplacement are performance and semantic ho-
mogeneity. Performanceisaffected becausetextual
attributes are not the best candidates for indexed
keys and thus need to be replaced by integer keys.
Moreimportant, semantic homogeneity causesrec-
onciliation problems because different production
systemsmight usedifferent keysfor the sameobject
(synonyms), or the same key for different objects
(homonyms), resulting in the need for a global
replacement of those values in the DW. Observe
row 10, Pepsi, intable R2 of Figure5. Thisrow has
asynonym conflict with row 20, Pepsi, in table R1
because they both represent the same real-world
entity with different 1Ds, and it has a homonym
conflictwithrow 10, Coca, intableR1 (over attribute
ID). The production key ID isreplaced by a surro-
gate key through a lookup table of the form
Lookup(Sourcel D,Source,SurrogateKey). The
Source column of thistableallowsthat there can be
synonymsinthedifferent sources, which aremapped
to different objects in the DW (e.g., value 10 in
tables R1 and R2). At the end of this process, the
DW table DW.R has globally unique, reconciled

keys.
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Figure 5. Surrogate key assignment
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. String problems: A major challengein ETL pro-
cessesisthe cleaning and homogenization of string
data, that is, data that stands for addresses, acro-
nyms, hames, and so forth. Usually, the approaches
for the solution of thisproblemincludetheapplica-
tion of regular expressions (e.g., using Perl pro-
grams) for the normalization of string datato a set
of referencevalues. Figure6illustratesan example
of this problem.

Loading

Thefinal loading of the DW has its own technical chal-
lenges. Simple SQL commandsare not sufficient because
the open-loop-fetch technique, in which records are in-
serted one by one, is extremely slow for the vast volume
of datato beloaded in the warehouse. An extra problem
is the simultaneous usage of the rollback segments and
log files during the loading process. Turning them off
mightincludesomerisk inthecaseof aloadingfailure. So
far, the best technique is the usage of the batch loading
toolsoffered by most RDBM Ssthat avoidsthese problems.

Another problem is discriminating between new and
existing dataat loading time. Thisproblem ariseswhen a

Figure 6. String problems
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set of records has to be classified to (a) the new rows
that need to be appended to the warehouse and (b) rows
that already existinthe DW but whose val ue has changed
and must be updated (e.g., with an UPDATE command).
Modern ETL tools already provide mechanismstowards
this problem, mostly through language predicates.

Techniquesthat facilitatetheloading task involvethe
simultaneous creation of tables and their respective in-
dexes, the minimization of interprocess wait states, and
the maximization of concurrent CPU usage.

FUTURE TRENDS

Inarecent study, Gigalnformation Group (2002) reported
that the ETL market reached asize of $667 millionfor year
2001; still, the growth rate reached a rather low 11%
(compared with a 60% growth rate for year 2000). The
study also proposed future technol ogical challengesand
forecaststhat involvetheintegrationof ETL with (a) XML
adapters; (b) EAI (Enterprise Application Integration)
tools(e.g., MQ-Series); (c) customized dataquality tools;
and (d) the move towards parallel processing of the ETL
workflows.

Thereareseveral issuesthat aretechnologically open
and that present interesting topics of research for the
future. Active ETL, the need to refresh the warehouse
with the freshest data possible (ideally, online) is a hot
topic that has recently appeared (Adzic & Fiore, 2003).
Theneedfor optimal algorithms, for theindividual trans-
formations and for the whol e process, isalso an interest-
ing topic of research. Finally, we anticipate that the
extension of the ETL mechanismsfor nontraditional data
suchasXML/HTML, spatial and biomedical datawill also
be a hot topic of research.

CONCLUSION

ETL tools are pieces of software responsible for the
extraction of data from several sources, their cleansing,
customization, and insertionintoaDW. In all the phases
of an ETL process (extraction and exportation, transfor-
mation and cleaning, andloading), individual issuesarise
and, along with the problemsand constraintsthat concern
theoverall ETL process, makeitslifecyclevery trouble-
some. Although, state of the art in the field of both
research and commercial ETL toolsincludes somepieces
of remarkable progress, alot of work remainsto be done
beforeweclaimthat thisproblemisresolved. Tothisend,
recent studies account this subject a research challenge
and pinpoint the main topics of future work.
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KEY TERMS

Data Mart: A logical subset of the complete data
warehouse. We often view the datamart astherestriction
of the data warehouse to a single business process or to
agroup of related business processes targeted towards a
particular business group.

DataStagingArea(DSA): Anauxiliary areaof volatile
data employed for the purpose of data transformation,
reconciliation, and cleaning beforethefinal loading of the
data warehouse.

Data Warehouse (DW): A datawarehouseis a sub-
ject-oriented, integrated, time-variant, nonvolatilecollec-
tion of dataused to support the strategic decision-making
processesfor the enterprise. It isthe central point of data
integration for businessintelligence and is the source of
data for the data marts, delivering a common view of
enterprisedata(lnmon, 1996).

ETL: Extract, transform, andload (ETL ) aredataware-
housing functions that involves extracting data from
outside sources, transformingit tofit businessneeds, and
ultimately loading it into the data warehouse. ETL isan
important part of data warehousing; it is the way data
actually gets loaded into the warehouse.

On-LineAnalytical Processing (OL AP): Thegeneral
activity of querying and presenting text and number data
from data warehouses as well as a specifically dimen-
sional styleof querying and presenting that isexemplified
by a number of OLAP vendors.

Source System: An operational system of record
whose function is to capture the transactions of the
business. A source systemisoften called alegacy system
inamainframeenvironment.

Target System: The physical machine on which the
datawarehouseis organized and stored for direct query-
ing by end users, report writers, and other applications.



