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a b s t r a c t 

Users of e-commerce sites often read reviews of products before deciding to purchase them. Many com- 

mercial sites simply select the reviews with the highest quality, according to the votes they have received 

by users who read the reviews. However, recent work has shown that such a selection may contain re- 

dundant information. Therefore, while selecting top reviews, it has been proposed to also consider their 

coverage (i.e., how many product aspects are covered by them). The goal of this paper is to further im- 

prove the top reviews set, using personalization criteria. This is motivated by the fact that the importance 

of product aspects to different users may vary and users prefer to focus on the most important aspects to 

them. The objective of our work is to consider the personal preferences of users in review recommenda- 

tion, by selecting a personalized top reviews set (PTRS), which includes reviews of which the content is 

related to the aspects important to the user. An experimental evaluation with two public review datasets 

demonstrates the effectiveness of our approach on computing PTRS that have high quality, coverage, and 

relevance to the aspects that are important for the user. 

© 2017 Elsevier B.V. All rights reserved. 

1

 

c  

s  

p  

a  

o  

d  

p

 

a  

i  

s  

s  

(  

r  

c  

t  

r  

p  

u  

h  

a  

t  

r  

t  

o  

r  

o  

T  

v  

[  

a

 

o  

m  

t  

s  

f  

i  

t  

p  

h

0

. Introduction 

Consumers frequently post their experience with products at e-

ommerce websites, like Amazon, CNet, and Shopping. These web-

ites allow consumers to post their opinions or reviews and to ex-

ress preferences or concerns about products. Product reviews are

n increasingly important type of user-generated content as they

ffer a valuable source of information. Product manufacturers and

esigners, e-commerce websites, and potential consumers can all

otentially benefit from the posted data. 

Typical online users do not have the patience to go through

ll reviews of a specific product that interests them [1,2] . This

s especially true for mobile applications, where the screen is

mall and the resources are limited. For example, a 5.0 inch

creen typically only fits 2 hotel reviews from TripAdvisor

 http://www.tripadvisor.com ), as Fig. 3 (a) shows. Only the top

eviews will be read by most of users and influence users’ pur-

hasing decisions. Therefore, selecting and showing only a small

op k reviews set to a user, from a potentially large number of

eviews on the product, is a very important problem. Many online

ortals solve this problem in a brute-force manner, by allowing
∗ Corresponding author. 
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sers to rate the quality of reviews and selecting the ones with the

ighest ratings [3] . For example, as Fig. 3 (b) presents, by clicking

 product to see its reviews in Amazon ( http://www.amazon.com ),

he Amazon website will display the reviews that were highly

ated by customers as the most helpful ones. There is also substan-

ial amount of research on automatically estimating the quality

f a review [4–8] . Since these approaches do not account for the

edundancy in the content of the reviews, some important aspects

f the reviewed item may not be covered at all by the top reviews.

o make the set of top reviews cover as many as possible different

iewpoints of the product (i.e., product aspects), some recent work

1,3,9] also takes the coverage of product aspects into consideration

s well as the overall quality of the top reviews set. 

To the best of our knowledge, although there are some previ-

us works that noticed the fact that the various product aspects

ay have different importance to different users [10–12] , none of

hem make use of this fact for improving review ranking. As a re-

ult, existing methods show the same set of top reviews to dif-

erent users (e.g., u i and u j ), regardless of any differences in their

nterests. The goal of this paper is to improve the quality of the

op reviews shown to a user when he/she is investigating some

roduct, by predicting which product aspects are most important

o her. Compared with previous algorithms, our method selects re-

iews that not only are of high quality and cover many aspects,

ut also focus more on the product aspects that are important to

he user. 

http://dx.doi.org/10.1016/j.neucom.2016.10.081
http://www.ScienceDirect.com
http://www.elsevier.com/locate/neucom
http://crossmark.crossref.org/dialog/?doi=10.1016/j.neucom.2016.10.081&domain=pdf
http://www.tripadvisor.com
mailto:w.tingtu@gmail.com
http://www.amazon.com
http://dx.doi.org/10.1016/j.neucom.2016.10.081
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Fig. 1 illustrates the applicability of our approach by a concrete

example. Assume that users ronischuetz and Rebecca have visited

Hotel Jen and left their comments about the hotel. In his comment,

ronischuetz mentions aspects location, staff, pool and view . It is rea-

sonable to infer that these aspects of Hotel Jen are important to

ronischuetz . Meanwhile, Rebecca discusses different aspects in her

review, including price, breakfast, pool and view of Hotel Jen . Our

objective is that, when ronischuetz ( Rebecca ) first browses the re-

views of Hotel Jen (which means that they have not left their com-

ments about Hotel Jen yet), we could show him (her) the reviews

that not only are of high quality and cover many aspects, but also

provide rich information about location, staff, pool and view ( price,

breakfast, pool and view ) to ronischuetz ( Rebecca ), as shown in the

right part of Fig. 1 . 
Fig. 1. Graphical illustration of th
To realize the above goal, we need to address two issues. First,

ote that when a user first browses the reviews of Hotel Jen, we do

ot have her comments about the hotel. Therefore, we cannot di-

ectly know which aspects are important to the user. Therefore, the

rst issue is to predict which aspects are important to a user for

 specific item before the user reviews the item. After identifying

hich aspects of Hotel Jen are important to the user, the second

uestion is how to select the reviews to present to her, consider-

ng the product aspects important to her. Accordingly, our method-

logy for retrieving the personalized top reviews set (PTRS) for an

tem consists of two steps. The first is to predict which product as-

ects are important to a the target user. The second is to weigh

he selection in order to favor reviews that discuss these aspects.
e motivation of our work. 
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o  
hile the selected reviews focus more on these important aspects,

t the same time, we also consider their coverage and quality. 

We conducted experiments using two real-world datasets to

ompare the top review sets obtained by our methodology and

lternative approaches. In our comparison, we test whether the

ualities of the selected reviews are high, whether the reviews can

over as many product aspects as possible, and whether the user

an view the reviews that refer to the product aspects important

o her earlier. The results demonstrate the superiority of our ap-

roach in the above aspects. 

In Section 2 , we define some notations and formulate the

op-reviews set selection problem. In Section 3 , we introduce

he selection model of Tsaparas et al. [1] , which we improve.

ection 4 presents our methodology and Section 5.1 presents

ur experimental analysis. Related work is briefly reviewed in

ection 7 . Finally, we conclude and give directions for future work

n Section 8 . 

. Problem formulation 

.1. Notations 

We first define some notations. We assume a set U =
 u 1 , u 2 , . . . , u x } of users, and a set P = { p 1 , p 2 , . . . , p n } of products.

ll products in P belong to same domain (e.g., hotel or restaurant)

nd share a set of product aspects A = { a 1 , a 2 , . . . , a m 

} . For exam-

le, U includes the users on Tripadvisor website, P includes reg-

stered hotels on the site, while A includes “price”, “cleanliness”,

business service”, “location” and other common attributes of ho-

els. Users can write reviews to products; We use r 
j 
i 

to denote the

eview written by u i to describe his/her opinion about product p j .

ach review includes text and a rating (e.g., number of stars given

y u i to p j ). 

.2. Ground truth of “What you will care about a product”

Suppose our objective is to show to user u i a set of reviews

ritten for describing product p j . In this section, we discuss about

ow could we know the ground truth of “What u i will care about

he product p j ” (i.e., what aspects of p j are important to u i ). We

alled this knowledge as aspect-importance distribution . The aspect-

mportance distribution of user u i ∈ U to product p j ∈ P is a m -

imensional vector �i 
j 
= (φi, j 

1 
, φi, j 

2 
, . . . , φi, j 

m 

) . Based on the aspect

et A = { a 1 , a 2 , . . . , a m 

} , each value φi, j 

l 
of �i 

j 
corresponds to the

mportance level of aspect a l of product p j to user u i . In our work,

e extract the ground truth of aspect-importance distribution �i 
j 

rom the content of review r 
j 
i 
. Specifically, if user u i has reviewed

roduct p j , then �i 
j 

can be generated from the review. For this,

e assume that when a user reviews a product, she will use more

ords to describe the aspects that are more important to her. Thus,

e model the importance of aspect a l for u i on product p j as the

ercentage of words in the review r i 
j 

used for describing a l . Let

s take the review written by ronischuets (as shown in Fig. 1 ) as

n example. ronischuets wrote the sentence “An excellent hotel at

n excellent location, very close to everything what is needed and

ery easy to get to the central station with the hotel shuttle.” for

escribing aspect location , which indicates that location of Hotel

en plays important role to ronischuets ’s feeling about Hotel Jen

i.e., location of Hotel Jen is important to ronischuets ). Meanwhile,

onischuets also mentioned aspects staff, pool and view in the sen-

ence “Helpful staff and a perfect pool/view on the roof.”. Note that

his sentence is much shorter than the sentence talking about loca-

ion , which indicates that ronischuets used much less words to de-
cribe staff, pool and view . Thus, the importance of staff, pool and

iew should be much less than the importance of location . 

According to the above idea, for each aspect a l , we measure in a

uantity ˆ φi, j 

l 
the total number of words in the sentences in r i 

j 
that

ention a l . For example, if we regard ronischuets as u i and Hotel

en as p j , we use the number of words that are related to location

spect a l in sentence “An excellent hotel at a excellent location,

ery close to everything what is needed and very easy to get to

he central station with the hotel shuttle” to be the indicator for
ˆ i, j 

l 
. However, note that this is only reasonable for sentences talk-

ng about only one aspect since, if a sentence mentions one aspect

nly, all words in it should be related to that aspect. Thus, if a

entence talks about multiple aspects, we assume that the words

qually refer to all the mentioned aspects. For example, in sentence

Helpful staff and a perfect pool/view on the roof”, we assume the

ne third of words are used for describing staff, one third for pool

nd one third for view . 

According to the above discussion, we now formally define ˆ φi, j 

l 
.

ssuming that S i, j 

l 
indicates the sentences contained in r i 

j 
and

ention aspect a l , each φi, j 

l 
( l = 1 , 2 , . . . , m ) can be defined as fol-

ows: 

ˆ i, j 

l 
= 

∑ 

s ∈S i, j 

l 

N 

w (s ) 

N 

a (s ) 
, φi, j 

l 
= 

ˆ φi, j 

l ∑ 

a l ′ ∈A 
ˆ φi, j 

l ′ 
. (1) 

ere, ˆ φi, j 

l 
actually equals to the number of words used for describ-

ng aspect a l in review r i 
j 
, where N 

w (s ) denotes the number of

ords contained in the sentence s and N 

a (s ) is the number of as-

ects mentioned in s . If the sentence s mentions aspect a only, we

ssume that u i uses all N 

w (s ) words for describing the aspect a

f p j . However, if there are more than one aspects mentioned in s ,

or each single aspect, the words used for describing it is close to

 

w (s ) divided by N 

a (s ) . Finally, we normalize ˆ φi, j 

l 
(l = 1 , 2 , . . . , m )

o that the final φi, j 

l 
(l = 1 , 2 , . . . , m ) sum to unity. With this for-

ula, the aspect-importance distribution from ronischuets to Hotel

en will be [0.75(location), 0.083(staff), 0.083(view), 0.083(pool)]

we do not show the aspects that got zero importance). 

.3. Personalized Top Reviews Set (PTRS) selection problem 

We denote the set of reviews by user u i as R 

u 
i 

and the set of re-

iews written for product p j as R 

p 
j 
. The Personalized Top Reviews

et (PTRS) selection problem can be defined as follows: given a user

 i , a product p j , and a user-defined integer k, retrieve a k-sized sub-

et ˆ R i, j of R 

p 
j 

to show to user u i . The criteria for selecting the top

eviews set in previous work are the average quality (votes) of re-

iews contained in 

ˆ R i, j and the number of p j ’s aspects covered by

ˆ 
 i, j . Since previous work only relies on quality of reviews and cov-

rage metrics, the generated top review sets for a product are the

ame for different users (i.e., ˆ R x, j = 

ˆ R y, j for any u x , u y ∈ U , x � = y ).

n our work, we first predict �i 
j 
, which is sensitive to the user u i ,

nd then consider it when we retrieve TRS. Thus, our method may

enerate different top review sets for different users (i.e., we may

ave ˆ R x, j � = 

ˆ R y, j for two different users u x and u y ). In summary,

he objective of the Personalized Top Reviews Set (PTRS) selection

roblem is that the selected TRS should not only be of high-quality

nd high-coverage, but should also weigh on the different impor-

ance of the various product aspects to users. 

. Preliminary: comprehensive TRS (CTRS) selection 

Tsaparas et al. [1] noted that simply ranking the reviews based

n their ratings by users and selecting the top- k ones, may result
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in redundancy in the content of the reviews in the TRS; there-

fore they propose a methodology to retrieve a comprehensive top

reviews set (CTRS). Comprehensiveness is defined with respect to

the aspects of the product and the qualities of the reviews: the se-

lected 

ˆ R i, j should cover as many aspects related to product p j as

possible; at the same time, the review quality is also considered in

the selection. We now discuss the details of selecting a CTRS: we

assume a quality function q that maps a review r to a real number

q ( r ), measuring e.g. the helpfulness of the review. This value may

be derived from the data (for example, by averaging the votes that

users gave to r ), or it may be inferred algorithmically. The objec-

tive of CTRS selection is to include reviews that have high quality,

while covering as many different aspects of p as possible. For this

purpose, the scoring function of a TRS candidate ˆ R is defined as:

F ( ̂  R ) = 

∑ 

a l ∈A 
f ( ̂  R , a l ) , (2)

where f ( ̂  R , a l ) indicates how much 

ˆ R contributes on providing in-

formation on aspect a l of the product, defined as: 

f ( ̂  R , a l ) = max r∈ ̂  R a l 

q (r) , (3)

where ˆ R a l 
denotes the set of reviews in 

ˆ R that mentioned a l . Then,

to find the TRS that maximizes the scoring function, Tsaparas et al.

[1] used an easy-to-implement greedy algorithm ( Algorithm 1 ).

Algorithm 1 CTRS selection. 

Input: 

Set of reviews on the target product p j : R 

p 
j 
; 

Set of product aspects: A ; 

Integer budget value: k ; 

Scoring function: F ; 

Output: 

Top review set: ˆ R i, j 

1: ˆ R 

0 
i, j 

= ∅ ; 
2: for x = 1 , . . . , k do 

3: for all r ∈ R p \ ˆ R 

x −1 
i, j 

do 

4: � x −1 (r) = F ( ̂  R 

x −1 
i, j 

∪ { r} ) − F ( ̂  R 

x −1 
i, j 

) ; 

5: end for 

6: r x = arg max 
r∈R p \ ̂  R 

x −1 
i, j 

� x −1 (r) ; 

7: ˆ R 

x 
i, j 

= 

ˆ R 

x −1 
i, j 

∪ { r} ; 
8: end for 

9: return 

ˆ R 

k 
i, j 

; 

The algorithm performs k iterations, incrementally building the re-

view set, by adding one review at the time. Specifically, in each

iteration, it selects the review that achieves the maximum incre-

mental gain � x −1 (r) in the cumulative score function F . According

to the definition of F (see Eqs. (2) and (3) ), high quality review

which provides information for aspects have not been covered yet

will be selected each time. In the end, the top review set ˆ R 

k 
i, j 

com-

puted by the CTRS greedy algorithm will contain reviews not only

of high quality but also of high coverage with respect to the prod-

uct aspects. 

4. Our work: personalized TRS selection 

In order to further improve the quality of ˆ R i, j , in this section,

we discuss how to select a set of reviews about p j which not only

contain high-quality reviews and cover multiple aspects, but also

weigh on the different im portance of the various product aspects

to the target user. 
.1. Predicting personalized aspect-importance distributions 

Note that when a user (e.g., u i ) searches information about a

roduct (e.g., p j ) for the first time, we should have not yet ob-

ained a review written by u i on p j (i.e., r i 
j 
). This means that we

annot compute the real aspect-importance distribution �i 
j 

from r i 
j 
.

herefore, in order to retrieve a ˆ R i, j based on �i 
j 
, we should first

redict �i 
j 
. 

Here, we solve the problem of predicting �i 
j 

by applying the

dea of user-based collaborative filtering [13–15] : aggregating pref-

rences from u i ’s similar users to target item to infer the prefer-

nce from u i to the target item. Specifically, to predict the aspect-

mportance distribution �i 
j 

from our target user u i to p j , we aggre-

ate all aspect-importance distribution �v 
j 
, for each user u v who has

ommented on p j ; in the aggregation, each �v 
j 

is weighed based

n the similarity between u v and u i with respect to their aspect

astes. 

For this, we first need a way to evaluate similarities between

sers’ aspect tastes. A nature idea is to use the average of aspect-

mportance distribution s revealed in u i ’s historical reviews as u i ’s

spect profile (denoted by λi ). This assumes that two users are sim-

lar if they always agree with each other about which aspects of

roducts in P are important in the past. Specifically, we have: 

 

i, v = cos (λi , λv ) , (4)

i = 

1 

| P i | 
∑ 

p ′ 
j 
∈ P i 

�i 
j ′ , λv = 

1 

| P v | 
∑ 

p ′ 
j 
∈ P v 

�v 
j ′ , (5)

here w 

i, v is the user similarity between u i and u v , which is de-

ned as cosine similarity between the aspect profiles λi and λv 

i.e., means of u i and u v ’s historical aspect-importance distribution s).

Then we predict �i 
j 

(denoted as ˜ �i 
j 
) as: 

˜ i 
j = 

∑ 

u v ∈ U j w 

i, v �v 
j ∑ 

u y ∈ U j w 

i,y 
, (6)

here U j includes the users who have reviewed p j . 

.2. Personalized TRS selection 

After obtaining the estimated aspect-importance distribution
˜ i 

j 
= ( ̃  φi, j 

1 
, ˜ φi, j 

2 
, . . . , ˜ φi, j 

m 

) for ( u i , p j ) pair, the next step is to inte-

rate it into the procedure of retrieving ˆ R i, j , in order for retriev-

ng a personalized TRS that focuses more on the product aspects

hat are important to the user. Recall that in the CTRS selection

rocess, introduced in Section 3 , the scoring function F ( ̂  R ) gives

qual weights to all aspects a , when aggregating their f ( ̂  R , a ) .

hus, CTRS regards that all aspects have equal and static (i.e., user-

ndependent) importance to all users. Our proposal is to consider

he user’s aspect-importance distribution in CTRS, by adjusting the

eight of each product aspect in the scoring function F ( ̂  R ) , ac-

ordingly. Specifically, assuming that we are retrieving the TRS

mong reviews on product p j to user u i , we define the personal-

zed scoring function F p ( ̂  R ) of a TRS candidate ˆ R as follows: 

 p ( ̂  R ) = 

∑ 

a l ∈A 
( ̃  φi, j 

l 
+ δ) f ( ̂  R , a l ) , (7)

here ˜ φi, j 

l 
is the predicted importance of aspect a l of p j to user u i 

nd δ is a normalization parameter that takes a very small value.

or example, in our experiments, we found that more than 95%

on-negative aspect importance values are larger than 10 −4 . There-

ore, when retrieving the personalized TRS, we set δ as 10 −4 in
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Table 1 

Extracted product aspects. 

Dataset Product aspects 

TripAdvisor (hotel review) Price, cleanliness, business service, balcony, food, location, bed, air, sleep quality, tv, view, size, room, bathroom, service, pool 

Yelp (restaurant review) Discount, atmosphere, cleanness, service, attitude, efficient, professional, waiter, reservation, salad, burger, cheese, fried, chinese, 

fresh, beans, sushi, meat, soup, rice, mexican, veggies, sauce, tasty, sandwich, pizza, beef, desserts, grab, mojito, alcoholic, 

appetizers, refills, tea, drinks, rum, refill, martini, juice, drink, mixed, iced, margarita, water, boba, espresso, coffee, bartenders, 

soda, vodka, bartender, alcohol, fountain 

o  

t  

o  

a  

u  

a  

b  

c

 

l

A

I

O

5

5

 

h  

fi  

T  

r  

c  

o  

t  

q  

p  
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u  

g  

t  

S  
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s  

r

 

r  

a  

m  

1

5

 

�

b

5

 

a  
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P  
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r

 

c  

d  

u  

r  

a  

t  

d  

s  
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t  

u  

t  

t  
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p  
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p  
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r  
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b  

t  

a  

1 We used Python to implement our algorithm and other competitors. The source 

code will be publicly available when this paper is published. 
rder for δ not to dominate the impact of predicted aspect impor-

ance information. By adding δ to ˜ φi, j 

l 
(l = { 1 , . . . , m } ) , the weights

f the product aspects whose importance values in our prediction

re zero become non-zero, giving the reviews referring those prod-

ct aspects chances to be selected. This way, the selection results

re less sensitive to data sparsity (i.e., when the reviews written

y the user are very few and some product aspects that the user

ares about are not mentioned). 

Algorithm 2 shows how the personalized TRS for ( u i , p j ) is se-

ected. 

lgorithm 2 Personalized TRS selection. 

nput: 

Set of reviews on the target product p j : R 

p 
j 
; 

Set of users have commented on p j : U j 

Set of product aspects: A ; 

Integer budget value: k ; 

Scoring function: F ; 

utput: 

Top review set: ˆ R i, j 

1: Calculate λi and λv for each u v ∈ U j ; 

2: Calculate w 

i, v for each u v ∈ U j ; 

3: Calculate ˜ �i, j by Eq. (6) ; 

4: ˜ R 

0 = ∅ ; 
5: for all i = 1 , . . . , k do 

6: for all r ∈ R j \ ˜ R 

i −1 do 

7: � i −1 (r) = F p ( ̃  R 

i −1 
⋃ { r} ) − F p ( ̃  R 

i −1 ) ; 

8: end for 

9: r i = arg max r∈R p \ ̃  R 

i −1 � i −1 (r) ; 

10: ˜ R 

i = 

˜ R 

i −1 
⋃ { r} ; 

11: end for 

12: Set ˜ R 

k as the top k reviews showing to u i 

. Experimental evaluation 

.1. Data preparation and experiments setup 

We conduct our experiments on two real public datasets that

ave also been used in previous research in review mining. The

rst consists of 878,561 reviews on 4333 hotels crawled from

ripAdvisor [16] . The second contains 158,430 reviews on 4503

estaurants from Yelp [17] . For each review, we have the review

ontent, the rating of the review on the product, and the votes by

ther users on how helpful the review is. For each review r , we use

he number of positive votes as a measure of the review’s quality

 ( r ). For identifying product aspects, we use the methodology pro-

osed in [18] and obtain the product aspects for TripAdvisor’s hotel

eviews and Yelp’s restaurant reviews, as shown in Table 1 . 

In the experiments, from each review on a product p j by a user

 i , we extract the real aspect-importance distribution �i 
j 

as the

round truth for the pair ( u i , p j ). In order to predict ˜ �i 
j 
, we remove

he review from the dataset and use our methodology described in

ection 4.1 . We compare our prediction with the ground truth in
rder to test the accuracy of our approach. Then, we use our PTRS

election approach 

1 ( Section 4.2 ) to retrieve the set ˆ R i, j of reviews

ecommended to u i for product p j . 

In all cases, we set k ∈ {1, 2, 5}, considering that only a few

eviews could be regraded as top reviews, especially in a mobile

pplication, where we do not expect the user to be able to read

ore than five reviews. For personalized TRS selection, we set δ =
0 −4 in Eq. (7) . 

.2. Experimental results and analysis 

Recall that our method includes two steps. The first is to predict
˜ i 

j 
, and the second is to retrieve personalized top review set ˆ R i, j 

y taking ˜ �i 
j 

into consideration. 

.2.1. Comparison on predicting aspect-importance distributions 

Before comparing the top review sets obtained by our method

nd other competitors, we first evaluate whether our method dis-

ussed in Section 4.1 could predict the aspect-importance distribu-

ion effectively. To evaluate the prediction accuracy, we use cosine,

earson and Spearman correlations to measure of how close our

rediction 

˜ �i 
j 

is to the ground truth �i 
j 
. The average of correlation

alues on all ( u i , p j ) pairs is used for evaluating prediction accu-

acy. 

As introduced in Section 4.1 , our method uses the user-based

ollaborative filtering framework to predict the aspect-importance

istribution. In our approach, we build λi (i.e. the aspect profile of

ser u i ) as the mean of aspect-importance distribution s in the past

eviews of u i . We denote this approach for building aspect profiles

s Past Aspect Importance Distribution (PAID) based strategy. Note

hat some of previous work (which are proposed for recommen-

ation and review summarization) can potentially be used to con-

truct user aspect profiles since their algorithms also contain the

tep to identify important product aspects [10–12] . These works

redict which product aspects are important to users by mainly

elying on two assumptions: (a) important aspects are frequently

ommented in consumer reviews; and (b) consumers’ opinions on

hese aspects greatly influence their overall rating on the prod-

ct. Briefly speaking, according to the first assumption, the impor-

ance of an aspect in a user’s aspect profile will be proportional

o the times that the aspect keywords appear in his/her past re-

iews. We call this kind of aspect profile as frequency based aspect

rofile . Otherwise, according to the second assumption, the impor-

ance of a aspect in a user’s aspect profile is modeled as the as-

ect’s influence to the overall ratings given by the user. We call

he strategies based on these two assumptions frequency based and

ating based , respectively. Finally, we will compare the performance

f using the user-based collaborative filtering framework with as-

ect profiles obtained by the PAID based method, the frequency

ased method and the rating based method. We will also show

he performances when we directly use aspect profiles of users

s their aspect-importance distribution to see whether using the
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Table 2 

Performance of predicting personalized aspect-importance distributions. 

Method On Tripadvisor On Yelp 

Cosine Pearson Spearman Cosine Pearson Spearman 

Frequency based 0.48 0.37 0.43 0.25 0.19 0.18 

Rating based 0.45 0.36 0.43 0.24 0.20 0.21 

PAID based 0.60 0.46 0.45 0.29 0.22 0.23 

Frequency + UCF 0.67 0.59 0.54 0.39 0.35 0.33 

Rating + UCF 0.61 0.50 0.49 0.37 0.33 0.32 

PAID + UCF 0.71 0.60 0.59 0.44 0.40 0.41 
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user-based collaborative filtering framework is helpful in predict-

ing aspect-importance distribution. 

Table 2 shows the results on Yelp and Tripadvisor datasets, re-

spectively. “Frequency based”, “Rating based”, and “PAID based”

correspond to the user aspect profiles obtained by frequency

based, rating based, and PAID based methods, respectively, as

aspect-importance distributions directly. “Frequency + UCF”, “Rat-

ing + UCF” and “PAID + UCF” indicate using aspect profiles ob-

tained by the three approaches as aspect-importance distributions

as user aspect profiles in the user-based collaborative filtering

framework. We can see that the aspect-importance distributions

predicted by “PAID + UCF” are the most positively correlated to

the real aspect-importance distributions. This indicates that the ap-

proach (i.e. “PAID + UCF”) is the most effective method for predict-

ing aspect-importance distributions. 

5.2.2. Comparison on selecting top review set 

Next, we compare our personalized TRS approach to CTRS, i.e.,

the set of reviews computed by the methodology of Tsaparas et al.

[1] . Moreover, we also use the quality of reviews as the only selec-

tion criterion for TRS selection and obtain another (baseline) com-

petitor, denoted by QTRS (i.e., Quality-based Top Reviews Set). For

evaluating a TRS, we measure (i), whether the qualities of the re-

views in TRS are high, (ii), whether the reviews cover as many

product aspects as possible and (iii), whether the reviews match

the aspect-importance distribution of the target user. In other words,

whether more content in the reviews is about the aspects impor-

tant to the target user. 

More specifically, for each ( u i , p j ) pair, We obtain the per-

sonalized top review set (PTRS) ˆ R 

pers 
i, j 

, based on our methodol-

ogy ( Algorithm 2 ), the comprehensive top-review-set (CTRS) ˆ R 

comp 
i, j 

( Algorithm 1 ), and a quality-based top-review-set (QTRS) ˆ R 

qual 
i, j 

by

sorting the R j according to q ( ·). Then, we compare ˆ R 

pers 
i, j 

, ˆ R 

comp
i, j 

and 

ˆ R 

qual 
i, j 

using the following measures: 

• The quality (Qua) of the reviews in a TRS is measured by divid-

ing the average quality of the reviews in the TRS by the maxi-

mum quality of all reviews in R j (for scaling): 

Qua i, j = 

1 

| ̂  R i, j | 
∑ 

r∈ ̂  R i, j 

q (r) 

max r ′ ∈R j 
q (r ′ ) 

. (8)

• The coverage (Cov) of a TRS is measured by the number of prod-

uct aspects covered by the reviews in it, divided by the total

number of aspects ( |A| ): 
Cov i, j = 

1 

| ̂  R i, j | 
∑ 

r∈ ̂  R i, j 

A (r) 

|A| , (9)

where A ( r j ) indicates the set of aspects covered by r . 

• The personalized match (Pmat) measures whether the reviews

provide more information about the aspects important to users.

Recall that the aspect importance distribution extracted from

a review actually reveals how much information is used to
describe different aspects (see Eq. (6) for details). Therefore,

whether a review on the target product p j provides more infor-

mation about the aspects to the target user u i could be evalu-

ated by the correlation between the review’s aspect importance

distribution and the real aspect importance distribution �i 
j 

of

u i on p j , i.e., the ground truth. Subsequently, the Pmat of re-

view set ˆ R i, j is the average of the correlation values between

�r , for each r ∈ 

ˆ R i, j , and �i 
j 
: 

P mat i, j = 

1 

| ̂  R i, j | 
∑ 

r∈ ̂  R i, j 

Cor(�i 
j , �r ) , (10)

where �r is the aspect importance distribution of review r and

Cor(�i 
j 
, �r ) is defined as the Cosine, Pearson, or Spearman cor-

relation (we will show evaluation results for each of the three

correlation metrics). 

Fig. 2 shows the average goodness of PTRS ˆ R 

pers 
i, j 

, CTRS ˆ R 

comp
i, j 

nd QTRS ˆ R 

qual 
i, j 

on all (user, product) pairs, for each of the three

easures (i.e., Qua, Cov, and Pmat). As expected, the average qual-

ties of reviews in QTRS are higher than the ones in PTRS and CTRS,

ince quality is the only selection criterion used in QTRS. How-

ver, the coverage of QTRS is lower compared to those of PTRS

nd CTRS. This is consistent to the observations in [1] : ranking

eviews based on their quality only results in redundancy in the

ontent of the TRS. By comparing the performance of PTRS and

TRS, we can see that PTRS obtains much higher Pmat, which in-

icates PTRS provides richer information about the product aspects

hat are important to the users. Meanwhile, compared with CTRS,

TRS achieves only marginally lower coverage. Summing up, in the

RS obtained by our method, the users not only see high-quality

eviews covering many product aspects, but also find information

ostly related to the product aspects that are important to them. 

Parameter-sensitive Analysis: Fig. 3 shows a parameter sensitiv-

ty analysis on how δ influences PTRS performance. We vary δ
alues in { 10 −6 , 10 −5 , 10 −4 , 10 −3 , 10 −2 , 10 −1 , 1 . 0 } and present Pmat

cores (i.e., the average of Cosine, Pearson, and Spearman corre-

ation scores) corresponding to different δ values. As the figure

hows, when δ is small enough, PTRS performs stably. When δ is

arger than 10 −4 , the performance will decrease sharply with in-

reasing δ. This is because the influence of aspect-importance dis-

ribution in the scoring function reduces when δ increases. Thus,

e suggest setting δ to a sufficiently small value (e.g., smaller than

5% of the non-negative aspect importance values) in practice. 

Case study: we extracted a test case from the experimental re-

ults on the Tripadvisor dataset, in order to illustrate in a more

ntuitive way the characteristics of top reviews sets obtained by

he three approaches. Specifically, the first row of Table 3 , presents

he review of a user u i to a product p j . From the review content,

e can see that u i mentions aspects price, room, food and location

n r i 
j 
, indicating that these aspects of p j are the most important to

er. In the next rows of the table, we show the top-1 review in
ˆ 
 

pers 
i, j 

, ˆ R 

comp 
i, j 

and 

ˆ R 

qual 
i, j 

. We observe that: 
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Fig. 2. Performance comparison of QTRS, CTRS and PTRS on Tripadvisor and Yelp datasets. “d = T(Y)” indicates on Tripadvisor (Yelp) dataset. “Pmat_c(p,s)” denotes the Pmat 

measurements with Cosine (Pearson, Spearman) correlation. 
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Fig. 3. Parameter sensitive analysis. 

Table 3 

Case Study (the aspects mentioned in the reviews are marked out with symbol [xxx]). 

r i 
j 

My daughter and I stayed here for two nights before a surgery she was having. We LOVED it! We live 100 miles from Houston and go often, but we 

had never stayed in this area of town. We will deffinatly stay again. The hotel is walking distance to great restraunts and entertainment [location, 

food] . EVERYONE of the hotel staff was happy and nice and smiling [service] . The valet even knew my name....it was awesome [service] . I will stay 

here again soon Oh and I loved the Einstine Bagels in the hotel also....it hit the spot! [food] 

ˆ R 

pers (0) 
i, j 

I have stayed at the Hyatt Downtown Houston many times during the last three years and have never been disappointed. The check-in staff is very 

friendly (although almost clinically friendly) and always helpful [service] . The location is great if you have business Downtown and there are a 

number of nice restaurants nearby (I like “Ibiza” a lot) [location, food] . The valet parking is easy and fast. I have eaten at the “Spindletop” restaurant 

in the hotel which was fine/good but nothing special [food] . I hear that the steak house in the hotel is supposed to be excellent (but have not tried 

it yet) [food] . All in all, the Hyatt is a great resting place for business travelers but offers nothing unique in terms of style, atmosphere or attention 

to the guest. That is just fine for me while on business. My expectations for holidays or special occasions are different but that’s not relevant while 

assessing this hotel as a business traveler. 

ˆ R 

comp(0) 
i, j 

My recent (memorial day 2012) stay at the Hyatt Regency Houston was relaxing and enjoyable, and I ’d probably return – especially at the discount 

rate I enjoyed on this occasion [price] . But I noticed a few shortcomings which, while not at all critical, took some of the shine off the Hyatt brand, 

IMO. To wit: ∗my reservation for a smoking room had not been communicated to the front desk, resulting in an $80 “upgrade” for two nights [price, 

service] . I was not going to argue about it, but it was an unnecessary aggravation ∗no refrigerator in the room [room] . This is a feature I think most 

travelers have come to expect in an upscale hotel room in the 21st century ∗the nicest business center I have ever seen – except for the $.40/minute 

charge to access the Web [business service, price] . Another unexpected and inconvenient charge ∗a loud hum from the A/C system, combined with the 

atrium din I mention elsewhere, necessitated earplugs (which, on balance, were provided in the nightstand) I must stress, again, that my stay was 

comfortable overall – and that I feel I got a fair deal, based on my discount. I would not, however, pay rack rate: the extra charges and gaps in 

room features will have me looking more closely for a first-class room in downtown Houston next time around. 

ˆ R 

qual(0) 
i, j 

I stayed here for three nights. I asked for a quiet room and was given a “corner” room [sleep quality]. I am glad I did. The hotel has an issue with 

noise because the bar is in the center of the main floor and the rest of the hotel circles around it atrium style [sleep quality] . So all rooms have bar 

noise at night [sleep quality] . I had none. They were doing a sound survey while I was there...so they know about the problem and must be looking 

into solutions. My room was great [room] . Bed very comfortable and amenities were nice [sleep quality] . I was here for business and the room was 

booked and paid for so I have no idea about costs [price] . 
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• The top-1 review in 

ˆ R 

pers 
i, j 

(denoted as ˆ R 

pers (0) 
i, j 

) is obtained by

our method (i.e., PTRS). The review got 60 votes and covers

three aspects: location, service and food . Although the number

of votes and the number of covered aspects are both not very

large, the review actually talks about the aspects u i cares about.

• ˆ R 

comp(0) 
i, j 

is obtained by CTRS method. It got 78 votes and cov-

ers more aspects: price, room, location and business service . Al-

though the number of votes and the number of covered aspects

are both a little higher than those of ˆ R 

pers 
i, j 

, the review fails to

provide information about aspects location and food , which u i 
cares about. 

• ˆ R 

qual(0) 
i, j 

is obtained by QTRS method. It got 134 votes and also

covers three aspects: price, sleep quality , and room . Although

the number of votes is much higher compared to the top-1

reviews in PTRS and CTRS, the review fails to provide infor-

mation for aspects location, service and food , which u i cares

about. 

Summing up, compared to other competitors, the top re-

view set generated by our method provides more information

about the product aspects that are important to the target

user. 
. Discussion on PTRS 

As the experimental results show, compared to other ap-

roaches, the top reviews obtained by our PTRS are much more

orrelated with product aspects important to the target users;

hus, PTRS achieves personalized review selection. Still, PTRS suf-

ers from the “cold start users” problem. PTRS needs past reviews

f the target users to construct their aspect profiles for comput-

ng user similarities. Thus, PTRS could not select personalized re-

iews for the new users who have not submitted any reviews. In

rder to alleviate this problem, other sources of user data could

e used for inferring the similarities between user aspect profiles.

or example, it is worth studying whether two users who always

uy the same products have similar aspect profiles. By this way,

or a user without past reviews, we could use his/her purchase

istory to computer user similarities between him/her and other

sers. Then, PTRS can work for him/her. Otherwise, note that PTRS

s computationally more expensive compared to CTRS. The extra

omputations are for calculating the aspect-importance distribu-

ions of users. Specifically, assume that the number of (user, prod-

ct) queries is m and the average number of reviewers for each

roduct is n , the time complexity of predicting aspect-importance

istributions will be O ( mn ). 
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. Related work 

The most related work to ours studies the prediction of person-

lized preferences in reviews {CITEpersBlhyprating1 persBlhyprat-

ng2. Approaches in this direction utilize users’ “like” clicks on re-

iews and apply collaborative filtering to predict the users’ pref-

rence on reviews. However, “like” clicks are typically very sparse

n product commenting sites. Our work identifies the users’ per-

onal needs on the product-aspect level. Besides, our work also

onsiders the coverage and quality characteristics of the selected

eviews. Currently, owing to the lack of available datasets (the data

n [19] are news comments and the dataset in [20] is not publicly

vailable), we have not yet considered the users’ “like” behaviors

o retrieve personalized review sets. 

There has been a substantial amount of work on automatically

stimating the quality of a review for ranking purposes [4–8] . We

ave compared our approach to a ranking method, which disre-

ards coverage and personalized importance of product aspects

nd found such a method inferior to both our method and the

overage-based ranking approach (CTRS) of Tsaparas et al. [1] . Our

ork inherits the merits of CTRS and also considers the quality of

eviews in the selection process. 

Related work in opinion summarization aims at extracting as-

ects (or features) of an product, and a short piece of text that

ummarizes the opinions on the different aspects [2,3,21–24] . For

nstance, Lappas and Gunopulos [2] consider the problem of find-

ng a small set of reviews that cover all product attributes, in a

imilar spirit to [1] . Our approach is orthogonal to coverage-based

election and can in fact be used to also improve opinion summa-

ization methods. For example, when selecting reviews to generate

 summarization, the reviews providing more information about

roduct aspects important to users can be given higher priority. 

. Conclusion and future work 

.1. Conclusion 

In this paper, we considered the fact that different product as-

ects may have different im portance to users; therefore, when a

ser wants to see the reviews on some product, it makes sense

o prioritize reviews which talk about the product aspects that are

he most important to the user. Our work is the first attempt on

ersonalized top-review sets (TRS) selection for users. We select

 TRS which includes not only reviews of high quality and cov-

rage, but also are more focused on product aspects that are im-

ortant to the user. To achieve this goal, we propose a method to

utomatically predict which product aspects are important to the

arget user (i.e., the aspect-importance distribution ). Then, we uti-

ize the predicted aspect-importance distribution s to adjust the as-

ect weights during retrieving high-quality and high-coverage top

eviews for the user. Our experiments show that our methodology

elects reviews that focus more on the product aspects that are im-

ortant to the user, without sacrificing coverage and high degree of

uality. 

.2. Future work 

Extending directions for our work presented in this paper in-

lude: 

• We plan to seek opportunities of collaboration with real-world

product-commenting platforms, in order to see the users’ real

response to the personalized review recommenders obtained by

our method and competitors. We also intend to use our method

for ranking reviews about music, movies, books and other kinds

of items, in order to evaluate its generality. 
• In this paper, we improve the previous work CTRS that con-

siders both of quality and comprehensiveness of top reviews

to also consider users’ personalized preferences on product as-

pects. Compared to CTRS, some previous works paid attention

to other characteristics such as diversification [25] . In our future

work, we plan to improve these works to make the top reviews

selected by adding users’ personalized aspect preferences into

their algorithms. 

• We plan to use machine learning technologies [26,27] for im-

proving the prediction of aspect-importance distributions. 
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