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Abstract

Team formation is the problem of find-
ing a team of experts that can effectively
perform a task that requires a number of
skills. Good communication among team
members is of great importance and thus
the social network of the experts must be
taken into account. In this paper, we study
the problem of finding a team of experts,
in a social network, that also contains
negative edges between experts. To the
best of our knowledge, existing algorithms
for team formation were designed for net-
works that contain only positive edges.
Our goal is to minimize the communica-
tion cost function of the team’s subgraph.
As this problem is NP-Hard, we extend
an existing approximation algorithm for
team formation that is designed for this
problem, to also take into account negative
links. We experimented on a real dataset
that contains negative edges and showed
that effective teams were produced using
our extension.

1 Introduction

To find a team of experts, that can effectively
complete a project is not only a matter of them
having the skills it takes, but also a matter of com-
municating well and without any problems with
each other. A group of people is not only described
by the good relationship and sympathy that two
people can have for each other, but also by the
dislikes and distrust among them. This problem
applies in real life. Everyday in many different
jobs, projects are assigned to teams of people. If
in a certain team, two of the members, that have to
work together to complete the project, do not like
each other, the project is in danger and it can take
ages to be accomplished.

While team formation as a problem has been
studied a lot through the years, the social network
that connects the experts has not been taken into
consideration, in the process of finding the team,
until a few years back. The studies of team forma-
tion that consider the social network between team
members, to the best of our knowledge, have taken
place for networks that only contain positive links
between people.

In this project, we extend an existing algorithm
for team formation, in order to produce results that
have as many positive links as possible. The so-
cial network is modeled as a graph, with experts
as nodes and edges between nodes that have a
known way of communication, positive or nega-
tive. An edge that connects two nodes, that like
and trust each other is a positive link and has a low
weight as its communication cost, while an edge
that connects two nodes, that dislike and distrust
each other is a negative link with a high weight.
Our goal is to produce teams, that consist of mem-
bers that like each other and have no hatred be-
tween them. Our implementation accepts a team
with an unfriendly link, only in the case that there
is no other possible solution with only positive
connections for a certain project.

We performed numerous experiments on a real
dataset that contains both likes and dislikes be-
tween experts and compare the results of our im-
plementation with another existing algorithm. Our
algorithm produces teams with less negative links,
while it still keeps the communication cost to the
lowest possible.

Team formation in the presence of social net-
work, that also contains negative relationships,
that has not been studied before, along with the
better results that have been found by the experi-
ments conducted for this project, are our main con-
tributions.

The remaining of this paper is organized as fol-
lows. Related work that has been conducted in this



area is presented in section 2. Definitions and the
graph model are given in section 3. Section 4 de-
scribes the implementation of our work, while sec-
tion 5 analyses the dataset that we used during our
experiments. The experiments that took place and
the evaluation of our implementation are described
in section 6. The paper is concluded in section 7.

2 Related Work

The problem of finding a team of experts for
a task, that takes into account the social network
between the experts was first introduced by Lap-
pas, Liu and Terzi in [1]. They used two differ-
ent communication cost functions and stated that
their minimization is an NP-Hard problem. Thus,
they proposed three approximation algorithms that
aim in minimizing these cost functions. The first
communication cost function uses the diameter of
the team’s subgraph and one algorithm (Rarest-
First) was designed as a solution. For the second
communication cost function, that uses the cost of
the minimum spanning tree (MST) in the team’s
subgraph, two algorithms (CoverSteiner and En-
hancedSteiner) were designed.

Kargar and An in [2] also studied the problem
of team formation. They proposed two differ-
ent communication structures of a team (with and
without a leader). For each one of those structures
they created a communication cost function. Mini-
mizing the first communication cost function (sum
of distances) was proved to be an NP-Hard prob-
lem, so an approximation algorithm with ratio 2
was designed. For the second cost function (leader
distance) an exact algorithm that minimizes it, was
proposed. They also presented two procedures for
producing top-K teams with minimum communi-
cation cost.

3 Preliminaries

3.1 Set Definitions

We define a set S = {s1, s2, ..., sn} that con-
tains n skills, a set E = {e1, e2, ..., em}, that con-
tains m experts, a set Si = {si1, si2, ..., sik} that
contains the k skills that expert i has, where Si ⊆
S, a set Cj = {cj1, cj2, ..., cjx}, that contains x
experts that have skill j, where Cj ⊆ E and a
set P = {p1, p2, ..., pr} that contains r skills, that
are required for a certain project to be completed,
where also P ⊆ S. Given the aforementioned sets,
a team is defined as a set T = {t1, t2, ..., tz}, that

contains z experts that together cover the r skills
that the certain project requires, where T ⊆ E.

3.2 Graph Model
Our model is a weighted undirected graph G =
(E,L), where E is the set of nodes that rep-
resent the m experts defined above and L =
{l1, l2, ..., le} is the set of e edges that connect
the experts in E. Each edge in L has a weight
w that represents the communication cost between
two nodes. An edge between two nodes that can
communicate well with each other can be labeled
as positive and its weight is 1, while an edge be-
tween two nodes that can not communicate well
with each other can be labeled as negative and its
weight is a higher number. This higher number
should be noted that is larger than the diameter of
G. Since we want our team to communicate with
ease, we apply our algorithm in the biggest con-
nected component of G (contains over 90% of the
nodes). We define the distance function d(i, j) as
the sum of the weights of the edges in the short-
est path between node i and node j. We also de-
fine minPath(i, j) as the function that returns the
shortest path between node i and node j.

3.3 Problem Definition
Problem: Team formation is defined as

the problem of finding a team of experts T ,
given a project P = {p1, p2, ..., pr}, a set of
experts E = {e1, e2, ..., em}, a set of skills
Si = {si1, si2, ..., sik} for each expert i ∈ E and
the graph G = (E,L), where T ⊆ E, so that
the skills of the experts in T cover the skills in P
and the communication cost function between the
experts in the team is minimized.

In addition to the classical definition of team
formation, taking into consideration that G
also contains negative labeled edges, we allow
negative links between team members only in
the case when there is no possible team with no
negative links. More specifically, we assume
set Tc = {Tc1, Tc2, ..., Tcb}, to be the set of
candidate teams that can complete P . Also let
Neg = {neg1, neg2, ..., negq} be the set of
negative labeled edges in G, where Neg ⊆ L
, Pos = {pos1, pos2, ..., posh}, be the set of
positive labeled edges in G, where Pos ⊆ L
and Pos ∪ Neg = L. Furthermore, we assume
NegTci = {n1, n2, ...nc}, to be the set of neg-
ative labeled edges in subgraph G[Tci], where
i = 1, ..., b and nj ∈ Neg for each j = 1, ..., c.



Tck is the solution team of the problem when
|NegTck

| ≤ |NegTci | ∀Tci ∈ Tc.

Communication cost function definition:
Assume team’s T subgraph of G = (E,L), G[T ],
where WT = {w1, w2, ...wf} is the set of the
weights of the edges ∈ G[T ]. Sum of weights
(SW) is defined as follows:

SW =
f∑

i=1

wi, where wi ∈WT

4 Implementation

In order to solve the predefined problem we
modified the RarestFirst algorithm designed by
Lappas, Liu, Terzi and introduced in [1]. Rarest-
First algorithm aims in finding the best team, for a
project, that has the minimum diameter, that is the
longest shortest path between any two nodes in
the team. In [1] they prove that the minimization
of the diameter is an NP-Hard problem and so
RarestFirst is an approximation algorithm with
ratio 2.

The first step of RarestFirst is to compute
for each skill j in P , the set Cj , that contains
the experts that have this skill. After that, the
algorithm finds the skill r in P , that has the lowest
|Cr|, which means that r is the rarest skill. Then,
for every expert in Cr, computes a team with the
closest experts in all other Ca sets, where a ∈ P
and a 6= r. RarestFirst chooses the expert in Cr,
that has the team with the minimum diameter.

While RarestFirst aims in minimizing the
diameter, our implementation aims in minimizing
the sum of weights (SW) of the produced team.
The main idea is that the minimization of the
diameter does not consider the weights of all
the edges, only the shortest path’s edges, and
thus the result team may contain one or more
negative links, while there are available options
with only positive links. Since our graph contains
experts that dislike each other, our goal is to find
a team with no conflicts if possible. Therefore,
we consider sum of weights (SW) to be a more
suitable cost function for solving this problem,
in the sense that it considers the weights of all
the edges in the team and since negative links
have a higher weight than the positive ones, SW’s
minimization means that teams with no, or as less
as possible negative edges, are preferred. Our
implementation is shown in Algorithm 1.

Algorithm 1 The RarestFirst Algorithm using
SW as cost function.

Input: Graph G(E,L): experts’ skill vectors
{S1, S2, ..., Sm} and project P .
Output: Team T ⊆ E and subgraph G[T ].

1: for every a ∈ P do
2: Ca={i | a ∈ Si }
3: r ← arg mina∈P |Ca|
4: for every i ∈ Cr do
5: for a ∈ P and a 6= r do
6: Pathia ← minPath(i, Ca)
7: Candi = {x|x ∈ Pathia}
8: SubGi← G[Candi]
9: i∗ ← arg minswSubGi

10: T ← Candi∗
11: G[T ]← SubGi∗

Notes: In line 6 of Algorithm 1
minPath(i, Ca) gives the shortest path that
expert i with skill r has to cross to get to an
expert with another skill a 6= r, where a ∈ P .
In line 7 Candi set holds all the nodes(experts)
that appear in all the shortest paths that expert r
has to cross to get to all the other skills in P . In
line 8 SubGi is a subgraph of G = (E,L) with
the nodes that ∈ Candi. In line 9, minswSubGi

gives the subgraph Gi that has the minimum
value of cost function sum of weights(SW). In
the same line, we denote i∗ as the expert with
skill r that produces the team with the minimum
communication cost SW.

5 Dataset

We use Epinions’ dataset to test our algorithm.
Epinions contains information about users and the
reviews that they make about products. Those
users form a network, as they declare their trust
or distrust with each other. When a user trusts an-
other user, then there is an edge with label 1 be-
tween them. If there is distrust among them, then
the label of the edge is -1.

Epinions’ users are the experts in our model.
Each product that has been reviewed, belongs to
a certain category. These categories are used as
the skills that the experts have.

Since we did not find a complete Epinions
dataset with both information about reviews and
negative links between users, we combined two



different datasets found online. The first one 1 is a
mysql relational database containing information
about the reviews, the users and the network be-
tween those users. The problem though, was that
this network contained only positive edges. Then
came the need for a second one 2, which is a di-
rected signed network for Epinions’ users, with
both positive and negative edges. Using Epin-
ions’ unique user identifier, we created and use a
dataset, that contains the network from the second
dataset and the reviews from the first one only for
users that participate in the aforementioned net-
work.

Since the produced network was directed and
we wanted to work with an undirected one, we re-
placed all duplicate edges with different labels (-1
and 1) with an edge of negative (-1) label and re-
placed duplicate edges of the same label with one
edge. We followed this procedure, because we be-
lieve that negative edges are more important in the
communication between two nodes. Edges that
are not duplicate, are assumed to be not directed.

Taking into account the labels of the edges men-
tioned above, we assigned appropriate weights to
negative and positive links. An edge between two
nodes that can communicate well with each other
and is labeled with 1, is assigned a weight of 1,
while an edge between two nodes that can not
communicate well with each other and is labeled
with -1 is assigned a weight of a higher number.
This higher number is larger than the diameter of
G.

Using the dataset that we produced, we pre-
computed the frequency of each skill in it, in or-
der to find the rarest skill with ease. We also
pre-computed the set of skills (categories) of ev-
ery user in the dataset, using the information con-
tained in the reviews.

The created dataset contains 31.322 ex-
perts(users), 587 skills(categories) and in our net-
work there are 210.078 edges between the experts.
From the 210.078 edges, the 35.150 are negative
(circa 16,7%).

The first dataset also contains information about
users that are considered specialists in certain cat-
egories. From this, we produced in the same way
as before, the network that connects them. This
network contains 253 users and 212 edges. The
different categories (skills), that these users have

1http://liris.cnrs.fr/red/
2https://snap.stanford.edu/data/soc-sign-epinions.html

are 21. We also used this mini-dataset for testing.

6 Experiments and Evaluation

In order to compare our results with those
of RarestFirst’s, we also implemented original
RarestFirst algorithm presented in [1]. Both
RarestFirst and our modification of RarestFirst
are implemented in python using networkx’s
libraries. The experiments were executed on an
Intel(R) Core(TM) i5 2.53GHz with 8GB RAM.

To evaluate the results of our implementation
with the results of RarestFirst algorithm we use
a set of three metrics. The first metric is the
diameter of the team, that is the longest shortest
path between any two nodes in the team. The
second one is the sum of weights (SW) and the
third one is the cardinality of the team.

In figures 1, 2 and 3 we show the result of our
modified RarestFirst implementation and original
RarestFirst in terms of the diameter, SW and
team cardinality on the best team on the Epinions’
dataset.

Figure 1: Comparison of modified RarestFirst and
RarestFirst using diameter as performance metric.

Figure 2: Comparison of modified RarestFirst
and RarestFirst using SW as performance metric.

http://liris.cnrs.fr/red/
https://snap.stanford.edu/data/soc-sign-epinions.html


Figure 3: Comparison of modified RarestFirst and
RarestFirst using team cardinality as performance
metric.

In figures 1, 2 and 3 we can see the mean
value of each measure after a set of experiments
for the same random project for different number
of skills using the two algorithms.

Figure 1 shows that original RarestFirst algo-
rithm gives slightly better results in terms of the
diameter, which is normal, because the aim of
RarestFirst is to minimize diameter.

Figure 2 shows that modified RarestFirst gives
better results in terms of sum of weights, which
means that a team has a smaller total communica-
tion cost.

From figure 3 we see that both algorithms give
almost the same number of experts for a certain
project, so our modification does not make a lot
of difference in the number of skills assigned per
expert.

Our main goal was to produce teams with small
communication cost, that have as less negative
links as possible. In order to achieve this goal we
had to sacrifice the diameter cost of the team, to
avoid a negative link. Smaller diameter does not
mean a better result in a network with negative
edges, as it measures the cost between the two
experts that are furthest away from each other,
and does not measure the cost of all the required
communication. A team with a negative link may
have a smaller diameter than one with no negative
links.

Figures 4 and 5 show the subgraph of the
produced team of RarestFirst and modified
RarestFirst for the same random project of 5
skills.

Figure 4: Subgraph of team produced with
RarestFirst algorithm for project P={Coffee and
Tea Makers, Waffle Makers, Small Appliances,
Cartridges and Toners, Flashlights}.

Figure 5: Subgraph of team produced with modi-
fied RarestFirst algorithm for project P={Coffee
and Tea Makers, Waffle Makers, Small Appli-
ances, Cartridges and Toners, Flashlights}.

In figures 4 and 5 we have a random project
P={Coffee and Tea Makers, Waffle Makers, Small
Appliances, Cartridges and Toners, Flashlights}
as an example. The numbers on the edges
represent the label -1 for negative links and 1
for positive. A negative link in our graph has a
weight higher than the diameter of G (10), while
a positive has weight 1. RarestFirst algorithm
gives as best team the graph of figure 4. This
team has diameter value 2 and SW value 15, since
it contains a negative labeled edge. Modified
RarestFirst gives figure 5 as the best team. This
team has diameter 3 and SW value 6. This is an
example of a case that smaller diameter is not
preferred, as there is a better solution with no
negative links and with slightly bigger diameter
available.



7 Conclusions

In the work that we presented, the problem of
finding a team of skilled experts that can com-
plete a project, with a small communication cost
and with no unfriendly links if possible, was stud-
ied. We modified an existing team formation al-
gorithm, in order to make it avoid selecting teams
with negative links in them. A great number of
experiments were conducted on the real dataset of
Epinions’ network and we evaluated the results
comparing them with those of an existing algo-
rithm’s.
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