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. Multitenancy with Containers

Software Containers
= Run in multitenant hosts
* Host data-intensive applications

— Filesystem Library —— —
Filesystem access to processes

= Preloaded

= POSIX-like interface for process
management, memory mappings,

\-

Filesystem Service
Handles container 1/0 in a pool

= Collections of libservices

= |ibservice: standalone user-level
storage functionality implemented

—— — Results

= Achieve bare-metal performance & flexibilit i i i
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. = 2nd Stage: Let them complete in parallel buffer Problem
= Pertenant user-level filesystems potentially out of FIFO order = |/0 contention on shared host kernel limits
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Summary

= Polytropon achieves faster I/0 response &
more stable performance

= RCQB benefits from parallel completion of




