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ABSTRACT

A joint probabilistic face detection and tracking algorithm for com-
bining a likelihood estimation and a prior probability is proposed
in this paper. Face tracking is achieved by a Bayesian framework.
The Hikelihood estimation scheme is based on statistical training
of sets of automaticaily generated feature points, while the prior
probability estimation is based on the fusion of an information the-
oretic tracking cue and a gaussian temporal model. The likefihood
estimation process is the core of a multiple face detection scheme
used to initialize the tracking process. The resulting system was
tested on real image sequences and is robust to significant partial
occlusion and iflumination changes

1, INTRODUCTION

Automatic detection and tracking of human parts is a chaflenging
research topic with applications in many domains such as human
computer interaction and surveillance, face recognition and in hu-
man joint audio and video localization systems.

In that framework, Bayesian approaches express the posterior
probability of the motion parameters in terms of a prior probability
and a likelihood function [1]. The prior probability is representa-
tive of the tracked object previous history and the likelihood is rep-
resentative of the similarity to an appearance based model learnt
through statistical training. Bayesian approaches are considered
an effective way of updating prior information by forwarding the
posterior probability and using it as the prior in the next stage of
the process. They also allow the fusion of different tracking cues
in order to provide a joint tracking output.

The main characteristics of existing work are the use of an
image model learned through statistical training and the fusion of
different tracking cues. An appearance model consisting of a sta-
ble component, a translent component and an outlier process is
proposed in [2]. Object tracking is performed using color, texture,
and edge information in [3}, while edge and ridge information is
used in [4]. Grayscale and motion model information are com-
bined in [5] to perform tracking of 3D articulated figures.
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Head orientation is calculated by using either feature based
methods [8, 7] or appearance based methods |8, 9]. The latter rely
on using training sets of face images under varying pose, while
the feature based methods do not require statistical training. Ap-
pearance based methods are particularly interesting as they can be
combined in a probabilistic framewark to obtain a single percep-
tory output.

The Bayesian face tracking scheme proposed in this paper re-
lies on an appearance based model of automatically generated fea-
ture point sets for construction the likelihood function [10] and a
mutual information tracking cue for constructing the prior prob-
ability. Our approach introduces the use of mutual information
as a separate cue in a Bayesian face tracking framework. Also,
the probability of face observation is constrained using a tempo-
ral model based on the automatically generated feature point sets.
Head orientation calculation is performed using a mutual informa-
tion based scheme. The proposed approach doesn’t require train-
ing for head otientation estimation and has shown good results in
determining pose under facial appearance changes and illumina-
tion variations.

The tracking algorithm is initialized using a likelihood func-
tion estimation framewaork and is interpreted as a probabilistic face
detector. An arbitration scheme is also used to obtain a multiple
face extension of the algorithm.

The main contributions of the current work are the use of a
novel probahilistic model based on automatically generated fea-
ture point sets in an object tracking scheme, the introduction of
mutual information as a separate cue in a Bayesian framework and
the head orientation calculation method using mutual information.

The proposed tracking scheme was tested on real image se-
quences. The tracker performs well in partial occlusion and illu-
mination change situations as it combines the robustness of mutual
information systems to illumination changes and the appearance
based face detection systems lo partial occlusion.

2, LIKELIHOOD ESTIMATION

The acquisition of the likelihood estimates is an important part of
a Bayesian tracking framework, Moreover. it can be used in order
to construct a face detection scheme, The face detection scheme
is used as a tracking initialization procedure and is applied at the
beginning of the tracking process or in the case of tracking failure.
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Likelihood is learnt through training of automatically generated
feature points. Each image of the training set is described by a
set of automatically generated feature points [10, 11]. The fea-
ture points represent image corners and are characterized by large
gradient variations in both horizontal and vertical directions and is
presented in [12] as an edge detection algorithm,

2.1. Face feature generation and training

The feature set [10], is generated using a matrix:
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Matrix Z is constructed for every candidate feature point. J; and
Jy are the image gradients of an image point in the z and y direc-
tion respectively and W is a nzn window centered on the candi-
date feature point. Matrix Z is zero-positive with two eigenvalues
> 20

Features having two large eigenvalues of their matrix Z are
selected and the inter feature distance must not exceed a predefined
threshold (feature neighborhoad threshold).

The feature set is assumed to be comprised of N features.
Most of them represent corners generated by the intersection of
the object contours or corner of the local intensity pattern not cor-
responding to obvious scene features [12]. In the case of faces,
the feature set is expected to lie on face areas containing intensity
variations such as the face contour, the eyes area, the nose area and
the mouth area (see figure 1).

The training procedure involves the feature set generation from
a number of training images. The "ORL Database of Faces”[13]
containing a total number of 400 images of 40 different persons
was used for training. The number of features, IV is selected to be
much less than the total number of image pixels N1, (N < N1). It
is convenient to set N < N, where N7 is the size of the training
image set. In our case Nt = 400.

2.2. Face observation probability estimation

The estimation of the first cue face observation probability is ac-
complished by calculating the likelihood J(x|(2) of a target, where
x is the input pattern in the "feature point set space” and £ repre-
sents the face class. The multiscale extension of the face detection
procedure used in [14] is adopted. Using the results obtained by
PCA, P(x|Q) can be approximated with [14]:

P(x|$2) = Par(xI9) Prv—ns (x/92) @

where Par(x|$2) is the term estimated from the M principal com-
ponents and P _ s (X[02) is the estimated contribution of the re-
maining components.

In order to estimate IA’(x;Q) over a new image region a set of
feature points should be generated using the previously described
algorithm. An estimaie of the face position and scale is thus ob-
tained, The probability P(x|Q) of a pattern x belonging to a
face is generally normalized with respect to lis maximum value
ﬁ(xm)ma,. The normalized probability is compared to a prede-
fined threshold in order to perform facial region assignment.

2,3, Tracking algoerithm initialization

The face tracking algorithm initialization procedure is based on the
estimation of the facial observation probability. The facial cbser-
vation probability calculation process is extended to handle mul-
tiple faces. Candidate facial regions are considered all those for
which the normalized face observation probability exceeds a pre-
defined threshold. In order to eliminate false facial region can-
didates an arbitration scheme similar to that presented in [15] is
implemented. The steps of the initialization of the multiple face
tracking algorithm are:

e Calculate the facial observation probabilities over the whole
the image (eq. 2).

e Reject all the candidate regions whose normalized facial
observation probability is below a predefined threshold. Mark
these candidate regions as non face regions.

= Repeat

- Mark as a face the unmarked image region assigned
to the maximum facial observation probability.

- Perform the arbitration scheme:

* Reject any candidate facial region whose center
lies within a previously defined facial region.

* Reject any candidate facial region overlapping
with a previously defined facial region.

+ Reject any candidate facial region when the num-
ber of less probable candidate facial regions within
them is less than a predefined threshold.

» until all candidate regions are marked as face or non face.

3. PRIOR PROBABILITY ESTIMATION

The prior probability is representative of the previous knowledge
acquired through the tracking process. The estimation of the prior
is based on a mutual information tracking cue and a temporal model.

3.1. Mutual information cue

The tracking process can be modeled as a communication between
a transmitter (the reference face region A;) and a receiver (the
target face region Az) with @ Nyaz symbol alphabet (the maxi-
mum number of grayscale levels). Mutual information is a mea-
sure of the amount of information transmitted through the com-
munication channel. Let U({{g:—1), V' (¢¢}) be two random vari-
ables with p(u), p(v) their marginal probability mass functions
and u; = J1(pi-1), v; = J2{p:) their possible outcomes, where
Jy and Jz are the reference and target images respectively, pi—1 €
Ay, pe € Az and ¢ = [x:, 5¢,9:¢]" is the tracked face parameter
vector at time . x; is the feature point set at time ¢, while s and
represent scale and rotation respectively.

The mutual information of two random variables U, V with a
joint probability mass function p{u, v) is defined as [16]:

Nmaz Nmaz
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The maximum mutual information for a particular prior p(u) is

[17]:

Nunas
Imoe(Ule—z), V(ge)) = — 3 plui)logyplw) (@)
i=1
and reaches its maximum value when
1
= <{i<N.
plus) log, Nmaz bsi< ®

Lei the prior probability based on the mulual information tracking
cue be:

I(U($e-1), V{g:e))

pPMmr (d’tlﬁbt-l) =a Lnae (U(ﬂﬁt—l)= V(¢t)) ’

®

where ¢1 is a constant.

Since I{U,V} > 0 [16], 0 < pass(che|dpe—1) < 1. A large
value of pasi(@¢|¢i—1) indicates a strong match between the ref-
erence and the target regions, while a small value of pari {@e|de—1)
indicates a weaker match.

3.2, Temporal model

The temporal model part of the prior describes the probability of a
face to appear given its location at the previous time instant. The
temporal model is used as a constraint factor [5] in the tracking
process. Scale variation s is modeled as a gaussian distribution:

- St 8 2
p(StISt—l) ~E {cals: i—1) )- (7)

In order to model the facial position variation, the feature point sets

generated on the reference and target regions are used. The overall

facial position variation is also modeled as a gaussian distribution:
p(xexe_1) ~ e~ Talon £~z g (t=10)2 +(ra (£)—ya (11 0)7) ,

(8

where 1 (1), yx () are the = and y coordinates of feature point k
at time instant ¢ respectively.
Finally, rotation is modeled by:

_ - - 2
p(Po1) ~ e (ca(B{t)-8(t-1))") (9)

Constants ¢z, ¢3 and ¢4 are empirically determined. Prior prob-
abilities are not informative if the prior pdf has a larger variance
than the likelihood function [1]. Therefore, too small values of
¢g, ¢z and ¢4 will render the temporal model non informative and
thus unimportant ta the tracking process.

4. FACE TRACKING

In order to track the detected faces to the next frame the observa-
tion probabilities p;{¢,| K} are calculated for each detected face
[5). Let us recall that ¢ = {x, ,9]" is the vector containing the
feature points and their rotation and scaling parameters at time in-
stant t and K is representing a subimage of image J;. The obser-
vation probability p{¢:|K:) of the parameter vector is expressed
by:

P(d|K:) = Cap(Kel o) P(x]9). (10)

The term Cy is a normalizing factor [1], while the term p(K:|¢:}
represents the prior:

p(Kiide) = paar{dulde—1)p(delge—1) (1)

As it can be observed, the prior is constructed from the mutual
information contribution par;(:|¢e—1) and the temporal model
contribution p(e|de-1}.

In arder to obtain the full estimate of the head orientation ¥ a
coarse estimate is obtained at first by finding the translation vector.
The estimate is then refined by calculating the scale factor and the
rotation angle and the final estimate is obtained. Better results may
be obtained by adopting a recursive refining process.

5. EXPERIMENTAL RESULTS

The proposed algorithm was tested on a variety of real face image
sequences under different lightening and occlusion conditions. Re-
sults on a single face sequence without lightening changes or par-
tial occlusion are presented in Figure 2. As it can be observed,
the face position and orientation are correctly determined. Track-
ing results on a similar sequence with lightening changes are pre-
sented in Figure 3. A slight drift in the estimated facial position is
noticed in very dark image sequences when the tracking process is
prolonged for toe long. Results on multiple face image sequences
suffering from lightening changes and partial occlusion are pre-
sented in Figures 4 and 5 respectively. Facial position is correctly
determined in the multiple face case even under severe partial oc-
clusion and illumination changes. In general, the face tracking al-
gorithm proposed in this paper can effectively track multiple faces
under significant illumination changes and partial occlusion.

6. CONCLUSIONS

A Bayesian face tracking scheme was presented in this paper. Like-
lihood estimation is performed using sets of automatically gener-
ated feature points, while the prior probability estimation is based
on a mutual information tracking cue and a gaussian temporal
model.

The main contributions of the proposed scheme are the intro-
duction of a novel appearance based model for likelihood estima-
tion and the use of a mutual information tracking cue in order to
estimate the prior combined with a gaussian temporal model.

Moreaver, the implementation of an arbitration scheme, to
face tracking initialization is also important since it allows a mul-
tiple face tracking extension.

The proposed algorithm was tested on real face sequences. Re-
sults have shown that the facial position is correctly determined
even in image sequences presenting important illumination changes
and partial occlusion, The face orientation was correctly deter-
mined under normal illumination conditions and slight illumina-
tion changes. Robustness to illumination changes is obtained by
using the mutual information tracking cue, while robustness to
partial occlusion is obtained by the use of the appearance based
model.
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Fig. 1. {a) Feature point set of 100 feature points. Feature neigh-
borhood threshold=5. (b} Feature point set of 100 feature points.
Feature neighborhood threshold=3. (c} Feature point set of 300
feature points. Feature neighborhood threshold=3.

Fig. 4. Tracking results in a face image sequence containing two
faces under varying lightening conditions.

Fig. 5. Tracking results in a face image sequence containing two
faces under varying lightening conditions and partial occlusion.
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