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Abstract. We consider the discretization of differential equations satisfying the maximal parabolic Lp-regularity
property in Banach spaces by discontinuous Galerkin methods. We use the maximal regularity
framework to establish that the discontinuous Galerkin methods preserve the maximal Lp-regularity,
satisfy corresponding a posteriori error estimates, and the estimators are of optimal asymptotic order
of convergence. In our proofs, we use a suitable interpretation of the discontinuous Galerkin methods
as modified Radau IIA methods.
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1. Introduction. We consider the discretization of differential equations satisfying the
maximal parabolic Lp-regularity property in Banach spaces by discontinuous Galerkin meth-
ods. In this paper we use the maximal regularity framework to establish that the discontinuous
Galerkin methods (i) preserve the maximal parabolic Lp-regularity, (ii) satisfy corresponding
a posteriori error estimates, and (iii) the estimators are of optimal asymptotic order of con-
vergence.

1.1. Maximal parabolic regularity. We consider an initial value problem for a linear par-
abolic equation,

(1.1)

{
u′(t) +Au(t) = f(t), 0 < t < T,

u(0) = 0,

in a Banach space X. Our structural assumption is that the operator A is the generator of an
analytic semigroup on X having maximal Lp-regularity, i.e., the solution u of (1.1) satisfies
the stability estimate

(1.2) ‖u′‖Lp((0,T );X) + ‖Au‖Lp((0,T );X) 6 cp,X‖f‖Lp((0,T );X) ∀f ∈ Lp((0, T );X)
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for some, or, as it turns out, for all p ∈ (1,∞), with a constant cp,X independent of T,
depending only on p and X. In other words, u′ and Au are well defined and have the same,
i.e., maximal, regularity as their sum u′ +Au, that is, the given forcing term f.

It is known that every generator of a bounded analytic semigroup on a Hilbert space has
maximal Lp-regularity and that a Banach space with an unconditional basis satisfying this
property is a Hilbert space; see [8] and [10], respectively. We refer to [21] for a fundamental
characterization of the maximal Lp-regularity property on X = Lq(Ω), with 1 < q < ∞
and Ω a domain in R

d, and, more generally, on unconditional martingale differences (UMD)
spaces, and to the lecture notes [14] for an excellent account of the theory. Coercive elliptic
differential operators on Lq(Ω) with general boundary conditions possess the maximal Lp-
regularity property; see [14] and references therein. Throughout the paper, X is a UMD
space.

1.2. The numerical methods. We consider the discretization of the initial value problem
(1.1) by discontinuous Galerkin methods.

Let N ∈ N, k = T/N be the constant time step, tn := nk, n = 0, . . . , N, be a uniform
partition of the time interval [0, T ], and Jn := (tn, tn+1]. For q ∈ N, with 0 < c1 < · · · < cq = 1
the Radau nodes in the interval [0, 1], let tni := tn + cik, i = 1, . . . , q, be the intermediate
nodes; we shall also use the notation tn0 := tn.

For s ∈ N0, we denote by P(s) and PX′(s) the spaces of polynomials of degree at most s
with coefficients in the domain D(A) of the operator A,D(A) := {v ∈ X : Av ∈ X}, and in
the dual X ′ of X, respectively, i.e., the elements g of P(s) and of PX′(s), respectively, are of
the form

g(t) =
s∑

j=0

tjwj , wj ∈ D(A) and wj ∈ X ′, j = 0, . . . , s.

With this notation, let Vc
k(s) and Vd

k (s) be the spaces of continuous and possibly discontinuous
piecewise elements of P(s), respectively,

Vc
k(s) := {v ∈ C

(
[0, T ];D(A)

)
: v|Jn ∈ P(s), n = 0, . . . , N − 1},

Vd
k (s) := {v : [0, T ] → D(A), v|Jn ∈ P(s), n = 0, . . . , N − 1}.

The spaces X c
k (s) and X d

k (s) are defined analogously, with coefficients wj ∈ X.
We denote by 〈·, ·〉 the duality pairing between X and X ′.
For q ∈ N, with starting value U(0) = U0 = 0, we consider the discretization of the initial

value problem (1.1) by the discontinuous Galerkin method dG(q−1), i.e., we seek U ∈ Vd
k (q−1)

such that

(1.3)

∫

Jn

(
〈U ′, v〉+ 〈AU, v〉

)
dt+ 〈U+

n − Un, v
+
n 〉 =

∫

Jn

〈f, v〉dt ∀v ∈ PX′(q − 1)

for n = 0, . . . , N − 1. As usual, we use the notation vn := v(tn), v
+
n := limsց0 v(tn + s).

Following [18], we define the reconstruction operator Î : Vd
k (q − 1) → Vc

k(q), Û := ÎU, via

Û+
n = Un,∫

Jn

〈Û ′, v〉 dt =
∫

Jn

〈U ′, v〉 dt+ 〈U+
n − Un, v

+
n 〉 ∀v ∈ PX′(q − 1).

(1.4)
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This operator is in fact an extended interpolant at the Radau nodes, [18]: Û is uniquely
defined by (1.4) and satisfies

Û(tnj) = U(tnj), j = 0, . . . , q (U(tn0) = Un).

Using this reconstruction, we can reformulate the discontinuous Galerkin method as

(1.5)

∫

Jn

(
〈Û ′, v〉+ 〈AU, v〉

)
dt =

∫

Jn

〈f, v〉dt ∀v ∈ PX′(q − 1).

Denoting by Pq−1 the piecewise L2-projection onto X d
k (q−1), relation (1.5) implies the point-

wise equation

(1.6) Û ′ +AU = Pq−1f.

Relationship (1.6) will be important for the a posteriori error analysis in the following.

1.3. Main results. First, we prove that the discontinuous Galerkin methods preserve the
maximal parabolic regularity. Then, we use the reconstruction Û and the maximal parabolic
regularity of the differential equation to establish a posteriori error estimates. Finally, we
combine the pointwise form (1.6) of the discontinuous Galerkin method with the discrete
maximal parabolic regularity to show that the a posteriori error estimator is of optimal order.

Discrete maximal regularity. Utilizing the interpretation of discontinuous Galerkin meth-
ods as modified Radau IIA methods and the known maximal regularity property of Radau IIA
methods, we prove that the discontinuous Galerkin methods preserve the maximal regularity
property; more precisely we prove the following.

Theorem 1.1 (Discrete maximal regularity). The discontinuous Galerkin approximations

U0, . . . , UN ∈ D(A) are well defined by (1.3) and satisfy the maximal parabolic regularity

stability estimates

(1.7) ‖(∂Un)
N
n=1‖ℓp(X) + ‖(AUn)

N
n=1‖ℓp(X) 6 Cp,X‖f‖Lp((0,T );X)

and

(1.8)

q∑

i=1

‖(AUni)
N−1
n=0 ‖ℓp(X) 6 Cp,X‖f‖Lp((0,T );X)

with Uni := U(tni). Furthermore, we have the analogue of (1.2) for the reconstruction Û ,

(1.9) ‖Û ′‖Lp((0,T );X) + ‖AÛ‖Lp((0,T );X) 6 Cp,X‖f‖Lp((0,T );X),

where Cp,X denotes a constant independent of N and T.

Here, for a sequence (vn)n∈N ⊂ X, we used the notation

∂vn :=
vn − vn−1

k
and ‖(vn)

M
n=1‖ℓp(X) :=

(
k

M∑

n=1

‖vn‖
p
X

)1/p
.
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Notice that ‖(vn)
M
n=1‖ℓp(X) is the Lp((0, tM );X) norm of the piecewise constant function v

taking the values v(t) = vn+1, tn < t < tn+1.
Our proof for the maximal parabolic regularity of discontinuous Galerkin methods hinges

on the recent corresponding result for Radau IIA methods (see [12]), and, as in [12], the
result is valid for differential equations with the maximal parabolic regularity. This is possible
through a precise reformulation of discontinuous Galerkin methods as modified Radau IIA
methods, Lemma 2.2. This result will be instrumental in the a posteriori error analysis as
well.

Logarithmically quasi-maximal parabolic regularity results for discontinuous Galerkin
methods were recently established in [16, 17]. The approach taken in [16, 17] is fundamentally
different from ours, and it does not rely on the maximal parabolic regularity of the underlined
differential equation. On the one hand, this makes the results of [16, 17] more general as they
are even valid for Banach spaces such as L1(Ω) and L∞(Ω) as well as for nonconstant time
steps; on the other hand, as opposed to the stability results proved herein, the bounds of
[16, 17] contain a logarithmic factor depending on the time steps, a natural price to be paid
for their generality.

A posteriori error estimates. We utilize the reconstruction Û and the maximal regularity
of the differential equation to establish a posteriori error estimates. To this end, we denote
by R ∈ Lp((0, T );X) the residual of the reconstruction Û of the discontinuous Galerkin
approximation U ,

(1.10) R(t) := Û ′(t) +AÛ(t)− f(t), t ∈ (tn, tn+1], n = 0, . . . , N − 1,

i.e., the amount by which Û misses being exact solution of the differential equation in (1.1).
Then, the error e := u− Û satisfies the error equation

(1.11) e′(t) +Ae(t) = −R(t), t ∈ (tn, tn+1], n = 0, . . . , N − 1.

Such pointwise error equations are instrumental in a posteriori error analyses using recon-
struction operators; see, e.g., [2, 3, 4, 6, 19]. Now, the maximal Lp-regularity of the operator
A applied to the error equation (1.11) yields the desired a posteriori error estimate

(1.12) ‖e′‖Lp((0,t);X) + ‖Ae‖Lp((0,t);X) 6 cp,X‖R‖Lp((0,t);X)

for all 0 < t 6 T for any p ∈ (1,∞) with a constant cp,X depending only on p and X. Notice
that since the residual R is a computable quantity, depending only on the numerical solution
Û and the given forcing term f, (1.12) is an a posteriori error estimate.

Our main task then in Section 3 is to show that the estimator ‖R‖Lp((0,t);X) is of asymptotic
optimal order of convergence as compared to a priori bounds for the error in the maximal
regularity framework. Our main result is stated in Theorem 3.4. To do that, we have chosen
to use a discrete consistency analysis similar to [1] for Radau IIA methods exploiting the
precise connection provided by Lemma 2.2.

An outline of the paper is as follows. In Section 2, we prove Theorem 1.1. Section 3 is
devoted to the a posteriori error analysis; furthermore, we briefly discuss the extension of our
results to nonautonomous equations.
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2. Discrete maximal regularity. In this section we prove that the discontinuous Galerkin
methods preserve the maximal parabolic Lp-regularity property. Our proof utilizes the in-
terpretation of discontinuous Galerkin methods as modified Radau IIA methods with the
modification concerning exclusively the forcing term f ; this in combination with the max-
imal parabolic regularity result for Radau IIA methods leads to the asserted property for
discontinuous Galerkin methods.

The discrete maximal regularity property is of independent interest; in addition, it will be
our main tool to prove that the a posteriori estimator is of optimal order.

2.1. Radau IIA methods. Our proof of the maximal parabolic regularity of discontinuous
Galerkin methods is based on the recent corresponding result for Radau IIA methods; see [12].
Here, we recall the Radau IIA methods.

The q-stage Radau IIA method is specified by the coefficients

(2.1) aij =

∫ ci

0
ℓj(τ) dτ, bi =

∫ 1

0
ℓi(τ) dτ (= aqi), i, j = 1, . . . , q;

here, ℓ1, . . . , ℓq ∈ Pq−1 are the Lagrange polynomials for the Radau nodes c1, . . . , cq, ℓi(cj)
= δij . The coefficient matrix Oι := (aij)i,j=1,...,q is invertible and the stability function r of the
method vanishes at infinity.

Relations (2.1) reflect the fact that the Radau IIA method is of collocation type, i.e., its
stage order is q. The first member of this family, for q = 1, is the implicit Euler method.

With starting value U0 = 0, we consider the discretization of the initial value problem
(1.1) by the q-stage Radau IIA method: we recursively define approximations Uℓ ∈ D(A) to
the nodal values u(tℓ), as well as internal approximations Uℓi ∈ D(A) to the intermediate
values u(tℓi), by

(2.2)





Uni = Un − k

q∑

j=1

aij
(
AUnj − f(tnj)

)
, i = 1, . . . , q,

Un+1 = Un − k

q∑

i=1

bi
(
AUni − f(tni)

)
,

n = 0, . . . , N − 1. Notice that Un+1 = Unq; this is a consequence of the fact that aqi = bi, i =
1, . . . , q.

The maximal parabolic regularity property for Radau IIA methods is the following.

Lemma 2.1 ([12, Corollary 5.2, Theorem 5.1]; maximal regularity of Radau IIA methods).
The Radau IIA approximations U0, . . . ,UN ∈ D(A) are well defined by (2.2) and satisfy the

maximal parabolic regularity stability estimates

(2.3) ‖(∂Un)
N
n=1‖ℓp(X) + ‖(AUn)

N
n=1‖ℓp(X) 6 Cp,X

q∑

i=1

‖(f(tni))
N−1
n=0 ‖ℓp(X)

and

(2.4)

q∑

i=1

‖(AUni)
N−1
n=0 ‖ℓp(X) 6 Cp,X

q∑

i=1

‖(f(tni))
N−1
n=0 ‖ℓp(X)
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with a method-dependent constant Cp,X , independent of N and T.

2.2. Discontinuous Galerkin methods as modified Radau IIA methods. Combining
Lemma 2.1 with the interpretation of discontinuous Galerkin methods as modified Radau
IIA methods, we shall prove Theorem 1.1, i.e., the discrete maximal regularity property of
discontinuous Galerkin methods.

In addition to the Lagrange polynomials ℓ1, . . . , ℓq ∈ Pq−1 for the Radau nodes c1, . . . , cq
(see (2.1)), we shall use the Lagrange polynomials ℓ̂0, . . . , ℓ̂q ∈ Pq for the points c0, c1, . . . , cq
with c0 = 0. The corresponding Lagrange polynomials shifted to the interval J̄n are denoted
by ℓni and ℓ̂ni, respectively.

It is known that the discontinuous Galerkin methods are related to Runge–Kutta methods;
see [15, 11] and [20, Chapter 12]. A connection through rational functions and nodal values
at a uniform partition of each Jn was used in [16, 17]; see also [9, p. 1322]. The next lemma
provides an explicit relationship of the values of the discontinuous Galerkin approximation U
at the Radau nodes and the equations defining the Runge–Kutta method, thereby yielding a
reformulation of the variational method as a modified Radau IIA method. This interpretation
plays a key role in the proof of Theorem 1.1 as well as in the a posteriori error analysis.

Lemma 2.2 (The discontinuous Galerkin as a modified Radau IIA method). The discontin-

uous Galerkin approximations Un := U(tn), Uni := U(tni), i = 1, . . . , q, satisfy the modified

Radau IIA method

(2.5)





Uni = Un − k

q∑

j=1

aij
(
AUnj − fnj

)
, i = 1, . . . , q,

Un+1 = Un − k

q∑

i=1

bi
(
AUni − fni

)
,

n = 0, . . . , N − 1, with the modification consisting in the fact that the nodal values f(tni) of

the forcing term have been replaced by the averages

(2.6) fni :=
1∫

Jn
ℓni(s) ds

∫

Jn

ℓni(s)f(s) ds =
1

bik

∫

Jn

ℓni(s)f(s) ds, i = 1, . . . , q.

Again, Un+1 = Unq. Furthermore, (2.5) written in terms of Û is a modified collocation method

in each interval Jn with starting value Ûn0 = Un, namely,

(2.7) Û ′(tni) +AÛ(tni) = fni, i = 1, . . . , q.

Proof. Using the fact that the Radau quadrature rule is exact for polynomials of degree
up to 2q − 2, we see that (1.5) implies, for all v ∈ PX′(q − 1),

(2.8) k

q∑

j=1

bj〈Û
′(tnj) +AUnj , v(tnj)〉 =

∫

Jn

〈f, v〉 ds.

The choice v = ℓniw, with w any element of X ′, yields

(2.9) bikÛ
′(tni) + bikAÛ (tni) =

∫

Jn

ℓni(s)f(s) ds,
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which is (2.7).
To prove (2.5), we observe that (2.7) implies that Û ′ has the representation

Û ′(t) =
q∑

j=1

ℓnj(t)(fnj −AUnj), t ∈ Jn,

whence, integrating, we infer that

Uni − Un =

∫ tni

tn

Û ′(t)dt =
q∑

j=1

∫ tni

tn

ℓnj(t)dt (fnj −AUnj) = k

q∑

j=1

aij(fnj −AUnj),

and the proof is complete.

Remark 2.3 (Existence and uniqueness of approximations). The Radau IIA approximations
Uni are well defined by (2.2); see [12, (5.3)]. Consequently, the values Uni = U(tni), i = 1, . . . , q,
of the discontinuous Galerkin approximation at the intermediate nodes are also well defined
by (2.5); see also (2.12). Since U is a polynomial of degree at most q − 1 in each subinterval
Jn := (tn, tn+1], this argument yields existence and uniqueness of the discontinuous Galerkin
approximation U ∈ Vd

k (q − 1); see (1.3).

2.3. Proof of Theorem 1.1. First, from Lemma 2.1 and the modified Radau IIA formula-
tion (2.5) of the discontinuous Galerkin method, we obtain the preliminary stability estimates

(2.10) ‖(∂Un)
N
n=1‖ℓp(X) + ‖(AUn)

N
n=1‖ℓp(X) 6 Cp,X

q∑

i=1

‖(fni)
N−1
n=0 ‖ℓp(X)

and

(2.11)

q∑

i=1

‖(AUni)
N−1
n=0 ‖ℓp(X) 6 Cp,X

q∑

i=1

‖(fni)
N−1
n=0 ‖ℓp(X)

with a constant Cp,X independent of N and T.
Therefore, to complete the proof of (1.7) and (1.8), it suffices to show that

(2.12)

q∑

i=1

‖(fni)
N−1
n=0 ‖ℓp(X) 6 γ ‖f‖Lp((0,T );X)

with a constant γ independent of N and the time step k. Now, with p′ the dual exponent of
p, 1/p + 1/p′ = 1, we have

‖fni‖
p
X =

1

(bik)p

∥∥∥
∫

Jn

ℓni(s)f(s) ds
∥∥∥
p

X

6
1

(bik)p

(∫

Jn

‖ℓni(s)f(s)‖X ds
)p

6
1

(bik)p

(∫

Jn

‖f(s)‖pX ds
)(∫

Jn

|ℓni(s)|
p′ ds

)p/p′

.
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Notice that ∫

Jn

|ℓni(s)|
p′ ds = k

∫ 1

0
|ℓi(τ)|

p′dτ.

In addition, kp/p
′−p = k−1. Therefore,

(2.13) k‖fni‖
p
X 6

( 1

bp
′

i

∫ 1

0
|ℓi(τ)|

p′dτ
)p/p′

∫

Jn

‖f(s)‖pX ds,

and the proof of (2.12) is complete. To show (1.9), we first notice that (Un0 = Un)

∫

Jn

‖AÛ‖pX dt =

∫

Jn

‖A

q∑

i=0

ℓ̂niUni‖
p
X dt

6 k
( q∑

i=0

‖ℓ̂ni‖L∞(Jn)‖AUni‖X

)p

6

( q∑

i=0

‖ℓ̂ni‖
p′

L∞(Jn)

)p/p′( q∑

i=0

k‖AUni‖
p
X

)
.

Using similar arguments for ‖AU‖Lp((0,T );X), we obtain, in view of (1.7) and (1.8),

‖AÛ‖Lp((0,T );X) + ‖AU‖Lp((0,T );X) 6 Cp,X‖f‖Lp((0,T );X).

To complete the proof of (1.9), it suffices to note that

‖Û ′‖Lp((0,T );X) 6 ‖AU‖Lp((0,T );X) + ‖Pq−1f‖Lp((0,T );X) 6 Cp,X‖f‖Lp((0,T );X).

In the last estimate we have also used the fact that ‖Pq−1f‖Lp((0,T );X) 6 Cp,X‖f‖Lp((0,T );X).

This is indeed true as the following simple argument shows: Let ℓ̃0, . . . , ℓ̃q−1 ∈ Pq−1 be

the normalized Legendre polynomials in the interval [0, 1], i.e.,
∫ 1
0 ℓ̃i(τ)ℓ̃j(τ) dτ = δij . Then,

ℓ̃ni(t) = ℓ̃ni(tn+ kτ) := 1√
k
ℓ̃i(τ), i = 0, . . . , q− 1, are the corresponding polynomials shifted to

the interval Jn and normalized. Now,

Pq−1f =

q∑

i=1

ℓ̃ni

∫

Jn

ℓ̃ni(t)f(t) dt in Jn

and
∥∥∥ℓ̃ni

∫

Jn

ℓ̃ni(t)f(t) dt
∥∥∥
p

Lp(Jn;X)
=

∫

Jn

|ℓ̃ni(s)|
p ds

∥∥∥
∫

Jn

ℓ̃ni(t)f(t) dt
∥∥∥
p

X

6

∫

Jn

|ℓ̃ni(s)|
p ds

( ∫

Jn

|ℓ̃ni(t)|
p′ dt

)p/p′
∫

Jn

‖f(t)‖pX dt

=

∫ 1

0
|ℓ̃i(τ)|

p dτ
(∫ 1

0
|ℓ̃i(τ)|

p′ dτ
)p/p′

∫

Jn

‖f(t)‖pX dt,

which lead to the desired estimate.
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3. A posteriori error estimates. In this section we prove that the a posteriori error
estimator is of optimal order. The approach taken is a suitable modification of the analysis
in [1].

3.1. A posteriori error estimates. Recall the piecewise L2-projection Pq−1 onto X d
k (q−1)

and the pointwise equation

(3.1) Û ′ +AU = Pq−1f ;

see (1.6). This equation can be rewritten as

(3.2) Û ′ +AÛ = AÛ −AU + Pq−1f = R+ f,

where R is the residual of Û ,

(3.3) R(t) := Û ′(t) +AÛ(t)− f(t), t ∈ (tn, tn+1], n = 0, . . . , N − 1 .

Then, the error e = u− Û satisfies the error equation

(3.4) e′(t) +Ae(t) = −R(t), t ∈ (tn, tn+1], n = 0, . . . , N − 1.

Now, the maximal Lp-regularity of the operator A applied to the error equation (3.4) yields
the a posteriori error estimate

(3.5) ‖e′‖Lp((0,t);X) + ‖Ae‖Lp((0,t);X) 6 cp,X‖R‖Lp((0,t);X) (cf. (1.12))

for all 0 < t 6 T for any p ∈ (1,∞) with a constant cp,X depending only on p and X. Next, we
shall prove that the a posteriori error estimator on the right-hand side of (3.5) is of optimal
order.

3.1.1. Explicit representation of the residual. One of the fundamental properties of the
reconstruction operator is the fact that U and Û coincide at the Radau nodes of each time
interval. Therefore,

Û(t)− U(t) = Û(t)− Iq−1Û(t)

with Iq−1 : C
(
[0, T ];X

)
→ X d

k (q − 1) the interpolation operator at the Radau nodes tni, i =
1, . . . , q, n = 0, . . . , N − 1. Thus, (3.2) implies

(3.6) R(t) = A
[
Û(t)− Iq−1Û(t)

]
−

[
f(t)− Pq−1f(t)

]
, t ∈ (tn, tn+1],

n = 0, . . . , N − 1.
Using the Kowalewski representation [7, Ex. 1, pp. 71–72] of the polynomial interpolation

remainder, we have

(3.7) Û(t)− Iq−1Û(t) = kqΦq

( t− tn
k

)
Û (q)

for t ∈ Jn, with Φq(s) :=
1
q!

∏q
i=1(s− ci), s ∈ [0, 1] (cf. [1, (3.2)]), and thus

(3.8) R(t) = kqΦq

(t− tn
k

)
AÛ (q) −

[
f(t)− Pq−1f(t)

]
,

t ∈ Jn, n = 0, . . . , N − 1.
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3.2. Optimality of the estimator via a priori error analysis. Although discontinuous
Galerkin is a finite element method, the presented analysis is a modification, at certain points
only, of the proofs of [1]. The consistency estimates for the Radau IIA methods can be
directly used. Then, the discrete maximal parabolic regularity property of the q-stage Radau
IIA method leads to convergence rates for the discontinuous Galerkin method. These bounds
will be instrumental to establish sharp asymptotic upper bounds for the estimator.

3.2.1. Error estimates. Let en := u(tn) − Û(tn) = u(tn) − Un, n = 0, . . . , N, and eni :=
u(tni)− Û(tni) = u(tni)− Uni, n = 0, . . . , N − 1. Notice that en+1 = enq, n = 0, . . . , N − 1.

The consistency errors Eni and En+1 of the q-stage Radau IIA method are determined by

(3.9)





u(tni) = u(tn)− k

q∑

j=1

aij
(
Au(tnj)− f(tnj)

)
+ Eni, i = 1, . . . , q,

u(tn+1) = u(tn)− k

q∑

i=1

bi
(
Au(tni)− f(tni)

)
+ En+1.

Notice that En+1 = Enq, n = 0, . . . , N − 1.
We recall an easy consistency estimate of the q-stage Radau IIA method from [1, Lemma

3.2] for q > 2. The case q = 1 is easy; see Remark 3.3.

Lemma 3.1 (Consistency estimate). If the solution u of (1.1) is sufficiently smooth, then

the following consistency estimate holds, for q > 2,

(3.10) ‖En+1‖X + k

q∑

i=1

‖Eni‖X 6 ckq+2, n = 0, . . . , N − 1.

As in [13, §4.1], [1], we rewrite the first relation in (3.9) in a suitable for our purposes
form. With Ẽni, i = 1, . . . , q, defined by

(3.11) k

q∑

j=1

aijẼnj = Eni, i = 1, . . . , q,

it is easily seen that the first equation in (3.9) reads

(3.12) u(tni) = u(tn)− k

q∑

j=1

aij
[
Au(tnj)− f(tnj)− Ẽnj

]
, i = 1, . . . , q.

Subtracting the first relation of (2.5) from (3.12), we obtain the error equations

(3.13) eni = en − k

q∑

j=1

aij
(
Aenj − Ẽnj − ρnj

)
, i = 1, . . . , q,

where

(3.14) ρni := f(tni)− fni, i = 1, . . . , q,
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n = 0, . . . , N − 1, with fni given in (2.6). Now, the discrete maximal parabolic regularity
stability estimates of the q-stage Radau IIA method, Lemma 2.1, imply

(3.15) ‖(∂en)
N
n=1‖ℓp(X) + ‖(Aen)

N
n=1‖ℓp(X) 6 Cp,X

q∑

i=1

(
‖(Ẽni)

N−1
n=0 ‖ℓp(X) + ‖(ρni)

N−1
n=0 ‖ℓp(X)

)

and

(3.16)

q∑

i=1

‖(Aeni)
N−1
n=0 ‖ℓp(X) 6 Cp,X

q∑

i=1

(
‖(Ẽni)

N−1
n=0 ‖ℓp(X) + ‖(ρni)

N−1
n=0 ‖ℓp(X)

)

with a constant Cp,X (depending also on the specific method) independent of N and the time
step k.

The estimate

(3.17) ‖Ẽni‖X 6 Ckq, i = 1, . . . , q,

n = 0, . . . , N −1, follows from (3.11) and the consistency estimate (3.10). Next, we prove that

(3.18) ‖ρni‖X 6 Ckq, i = 1, . . . , q,

and thus we conclude that the discontinuous Galerkin method satisfies the same a priori
bounds as the Radau IIA method, i.e.,

(3.19) ‖(∂en)
N
n=1‖ℓp(X) + ‖(Aen)

N
n=1‖ℓp(X) 6 C̃p,X,Tk

q

and

(3.20) ‖(Aeni)
N−1
n=0 ‖ℓp(X) 6 C̃p,X,Tk

q, i = 1, . . . , q,

respectively, with a constant C̃p,X,T independent of N and the time step k. It remains to
prove the following lemma.

Lemma 3.2. Let ρni = f(tni)−fni, i = 1, . . . , q, with fni given in (2.6). Then, (3.18) holds.

Proof. Let us define the functionals ρni,

ρni(g) = g(tni)− gni = g(tni)−
1∫

Jn
ℓni(s) ds

∫

Jn

ℓni(s)g(s) ds, i = 1, . . . , q;

cf. (2.6). Then, we observe that for any p ∈ P(q − 1) the exactness of the Radau quadrature
rule implies

ρni(p) = p(tni)− pni = p(tni)−
1

bik

∫

Jn

ℓni(s)p(s) ds

= p(tni)−
1

bik
k

q∑

j=1

bjℓni(tnj)p(tnj)

= p(tni)−
1

bik
kbiℓni(tni)p(tni) = 0, i = 1, . . . , q.
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Hence, for any p ∈ P(q − 1),

ρni(f) = ρni(f − p)

= (f − p)(tni)−
1∫

Jn
ℓni(s) ds

∫

Jn

ℓni(s)(f − p)(s) ds, i = 1, . . . , q.

Therefore,

|ρni(f)| 6 c ‖f − p‖L∞(Jn), i = 1, . . . , q, with c := 1 + max
16i6q

∫ 1
0 |ℓi(s)|ds∫ 1
0 ℓi(s) ds

,

and the proof is complete.

Remark 3.3 (The case q = 1). The case q = 1 is easy. The consistency error of the
implicit Euler method is

En+1 := u(tn+1)− u(tn) + kAu(tn+1)− kf(tn+1),

and the corresponding equation for the error em := u(tm)−Um for the discontinuous Galerkin
method with piecewise constant elements reads

(3.21) en+1 − en + kAen+1 = En+1 + kρn1,

n = 0, . . . , N − 1, with

ρn1 := f(tn+1)− fn1 = f(tn+1)−
1

k

∫

Jn

f(s) ds.

Now, the discrete maximal parabolic regularity of the implicit Euler method, applied to the
error equation (3.21), yields

(3.22) ‖(∂en)
M
n=1‖ℓp(X) + ‖(Aen)

M
n=1‖ℓp(X) 6 Cp,X‖(

1

k
En + ρn−1,1)

M
n=1‖ℓp(X),

M = 1, . . . , N, with a constant Cp,X independent of M,T, and the time step k; see [5, Remark
5.2] and [12, Theorem 3.1]. Using in (3.22) the obvious estimates

‖En‖X 6 Ck2, ‖ρn1‖X 6 Ck,

we arrive at the desired a priori error estimate

(3.23) ‖(∂en)
N
n=1‖ℓp(X) + ‖(Aen)

N
n=1‖ℓp(X) 6 C̃p,X,Tk,

which is (3.19) for q = 1.
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3.2.2. Optimality of the a posteriori error estimate (3.5). We shall proceed as in [1].
We assume that the solution u and the forcing term f are sufficiently smooth and we show
that the estimator on the right-hand side of (3.5) is also of order q.

The approximation properties of the L2-projection imply that the second term on the right-
hand side of (3.8) is of optimal order O(kq). It thus remains to show that ‖AÛ (q)‖X is bounded,
uniformly in the time step k. As in [1, Section 3.2.4], we see that (en = u(tn)− Ûn, en0 = en)

Û(t) = −

q∑

i=0

ℓ̂ni(t)eni +

q∑

i=0

ℓ̂ni(t)u(tni), t ∈ [tn, tn+1].

Therefore,

(3.24) Û (q)(t) = −

q∑

i=0

ℓ̂
(q)
ni eni +

q∑

i=0

ℓ̂
(q)
ni u(tni), t ∈ (tn, tn+1).

We recall from [1, (3.23)] that

(3.25) ‖A

q∑

i=0

ℓ̂
(q)
ni u(tni)‖X 6 ĉ, t ∈ (tn, tn+1).

For the remaining part of the residual,

(3.26) RdG(t) := −kqΦq

( t− tn
k

) q∑

i=0

ℓ̂
(q)
ni Aeni,

we obtain, as in [1, Section 3.2.4],

‖RdG‖Lp((0,T );X) 6 cCq

q∑

i=0

(
k

N∑

n=1

‖Aeni‖
p
X

)1/p
= cCq

q∑

i=0

‖(Aeni)
N
n=1‖ℓp(X).

Therefore, the a priori error estimates (3.19) and (3.20) imply

(3.27) ‖RdG‖Lp((0,T );X) 6 C̃kq

with a constant C̃ depending on T, and the optimality of (3.5) follows. We have therefore
proved the following.

Theorem 3.4 (A posteriori error estimate). Consider the discontinuous Galerkin approx-

imations defined in (1.3). Let Û ∈ Vc

k(q) be the reconstruction of U, i.e., the continuous

piecewise polynomial function defined in (1.4), which coincides with U at the Radau nodes

of each Jn and Û(t+n ) = U(tn) = Û(tn). With u being the solution of (1.1), the following

maximal regularity a posteriori error estimate holds,

(3.28) ‖(u− Û)′‖Lp((0,t);X) + ‖A(u − Û)‖Lp((0,t);X) 6 cp,X‖R‖Lp((0,t);X)

for 0 < t 6 T, where the a posteriori estimator is given by

(3.29) R(t) = Û ′(t) +AÛ(t)− f(t) = A(Û(t)− U(t))− (I − Pq−1)f(t), t ∈ (tn, tn+1].
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Furthermore, the estimator is of optimal asymptotic order of accuracy in the sense that, if u
is sufficiently smooth, there exists a constant C̃p,X(u) such that

(3.30) ‖R‖Lp((0,T );X) 6 C̃p,X(u) kq.

Remark 3.5 (Variable time steps). It is clear that the a posteriori error estimate (3.28),
(3.29) holds, as is, for variable time steps as well. Furthermore, in the proof of (3.30) constant
time steps are only assumed to guarantee the validity of Lemma 2.1, [12, Corollary 5.2,
Theorem 5.1], i.e., the maximal regularity of Radau IIA methods. If one assumes that Lemma
2.1 holds for variable time steps as well, then (3.30) still holds true. Alternatively, by modifying
some of the above arguments, using the a priori maximal regularity of discontinuous Galerkin
methods established in [16, 17], it is possible to show that (3.30) holds also for variable time
steps up to a logarithmic factor.

3.3. Extension to nonautonomous equations. Here, we briefly outline the extension of
our results to nonautonomous parabolic equations,

(3.31)

{
u′(t) +A(t)u(t) = f(t), 0 < t < T,

u(0) = 0,

in a Banach space X. We assume that all operators A(t), t ∈ [0, T ], share the same domain
D(A), A(t) is the generator of an analytic semigroup on X having maximal Lp-regularity, for
every t ∈ [0, T ], A(t) induce equivalent norms on D(A), and A(t) : D(A) → X satisfies a
suitable Lipschitz condition with respect to t.

With starting value U(0) = U0 = 0, the discretization of the initial value problem (3.31)
by the discontinuous Galerkin method dG(q − 1) is to seek U ∈ Vd

k (q − 1) such that

(3.32)

∫

Jn

(
〈U ′, v〉+ 〈A(t)U, v〉

)
dt+ 〈U+

n − Un, v
+
n 〉 =

∫

Jn

〈f, v〉 dt ∀v ∈ PX′(q − 1)

for n = 0, . . . , N − 1; cf. (1.3).
As before, one can use corresponding stability estimates for Radau IIA methods (see [1,

(4.5), (4.6)]), to treat the discontinuous Galerkin method. For this purpose, an analogue
to Lemma 2.2 in the case of nonautonomous equations is needed. In fact, adopting the
arguments of the proof of Lemma 2.2, we can prove the following: The discontinuous Galerkin
approximations Un = U(tn), Unj = U(tnj), j = 1, . . . , q, for the nonautonomous parabolic
equation (3.31), given in (3.32), satisfy the modified Radau IIA method

(3.33)





Uni = Un − k

q∑

j=1

aij
(
A(tnj)Unj − fnj + ζnj

)
, i = 1, . . . , q,

Un+1 = Un − k

q∑

i=1

bi
(
A(tni)Uni − fni + ζni

)
,

n = 0, . . . , N − 1, with the averages fni given in (2.6) and

(3.34) ζni :=
1

bik

∫

Jn

ℓni(s)A(s)U(s) ds−A(tni)Uni, i = 1, . . . , q.
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Again, Un+1 = Unq. Furthermore, (3.33) written in terms of the reconstruction Û of U is a

modified collocation method in each interval Jn with starting value Ûn0 = Un, namely,

(3.35) Û ′(tni) +A(tni)Û (tni) = fni − ζni, i = 1, . . . , q.

Then, by adopting the preceding analysis in the nonautonomous case, and using arguments
similar to the case of Radau IIA methods (see [1, §4]), we can prove the following a priori and a
posteriori bounds: Assume that the operator A(t) is the generator of an analytic semigroup on
X having maximal Lp-regularity for every t ∈ [0, T ], and satisfies suitable Lipschitz conditions;
then, the discontinuous Galerkin approximations Un = U(tn), Uni = U(tni), i = 1, . . . , q,
satisfy the maximal parabolic regularity stability estimates

(3.36)





‖(∂Un)
m
n=1‖ℓp(X) + ‖(A(tm)Un)

m
n=1‖ℓp(X) 6 Cp,X,T‖f‖Lp((0,tm);X),

q∑

i=1

‖(A(tm)Uni)
m−1
n=0 ‖ℓp(X) 6 Cp,X,T‖f‖Lp((0,tm);X),

m = 1, . . . , N. Furthermore, the optimal order a posteriori estimate

(3.37) ‖e′‖Lp((0,s);X) + ‖A(s)e‖Lp((0,s);X) 6 c‖R‖Lp((0,s);X), 0 < s 6 T,

with R the residual of the reconstruction Û , R(t) := Û ′(t) +A(t)Û(t)− f(t), holds true.
We do not present the details. For similar ideas and results, we refer to [17] and [13, §3.6],

[1] for the discontinuous Galerkin method with piecewise constant elements and for Radau
IIA methods, respectively.
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