
FINITE DIFFERENCE METHODS
FOR THE WIDE-ANGLE ‘PARABOLIC’ EQUATION

GEORGIOS AKRIVIS

Abstract. We consider a model initial and boundary value problem for the wide-angle
‘parabolic’ equation Lur = icu of underwater acoustics, where L is a second-order
differential operator in the depth variable z with depth- and range-dependent coef-
ficients. We discretize the problem by the Crank–Nicolson finite difference scheme
and also by the forward Euler method using nonuniform partitions both in depth and
in range. Assuming that the problem admits a smooth solution, and L is invertible
for all r under the posed boundary and interface conditions, we show stability of both
schemes and derive error estimates.

Dedicated to the memory of Prof. Dr. Günther Hämmerlin

1. Introduction
In this paper we shall analyze finite difference methods for a model initial and

boundary value problem with interface for a third-order partial differential equation,
the wide-angle ‘parabolic’ equation of underwater acoustics. Given R > 0, µ ≥ 0, ρ >

0, α, λ and q real constants, αq ̸= 0, and z⋆ ∈ (0, 1), we seek a complex-valued func-
tion u defined on [0, 1]× [0, R] and satisfying

(1.1)



[1 + qb(z, r)]ur + αquzzr = −i
λ

q
u, z ∈ (0, z⋆) ∪ (z⋆, 1), r ∈ [0, R],

u(0, ·) = 0, in [0, R],

u(z⋆−, ·) = u(z⋆+, ·), in [0, R],

uz(z
⋆−, ·) = ρuz(z

⋆+, ·), in [0, R],

uz(1, ·) + µu(1, ·) = 0, in [0, R],

u(·, 0) = u0 in [0, 1];

here b is a complex-valued function, b = β+ iγ with β and γ real-valued functions on
[0, z⋆) × [0, R] and (z⋆, 1] × [0, R], which can be smoothly extended to [0, z⋆] × [0, R]

and [z⋆, 1]× [0, R] but have a possible jump discontinuity across {z⋆} × [0, R], and u0
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a given complex-valued function on [0,1]. Let L̃ denote the Lipschitz constant of b
with respect to the second variable,
(1.2) sup

z
|b(z, r)− b(z, s)| ≤ L̃|r − s| ∀r, s ∈ [0, R].

As a matter of fact, the third-order wide-angle equation is
(1 + qb)vr + αqvzzr = iαλvzz + iλbv,

but the change of variables u = v exp(−iλ
q
r) transforms it into the partial differential

equation (PDE) of (1.1), cf. [1].
The existence of solutions of (1.1) for all smooth initial values u0 is called into

question if the second-order operator L(r), L(r)v := αqvzz + [1 + qb(·, r)]v, is not
invertible under the indicated boundary and interface conditions for all r ∈ [0, R]; we
refer the reader to [5] and [1] for relevant commentary. In the sequel we will assume
that L(r) is invertible for all r ∈ [0, R], and that the data are smooth and compatible
such that problem (1.1) possesses a solution u which is sufficiently regular for all our
results to hold.

We will approximate the solution of (1.1) by a finite difference scheme of Crank–Ni-
colson type of second order accuracy in the depth and range variables. For the dis-
cretization in depth, let J ∈ N and 0 = z0 < z1 < · · · < zJ = 1 be an arbitrary partition
of [0,1] such that z⋆ is a node, zm = z⋆ say. Let hj := zj − zj−1, j = 1, . . . , J, hJ+1 :=

0, ĥj := (hj + hj+1)/2 for j ̸= m, and ĥm := (hm + ρhm+1)/2. Further, let H :=

(h1, . . . , hJ), and CJ+1
0 denote the space of complex J + 1–vectors v = (v0, . . . , vJ)

T

with v0 = 0. We introduce an operator ∆H in CJ+1
0 by (∆Hv)j = ∆Hvj and

∆Hv0 := 0,

∆Hvj :=
1

ĥj

(
vj+1 − vj
hj+1

− vj − vj−1

hj

), 1 ≤ j ≤ J − 1, j ̸= m,

∆Hvm :=
1

ĥm

(ρ
vm+1 − vm

hm+1

− vm − vm−1

hm

),

∆HvJ :=
2

h2
J

(vJ−1 − vJ).

Thus, ∆Hvj is the usual centered difference quotient approximation to the second
derivative at the interior points zj , j ̸= m, and is suitably defined at j = m and j = J

in anticipation of the approximation of the interface conditions at z⋆ and the bottom
mixed boundary condition.

For the discretization in range, let N ∈ N and 0 = r0 < r1 < · · · < rN = R

be an arbitrary partition of [0, R], and rn+
1
2 := (rn + rn+1)/2. Let kn := rn+1 − rn,

n = 0, . . . , N − 1. For v0, . . . , vN ∈ CJ+1
0 define ∂vn := (vn+1 − vn)/kn and vn+

1
2 :=

(vn+1 + vn)/2.
We associate with a complex-valued function f on [0, 1], the right- and left-hand-

side limits of which exist at z⋆ = zm, a vector f̂ ∈ CJ+1
0 given by f̂j := f(zj),
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1 ≤ j ≤ J , j ̸= m, and f̂m := f̂(zm) := [hmf(z
⋆−)+ρhm+1f(z

⋆+)]/2ĥm; b̂(zm, r) and
the vectors b̂(r) ∈ CJ+1

0 , r ∈ [0, R], are defined analogously. Clearly, if f is continuous
at z⋆, f̂m = f̂(zm) = f(z⋆).

We define finite difference approximations Un ∈ CJ+1
0 to un, un := (u(z0, r

n), . . . ,

u(zJ , r
n))T , as follows: For n = 0, let U0 := u0. Then, for n = 0, . . . , N − 1, we

require for j = 1, . . . , J − 1, j ̸= m,

(1.3) [1 + qb(zj, r
n+ 1

2 )]∂Un
j + αq∂∆HU

n
j = −i

λ

q
U

n+ 1
2

j .

Discretizing the interface condition of (1.1) in the customary way leads, for n =

0, · · · , N − 1, to
(1.4) [1 + qb̂(zm, r

n+ 1
2 )]∂Un

m + αq∂∆HU
n
m = −i

λ

q
U

n+ 1
2

m .

Finally, discretizing the mixed boundary condition at z = 1 by centered differences
in the customary way, we complete the definition of the difference approximations
letting, for n = 0, . . . , N − 1,

(1.5) [1 + qb(zJ , r
n+ 1

2 )]∂Un
J + αq∂∆HU

n
J − 2αq

µ

hJ

∂Un
J = −i

λ

q
U

n+ 1
2

J .

Let δ := (0, . . . , 0, 1)T ∈ CJ+1
0 , and for v, w ∈ CJ+1

0 set v ⊗ w := (v0w0, . . . , vJwJ)
T .

With this notation in place, we may rewrite (1.3)–(1.5) in the form

(1.6) ∂Un + qb̂(rn+
1
2 )⊗ ∂Un − 2αq

µ

hJ

δ ⊗ ∂Un + αq∂∆HU
n = −i

λ

q
Un+ 1

2 .

Let h := maxj hj and k := maxn kn. In this paper we establish second-order estimates
in various norms for the error un−Un, for sufficiently small k and h, under the natural
condition that L(r) be invertible for all r ∈ [0, R]. Similar results are proved in [1]
under some conditions on the coefficients of the PDE in (1.1). More precisely, for the
estimates in [1], λγ ≥ 0 in [0, 1] × [0, R] is required; the estimates in the discrete H1

0

and maximum norms are proved under the additional hypothesis that γ = 0 or αq > 0.
Also, the technique in [1] is restricted to uniform partitions in range.

The forward Euler approximations Un ∈ CJ+1
0 to un are defined by U0 := u0 and,

for n = 0, . . . , N − 1,
(1.7) ∂Un + qb̂(rn)⊗ ∂Un − 2αq

µ

hJ

δ ⊗ ∂Un + αq∂∆HU
n = −i

λ

q
Un.

For sufficiently small h, we show that the scheme is stable under no meshconditions
and derive error estimates in various norms of second order in h and of first order in
k, assuming that L(r) be invertible for all r ∈ [0, R]. Analogous results, under some
conditions on the coefficients of the PDE —see (4.9) and (4.10) below— are given
in [1].

For the physical significance of problem (1.1), and numerical methods for it, we
refer the reader to [1], [7], [8], and the references in these papers.
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The paper is organized as follows: In Section 2 we investigate a finite difference
scheme for an indefinite two-point boundary value problem; the established stability
estimate is the heart of the approach of this note. Sections 3 and 4 are devoted to the
analysis of the Crank–Nicolson and the forward Euler finite difference schemes for
(1.1), respectively.
Acknowledgment. The author is grateful to Professor Michel Crouzeix for stimulating
discussions concerning the content of section 2.

2. An indefinite two-point boundary value problem
In this section we study a finite difference scheme for an indefinite two-point bound-

ary value problem; we will use the fact that the finite difference scheme is closely
related to a finite element method with numerical integration. The analysis is based
on ideas from [3]. The results of this section will play a central role in the analysis of
the Crank–Nicolson and the forward Euler method in the next two sections; they may
also be of independent interest.

Finite difference methods for indefinite problems with real-valued coefficients are
analyzed in [2]. Bramble’s approach makes essential use of the fact that the discrete
problem reduces to a linear system of equations with normal coefficient matrix; con-
sequently, it can not be easily extended to equations with variable complex-valued
coefficients.

Finite element methods for indefinite problems are investigated in [6] and [7]. The
fact that the convergence in the L2−norm is faster than in the H1−norm plays a crusial
role in the analysis of finite element methods for indefinite problems. It is, therefore,
not straightforward to directly apply this technique to finite difference methods, since
in this case we have second-order convergence both in the discreteL2− andH1−norm.

The continuous problem. We consider the following two-point boundary value
problem with parameter r, r ∈ [0, R],

(2.1)



− uzz(z, r) + d(z, r)u(z, r) = f(z), z ∈ [0, z⋆) ∪ (z⋆, 1],

u(0, ·) = 0, in [0, R],

u(z⋆−, ·) = u(z⋆+, ·), in [0, R],

uz(z
⋆−, ·) = ρuz(z

⋆+, ·), in [0, R],

uz(1, ·) + µu(1, ·) = 0, in [0, R];

here ρ, µ, z⋆ and R are as in the introduction, and f : [0, z⋆) ∪ (z⋆, 1] → C, d :

([0, z⋆) ∪ (z⋆, 1])× [0, R] → C smooth functions which can be continuously extended
to [0, z⋆], [z⋆, 1], and [0, z⋆] × [0, R], [z⋆, 1] × [0, R], respectively. Let d be Lipschitz
continuous with respect to r uniformly in z,
(2.2) sup

z
|d(z, r)− d(z, s)| ≤ L̃|r − s| ∀r, s ∈ [0, R].

We assume that, for every r ∈ [0, R], problem (2.1) possesses a unique solution.
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Let us also consider the following auxiliary two-point boundary value problem

(2.3)



− v′′ = f in (0, z⋆) ∪ (z⋆, 1),

v(0) = 0,

v(z⋆−) = v(z⋆+),

v′(z⋆−) = ρv′(z⋆+),

v′(1) + µv(1) = 0.

We equip L2 = L2(0, 1) with the natural for problems (2.1) and (2.3) weighted inner
product (·, ·),

(v, w) :=

z⋆∫
0

v(z)w̄(z)dz + ρ

1∫
z⋆

v(z)w̄(z)dz,

and denote by ∥ · ∥ the induced norm. Let H1
0 consist of the elements of the Sobolev

space H1 which vanish at 0; we will use the norms ∥ · ∥1, | · |1, ∥w∥1 := (∥w∥2 +

∥w′∥2)1/2, |w|1 := ∥w′∥.
A variational formulation of problem (2.3) is: given f ∈ L2, seek v ∈ H1

0 satisfying
(2.3′) (v′, w′) + ρµv(1)w̄(1) = (f, w) ∀w ∈ H1

0 .

Letting T denote the solution operator of (2.3′), v = Tf , we rewrite problem (2.1) in
the form: Seek u(·, r) ∈ H1

0 such that
(2.4) u(·, r) + T (d(·, r)u(·, r)) = Tf, r ∈ [0, R].

Using the continuity of T : L2 → H1
0 , we easily see that T (d(r)·) : H1

0 → H1
0 is com-

pact, and conclude, in view of our assumption for problem (2.1), that A(r), A(r) :=

I + T (d(r)·), is an isomorphism from H1
0 to H1

0 . Therefore,
(2.5) ∥A(r)−1∥1 ≤ C(r).

Using (2.2), we easily see that
∥A(r)− A(s)∥1 ≤ L|r − s| ∀r, s ∈ [0, R].

Thus, we have
(2.6) ∥A(s)−1 − A(r)−1∥1 ≤ L|r − s| ∥A(r)−1∥1∥A(s)−1∥1 ∀r, s ∈ [0, R],

i.e., for s sufficiently close to r,

(2.7) ∥A(s)−1∥1 ≤
∥A(r)−1∥1

1− L|r − s|∥A(r)−1∥1
.

From (2.6) and (2.7) we obtain

(2.8) | ∥A(s)−1∥1 − ∥A(r)−1∥1 | ≤ L
∥A(r)∥21

1− L|r − s| ∥A(r)−1∥1
|r − s|.
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Thus, the function φ, φ(r) := ∥A(r)−1∥1, is continuous; in particular,
(2.9) sup

r
∥(I + T (d(r)·))−1∥1 ≤ C.

Discretization. Let SH denote the space of continuous functions in [0, 1] which van-
ish at 0 and reduce to polynomials of degree less or equal one on each subinterval
(zj, zj+1). Using the notation h̃j := ĥj, j = 1, . . . ,m, h̃j := ρĥj, j = m + 1, . . . , J , we
introduce in CJ+1

0 a discrete weighted L2 inner product (·, ·)H by

(v, w)H :=
J∑

j=1

h̃jvjw̄j,

and denote by ∥ · ∥H the induced norm. We shall also use the discrete weighted
H1

0−norm | · |1,H and the discrete H−1−norm ∥ · ∥−1,H , defined for w ∈ CJ+1
0 by

|w|1,H :=
{ m∑

j=1

hj|
wj − wj−1

hj

|2 + ρ
J∑

j=m+1

hj|
wj − wj−1

hj

|2
}1/2

,

∥w∥−1,H :=
{ J∑

j=1

hj|
j−1∑
ℓ=1

h̃ℓwℓ|2 + |
J∑

ℓ=1

h̃ℓwℓ|2
}1/2

.

Rewriting (v, w)H in the form

(v, w)H = −
J∑

j=2

hj(

j−1∑
ℓ=1

h̃ℓvℓ)
w̄j − w̄j−1

hj

+
J∑

ℓ=1

h̃ℓvℓw̄J ,

using the Cauchy–Schwarz inequality and the fact that | · |1,H dominates (modulo a
constant factor) the discrete maximum norm, we have
(2.10) |(v, w)H | ≤ C∥v∥−1,H |w|1,H ∀v, w ∈ CJ+1

0 ,

with a constant C depending on ρ.
Using the notation ŵ for a vector in CJ+1

0 associated with a function w : [0, 1] → C,
see section 1, we approximate the solution v of (2.3′) by vH ∈ SH defined by
(2.11) (v′H , χ

′) + ρµvH(1)χ̄(1) = (f̂ , χ̂)H ∀χ ∈ SH .

Clearly, (2.11) is uniquely solvable. Let TH denote its solution operator, vH = THf .
Taking χ := vH in (2.11), and using (2.10) and the easily established relation
(2.12) |χ̂|1,H = |χ|1 ∀χ ∈ SH ,

we obtain
(2.13) |THf |1 ≤ C∥f̂∥−1,H .

In the sequel, we will also use the weighted L1(0, 1) norm ∥ · ∥L1 ,

∥f∥L1 :=

z⋆∫
0

|f(s)|ds+ ρ

1∫
z⋆

|f(s)|ds.
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The following result is similar to Lemma 2.4 in [3].
Lemma 2.1. Let T and TH be the solution operators of problems (2.3′) and (2.11),
respectively. Then, there exists a constant C, independent of H, such that
(2.14) ∥Tf − THf∥1 ≤ Ch(∥f∥+ ∥f ′∥L1).

Proof. Let Pev ∈ SH be given by
(2.15) ((Pev)

′, χ′) + ρµ(Pev)(1)χ̄(1) = (f, χ) ∀χ ∈ SH .

Then,
((v − Pev)

′, χ′) + ρµ(v − Pev)(1)χ̄(1) = 0 ∀χ ∈ SH ,

and, consequently, for χ ∈ SH ,
|v − Pev|21 + ρµ|(v − Pev)(1)|2 =

= ((v − Pev)
′, (v − χ)′) + ρµ(v − Pev)(1)(v̄ − χ̄)(1)

≤ |v − Pev|1|v − χ|1 + ρµ|(v − Pev)(1)| |(v − χ)(1)|.

Choosing here χ ∈ SH to be the interpolant of v, we obtain
|v − Pev|21 + ρµ|(v − Pev)(1)|2 ≤ |v − Pev|1ch(|v|H2(0,z⋆) + |v|H2(z⋆,1)),

i.e.,
(2.16) |v − Pev|1 ≤ Ch∥f∥.

Further, subtracting (2.11) from (2.15), we get
(2.17) ((Pev − vH)

′, χ′) + ρµ(Pev − vH)(1)χ̄(1) = (f, χ)− (f̂ , χ̂)H ∀χ ∈ SH .

Now
(f, χ)− (f̂ , χ̂)H =

m−1∑
j=0

Ej(fχ̄) + ρ
J−1∑
j=m

Ej(fχ̄),

where

Ej(φ) :=

zj+1∫
zj

φ(s)ds− hj+1

2
[φ(zj) + φ(zj+1)];

hereφ(zm) stands forφ(z∗−) inEm−1(φ), and forφ(z∗+) inEm(φ). Using the fact that
the trapezoid rule integrates the elements of SH exactly, we have Ej(fχ̄) = Ej([f −
f(zj)]χ̄), i.e.,

|Ej(fχ̄)| ≤
3

2
hj+1 max

zj≤s≤zj+1

|f(s)− f(zj)| max
zj≤s≤zj+1

|χ(s)|

≤ 3

2
hj+1

zj+1∫
zj

|f ′(s)|ds ∥χ∥L∞(0,1).
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Using also the easily established fact
(2.18) ∥χ∥L∞(0,1) ≤ max(1, 1

√
ρ
)|χ|1 ∀χ ∈ SH ,

we obtain
(2.19) |(f, χ)− (f̂ , χ̂)H | ≤

3

2
hmax(1, 1

√
ρ
)∥f ′∥L1 |χ|1.

Choosing in (2.17) χ := Pev − vH , and using (2.19), we obtain
(2.20) |Pev − vH |1 ≤ Ch∥f ′∥L1 .

From (2.16) and (2.20), we get
(2.21) |v − vH |1 ≤ Ch(∥f∥+ ∥f ′∥L1),

and (2.14) follows. □

We approximate the solution u of problem (2.1) by uH(·, r) ∈ SH , r ∈ [0, R], given by
(2.22) (uHz(·, r), χ′) + ρµuH(1, r)χ̄(1) + (d̂uH(r), χ̂)H = (f̂ , χ̂)H ∀χ ∈ SH .

Problem (2.22) can be equivalently written in the form
(2.22′) uH(·, r) + TH(d(r)uH(·, r)) = THf.

Now, [I + T (d(r)·)] − [I + TH(d(r)·)] = (T − TH)(d(r)·), and therefore, in view of
(2.14),
(2.23) sup

r
∥[I + T (d(r)·)]− [I + TH(d(r)·)]∥1 ≤ Ch.

From (2.9) and (2.23) we conclude that there exists h0 > 0 such that, for h ≤ h0,
I + TH(d(r)·) is invertible and
(2.24) sup

r
∥[I + TH(d(r)·)]−1∥1 ≤ C.

Therefore, in particular, uH(·, r) is well defined for sufficiently small h. Now, (2.22′)
can be written in the form

uH(·, r) = [I + TH(d(r)·)]−1THf,

and, in view of (2.24), we have
(2.25) sup

r
∥uH(·, r)∥1 ≤ C∥THf∥1,

i.e.,
(2.25′) sup

r
|uH(·, r)|1 ≤ C|THf |1.

From (2.25′) and (2.13) we obtain the stability estimate
(2.26) sup

r
|uH(·, r)|1 ≤ C||f̂ ||−1,H .
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Let U(r) := ûH(·, r). Choosing χ = φj, j = 1, . . . , J, φj ∈ SH , φj(zℓ) = δjℓ, in (2.22)
we easily see that

(2.27) d̂(r)⊗ U(r) +
2µ

hJ

δ ⊗ U(r)−∆HU(r) = f̂ , r ∈ [0, R].

From (2.12) and (2.26) we obtain the stability estimate
(2.28) sup

r
|U(r)|1,H ≤ C∥f̂∥−1,H .

In the next two sections, we will apply these results with d(z, r) := −[1+qb(z, r)]/αq.
For this d, the finite difference scheme (2.27) and the stability estimate (2.28) take the
form
(2.29a) U(r) + qb̂(r)⊗ U(r)− 2αq

µ

hJ

δ ⊗ U(r) + αq∆HU(r) = −αqf̂ , r ∈ [0, R],

(2.29b) sup
r

|U(r)|1,H ≤ C∥f̂∥−1,H .

Remark 2.1. Second-order error estimates for the finite difference scheme (2.27)
for the indefinite problem (2.1) can be easily established using the stability estimate
(2.28). Let E(r) ∈ CJ+1

0 be the consistency error of the finite difference scheme (2.27)
for the solution u(·, r) of problem (2.1),

(2.30) E(r) := d̂(r)⊗ û(r) +
2µ

hJ

δ ⊗ û(r)−∆H û(r)− f̂ , r ∈ [0, R].

By straightforward Taylor expansions we see that E(r) = E1(r) + E2(r) with

E1j(r) =



−1

3
(hj+1 − hj)uzzz(zj, r) if 1 ≤ j ≤ J − 1, j ̸= m,

− 1

6ĥm

[ρh2
m+1uzzz(z

⋆+, r)− h2
muzzz(z

⋆−, r)] if j = m,

hJ

3
uzzz(1, r) if j = J,

and

E2j(r) =



− 1

6ĥj

[
1

hj+1

Rj(u)−
1

hj

Lj(u)] if 1 ≤ j ≤ J − 1, j ̸= m,

− 1

6ĥm

[
ρ

hm+1

Rm(u)−
1

hm

Lm(u)] if j = m,

1

3h2
J

LJ(u) if j = J,

with

Rj(u) :=

zj+1∫
zj

(zj+1 − z)3uzzzz(z, r)dz, Lj(u) :=

zj∫
zj−1

(zj−1 − z)3uzzzz(z, r)dz.
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It is straightforward to prove that
(2.31) sup

r
(∥E1(r)∥−1,H + ∥E2(r)∥H) ≤ Ch2.

Let e(r) := û(r)− U(r). Subtracting (2.27) from (2.30) we obtain
d̂(r)⊗ e(r) +

2µ

hJ

δ ⊗ e(r)−∆He(r) = E(r), r ∈ [0, R],

i.e., in view of (2.28),
sup
r

|e(r)|1,H ≤ C sup
r

∥E(r)∥−1,H .

Thus, using (2.31) we obtain
(2.32) sup

r
|e(r)|1,H ≤ Ch2.

This estimate implies also second-order error estimates in the discrete L2 and maxi-
mum norms. □

Remark 2.2. In the case of definite second-order two-point boundary value problems,
it is well known that the standard three-point finite difference formula on nonuniform
meshes leads to second-order convergent schemes. For a finite difference formula for
the discretization of uzzz on nonuniform meshes leading to second-order convergent
finite difference schemes, when the number of grid points is odd, we refer to [4]. □

3. The Crank–Nicolson method
In this section we examine the Crank–Nicolson scheme (1.6) for problem (1.1). We

show consistency and stability, and establish second-order error estimates.
3.1. Consistency. The consistency errorEn ∈ CJ+1

0 , n = 0, . . . , N−1, of the Crank–Ni-
colson scheme (1.6) for the solution u of (1.1) is given by
(3.1) En := ∂un + qb̂(rn+

1
2 )⊗ ∂un − 2αq

µ

hJ

δ ⊗ ∂un + αq∂∆Hu
n + i

λ

q
un+ 1

2 .

We rewrite the consistency error in the form

En =
1

k

rn+1∫
rn

[ûr(r) + qb̂(r)⊗ ûr(r)− 2αq
µ

hJ

δ ⊗ ûr(r) + αq∆H ûr(r) + i
λ

q
û(r)]dr

− i
λ

q

1

k

rn+1∫
rn

[û(r)− û(rn+
1
2 )]dr − q

1

k

rn+1∫
rn

[̂b(r)− b̂(rn+
1
2 )]⊗ ûr(r)dr.

It is easily seen that the first term on the right-hand side can be estimated as in Re-
mark 2.1, and the last two terms are of order O(k2) in the discrete maximum norm.
Consequently,
(3.2) max

0≤n≤N−1
∥En∥−1,H ≤ C(k2 + h2).
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3.2. Stability. Using (2.29), we immediately obtain from (1.6), for sufficiently small
h,

(3.3) |∂Un|1,H ≤ C(∥Un∥−1,H + ∥Un+1∥−1,H), n = 0, . . . , N − 1.

Using now the fact that the discrete H1
0 norm dominates the discrete L2 norm which

in turn dominates the discrete H−1 norm, we obtain

(3.4) ∥∂Un∥H ≤ C(∥Un∥H + ∥Un+1∥H), n = 0, . . . , N − 1,

as well as

(3.5) |∂Un|1,H ≤ C(|Un|1,H + |Un+1|1,H), n = 0, . . . , N − 1.

Now, from (3.4) we obtain

(1− Ckn)∥Un+1∥H ≤ (1 + Ckn)∥Un∥H ,

i.e., for sufficiently small k,

∥Un+1∥H ≤ (1 + ckn)∥Un∥H , n = 0, . . . , N − 1;

consequently, stability in the discrete weighted L2 norm follows,

(3.6) max
0≤n≤N

∥Un∥H ≤ C∥U0∥H .

Analogously, for sufficiently small k, from (3.5) we obtain stability in the discrete
weighted H1

0 norm

(3.7) max
0≤n≤N

|Un|1,H ≤ C|U0|1,H .

Stability in the discrete maximum norm follows also easily from (3.3): Estimating the
left-hand side from below and the right-hand side from above by the maximum norm,
we get, for sufficiently small k,

max
j

|Un+1
j | ≤ (1 + ckn)max

j
|Un

j |, n = 0, . . . , N − 1,

i.e.,

(3.8) max
j,n

|Un
j | ≤ C max

j
|U0

j |.

From the above stability estimates, it follows, in particular, that, for sufficiently
small k and h, the Crank–Nicolson approximations U1, . . . , UN are well defined by
(1.6).
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3.3. Convergence. Combining stability and consistency, we next prove optimal or-
der rate of convergence of the Crank–Nicolson approximations.
Theorem 3.1. Assume that the solution u of (1.1) is sufficiently smooth in [0, z⋆] ×
[0, R] and in [z⋆, 1] × [0, R], and that k and h are sufficiently small. Let U0 := u0,
and U1, . . . , UN be the Crank–Nicolson approximations given by the finite differ-
ence scheme (1.6). Then, there exists a constant C, independent of h1, . . . , hJ and
k1, . . . , kN , such that

(3.9) max
0≤n≤N

∥un − Un∥H ≤ C(k2 + h2),

(3.10) max
0≤n≤N

|un − Un|1,H ≤ C(k2 + h2)

and

(3.11) max
0≤n≤N

max
0≤j≤J

|un
j − Un

j | ≤ C(k2 + h2).

Proof. Let en := un − Un, n = 0, . . . , N . Subtracting (3.1) from (1.6), we obtain the
error equation

(3.12) ∂en + qb̂(rn+
1
2 )⊗ ∂en − 2αq

µ

hJ

δ ⊗ ∂en + αq∂∆He
n = −i

λ

q
en+

1
2 + En.

Using (2.29), we immediately get from (3.12)

|∂en|1,H ≤ C(∥en+
1
2∥−1,H + ∥En∥−1,H),

i.e., in view of (3.2),
(3.13) |∂en|1,H ≤ C|en+

1
2 |H + C(k2 + h2), n = 0, . . . , N − 1.

Using now the fact that the discrete H1
0 norm dominates the discrete L2 norm, we

obtain
|en+1|1,H ≤ (1 + ckn)|en|1,H + ckn(k

2 + h2),

and conclude easily that (3.10) holds.
The estimates (3.9) and (3.11) can be established analogously; they also follow

from (3.10), since the discrete H1
0 norm dominates the discrete L2 norm as well as the

discrete maximum norm. □

4. The forward Euler method
In this section we study the forward Euler finite difference scheme (1.7) for problem

(1.1).
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4.1. Consistency. The consistency error En ∈ CJ+1
0 , n = 0, . . . , N−1, of the forward

Euler scheme (1.7) for the solution u of (1.1) is given by

(4.1) En := ∂un + qb̂(rn)⊗ ∂un − 2αq
µ

hJ

δ ⊗ ∂un + αq∂∆Hu
n + i

λ

q
un.

As in the case of the Crank–Nicolson scheme, it is easily seen that
(4.2) max

0≤n≤N−1
∥En∥−1,H ≤ C(k + h2).

4.2. Stability. Using (2.29), we immediately obtain from (1.7), for sufficiently small
h,
(4.3) |∂Un|1,H ≤ C∥Un∥−1,H , n = 0, . . . , N − 1.

Using the fact that the discrete H1
0 norm dominates the discrete L2 norm, and the

discrete L2 norm dominates the discrete H−1 norm, we obtain
(4.4) ∥∂Un∥H ≤ C∥Un∥H , n = 0, . . . , N − 1,

as well as
(4.5) |∂Un|1,H ≤ C|Un|1,H , n = 0, . . . , N − 1.

Now, from (4.4) we immediately obtain
∥Un+1∥H ≤ (1 + ckn)∥Un∥H ,

and conclude easily that
(4.6) max

0≤n≤N
∥Un∥H ≤ C∥U0∥H .

Analogously, from (4.5) we obtain stability in the discrete weighted H1
0 norm,

(4.7) max
0≤n≤N

|Un|1,H ≤ C|U0|1,H .

Moreover, using the fact that the discrete maximum norm dominates the discrete H−1

norm and is dominated by the discrete H1
0 norm, we get from (4.3)

max
j

|Un+1
j | ≤ (1 + ckn)max

j
|Un

j |, n = 0, . . . , N − 1,

and, consequently,
(4.8) max

j,n
|Un

j | ≤ C max
j

|U0
j |.

The above stability estimates imply, in particular, that, for sufficiently small h, the
forward Euler approximations U1, . . . , UN are well defined by (1.7).

The stability estimate (4.6) was first derived in [1] for α > 0 under the condition
that either
(4.9) γ is bounded away from zero
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or

(4.10)
αq

Cρ

> 1 + q max
z,r

β(z, r), if q > 0

αq

Cρ

> −1 + |q|max
z,r

β(z, r), if q < 0,

where Cρ is such that ∥φ∥2 ≤ Cρ∥φ′∥2 for all smooth functions vanishing at 0.
Combining stability and consistency, we obtain optimal order rate of convergence

of the Euler approximations. The proof goes along the same lines as the proof of
Theorem 3.1, and is omitted.
Theorem 4.1. Assume that the solution u of (1.1) is sufficiently smooth in [0, z⋆]×[0, R]

and in [z⋆, 1]× [0, R], and that h is sufficiently small. Let U0 := u0, and U1, . . . , UN be
the forward Euler approximations given by the finite difference scheme (1.7). Then,
there exists a constant C, independent of h1, . . . , hJ and k1, . . . , kN , such that
(4.11) max

0≤n≤N
∥un − Un∥H ≤ C(k + h2)

(4.12) max
0≤n≤N

|un − Un|1,H ≤ C(k + h2)

and
(4.13) max

0≤n≤N
max
0≤j≤J

|un
j − Un

j | ≤ C(k + h2). □

References
1. G. D. Akrivis, V. A. Dougalis and G. E. Zouraris, Error estimates for finite difference methods for

a wide-angle ‘parabolic’ equation, SIAM J. Numer. Anal. 33 (1996) 2488–2509.
2. J. Bramble, Error estimates for difference methods in forced vibration problems, SIAM J. Numer.

Anal. 3 (1966) 1–12.
3. M. Crouzeix and J. Rappaz, On Numerical Approximation in Bifurcation Theory, Masson, Paris,

1990.
4. B. Garcia–Archilla and J. M. Sanz–Serna, Finite difference formula for the discretization of d3/dx3

on nonuniform grids, Math. Comput. 5 (1991) 239–257.
5. J. E. Lagnese, General boundary value problems for differential equations of Sobolev type, SIAM

J. Math. Anal. 3 (1972) 105–119.
6. A. H. Schatz, An observation concerning Ritz–Galerkin methods with indefinite bilinear forms,

Math. Comp. 28 (1974) 959–962.
7. A. H. Schatz and J. Wang, Some new error estimates for Ritz–Galerkin methods with minimal reg-

ularity assumptions, Math. Comp. 65 (1996) 19–27.
8. G. E. Zouraris , Analysis of numerical methods for evolution partial differential equations, Ph. D.

Thesis. University of Crete, 1995.
9. G. E. Zouraris , Optimal order of convergence for high-order implicit Runge–Kutta methods applied

to a complex Sobolev-type equation, manuscript.

Computer Science Department, University of Ioannina, 451 10 Ioannina, Greece
E-mail address: akrivis@cs.uoi.gr


	1. Introduction
	2. An indefinite two-point boundary value problem
	3. The Crank–Nicolson method
	3.1. Consistency
	3.2. Stability
	3.3. Convergence

	4. The forward Euler method
	4.1. Consistency
	4.2. Stability

	References

