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Chapter 1
Introdution

1.1 Thesis Sope1.2 Thesis Outline
1.1 Thesis SopeContinuous monitoring proesses are prevalent today for a wide range of purposes suh asnetwork administration, autonomi systems management and physial site safety. Suhimportant appliations make stream-oriented funtionality highly relevant in modernomputing infrastrutures. For instane, reently proposed stream management enginesdemonstrate the feasibility of exibly applying time-series operators on high-rate streams[3, 19℄. Existing stream proessing environments store stream data either temporarilybefore applying real-time operators within time windows [7℄, or permanently in order tosupport retrospetive query proessing [10℄.Prior researh has made the ase that traditional data management approahes, suhas relational databases and general-purpose �le systems, are not engineered to eÆientlystore ontinuous stream data that are automatially generated from sensors in real time[7, 10℄. Sensors may generate high-resolution video and audio streams at high rates [11℄,or send intermittent variations of environmental onditions at muh lower rates [22℄. Amonitoring system reeives messages from high-volume links or large numbers of sensors1



and stores the reeived data for a time period that depends on whether the appliedproessing ours in real time or retroatively.Aross all types of heterogeneous streams with di�erent rate and ontent harateris-tis, it would be desirable to store the reeived data reliably on the same faility withoutompromising the sequential playbak performane required for statistial proessing ore�etive visualization. Thus, a stream storage faility ould serve as a building blokfor a variety of appliations in the entire range from network paket proessing to urbantraÆ ontrol or environmental monitoring with the appropriate indexing funtionalitybuilt separately at a higher level, when support for query proessing is required.In general, �le system operations are either data operations that update user data, ormetadata operations that modify the struture of the �le system itself. Existing general-purpose �le systems use journaling in order to synhronously move data or metadata frommemory to disk in a sequential manner. Thus they postpone the more ostly transfer ofdata or metadata to the disk loation without penalizing the write lateny pereived bythe appliation user. Indeed, previous researh has used trae-based emulation to experi-mentally demonstrate that data journaling an serve random writes with high sequentialthroughput, but atually makes throughput lower at high data volumes due to the extradisk traÆ generated [25℄. The study made the reasonable onlusion that data journalingshould only be enabled with random writes, but disabled with large sequential writes. In-stead, we fous on the eÆient and reliable storage of multiple onurrent streams whoseaggregate workload demonstrates random-aess behavior even though appends orre-sponding to individual streams may be perfetly sequential. To a large extent, in suhenvironments it remains unlear what is the most appropriate way to handle the inomingdata.In the present thesis, we investigate the performane harateristis of data journalingin the ontext of synhronous writes that would be required among several situationsinluding the reliable storage of inoming streaming data. In order to lower the ost of datajournaling, we introdue di�erential data journaling, that onstitutes a di�erential versionof the default data journaling mode of a widely used operating system. In partiular, theprimary idea of our approah is to journal only the bytes that are atually written ratherthan the entire orresponding bloks that ontain them. Therefore, depending on therate harateristis of the streams, we an redue the required journaling throughput up2



to several fators. As a side-e�et of the sequential writes to the journaling devie, wealso manage to substantially redue the response time of synhronous writes. Thus, wean use data journaling to redue the lateny of writes at a redued ost of required diskthroughput.
1.2 Thesis OutlineThe remainder of this thesis is organized as follows:In Chapter 2, an overview of the related literature is presented. We review previousresearh related to tehniques that have been proposed to provide �le system reliabilityaross system rashes and ahieve high performane during data and metadata updates.Furthermore, we de�ne the storage needs of appliations that manage stream data, andpresent some of the most important implementations in this �eld. Finally, we presentreent researh related to redundany elimination that intends to redue the onsumptionof expensive resoures, suh as hard disk and memory spae.In Chapter 3, we desribe an existing journaling method that is ommonly used. Inpartiular, we examine the journaling tehnique that the Ext3 �le system applies in orderto preserve metadata onsisteny aross system failures, while minimizing the requiredreovery time.In Chapter 4, the design goals of our study are de�ned and the general arhiteturaldeisions taken during our prototype implementation are justi�ed.In Chapter 5, we introdue the di�erential data journaling tehnique that we havedesigned and implemented for a widely available operating system. Our prototype isbased on the idea of aumulating the modi�ations of multiple updates into a singlejournal blok, and intends to minimize the write lateny at a redued disk throughputost.In Chapter 6, we explain the experimentation environment that we used in our studyand present our measurements aross di�erent workloads. The experimental results aredisplayed graphially and our onlusions are justi�ed.In Chapter 7, the onlusions and the future diretions of this thesis are outlined.3



Chapter 2
Related Researh

2.1 Fast and Reliable Storage Systems2.2 Stream Arhival Servers2.3 Redundany Elimination2.4 SummaryIn this hapter, we desribe approahes that have been previously proposed in orderto ahieve high performane in �le systems during data and metadata updates. Further-more, we review previous researh that fouses on tehniques whih intend to provide �lesystem reliability aross system rashes. Next, we de�ne the storage needs of streamingappliations, and present some of the most important proposals in this diretion. Finally,we present reent researh related to redundany elimination that intends to redue theonsumption of expensive resoures, suh as hard disk and memory spae.
2.1 Fast and Reliable Storage SystemsFile systems are entral parts of modern operating systems and are expeted to serve twoopposing priniples; performane and durability. Nevertheless, operating systems are stillsuseptible to hardware, software and power failures that damage both their eÆienyand their reliability. 4



Early �le systems introdued the use of a main memory bu�er ahe to hold writesuntil they are asynhronously written to disk. Those �le systems su�ered from potentialorruption during a power failure or an operating system's rash, sine reovery oftenrequired a time onsuming examination of the entire state of the �le system. Even today,during reboot, verifying a �le system's onsisteny requires a speial utility that reoversthe �le system's omponents to a onsistent state. As disk sizes grow, this time anbeome a serious bottlenek, leaving the system o�ine for a onsiderable amount of timewhile the disk is sanned, heked and repaired. Although disk drives are beoming fasterthrough time, this speed inrease is modest ompared with their enormous inrease inapaity. Unfortunately, every doubling of disk apaity leads to a doubling of reoverytime needed from traditional �le systems heking tehniques.It is, however, possible to make �le system reovery fast without sari�ing reliabilityand preditability. This is typially done by �le systems whih guarantee atomi omple-tion of �le system updates. The prinipal idea behind atomi updates is that an entirebath of updates an be written to the �le system, but those updates do not take e�etuntil a �nal ommit update is made on the disk. In order to ahieve this, the �le systemmust keep both the old and the new ontents of the updated data somewhere on diskuntil the �nal ommit.In order to preditably reover after a rash, the reovery phase must be able towork out what the �le system was trying to do when the rash that led to inompleteoperations to disk ourred. Consistent reovery of the metadata after a rash, due tooperating system or power failure, requires the system updates to be written on disk in aspei� order. There are many ways of ahieving the required ordering between updatesand we desribe some of the most important in the rest of the present setion.2.1.1 Synhronous WritesThe system an ahieve onsisteny simply by updating the system metadata synhronously.The synhronous metadata update mehanism �rst waits for the pending writes to om-plete, before submitting the next ones. Nonetheless, synhronous writes an signi�antlyimpair the ability of a �le system to ahieve high performane as it is not feasible to bathup multiple updates into a single disk operation. Similarly one an reover reently writ-5
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Figure 2.1: A log-strutured �le system treats its storage as a irular log and writes alldata and metadata modi�ations sequentially to the head of a segmented append-onlylog. Log spae must be onstantly relaimed and thus, a garbage olleting proess isresponsible for oalesing unused spae into empty segments.ten data after a rash by writing them synhronously to disk. Synhronous data writesare typially applied in database systems that store ritial data [31, 8℄.Xsynfs introdues the idea of externally synhronous I/O that guarantees durabilitynot to the appliation, but to the external entity that observes appliation output [23℄.In partiular, an externally synhronous system all returns ontrol to the appliation be-fore ommitting data. Subsequently, all output that ausally depends on the unommittedtransation is bu�ered, and is eventually externalized only after the ommitment is su-essfully ompleted. However, in the ase of appliations that do not produe any output,xsynfs ommits data periodially similarly to an asynhronously mounted journaling �lesystem, an approah that is desribed later in this setion.2.1.2 Log-Strutured File SystemsThe main idea behind the design of a log-strutured �le system (LFS) is to improve writeperformane by bu�ering a sequene of �le system updates in the �le ahe and thenwriting all the hanges to disk sequentially in a single disk write operation [27℄. For thisreason, a log-strutured �le system treats the disk as a segmented append-only log andwrites all data and metadata modi�ations into it. The log is the only struture on diskand onsists of segments that failitate the removal of deleted areas (Figure 2.1).Periodially, the system writes the omplete and onsistent �le strutures safely ata �xed loation of the log alled hekpoint region. After a rash, the �le system uses6



the hekpoint for its initialization, and the reent portion of the log to quikly reoverreently written data. In partiular, upon its next mount, the �le system does not needto walk all its data strutures to �x any inonsistenies, but an reonstrut its state fromthe last onsistent point in the log.Free spae must be onstantly relaimed from the tail of the log to prevent the �lesystem from beoming full when the head of the log wraps around to meet it. Whenupdated data is written to the end of the log, the previous opy of the data is still on diskin its old loation and an be onsidered as dead spae or a hole in the log. A garbageolleting proess is responsible for oalesing these holes into empty segments whih arethen available for new log writes. The tail itself an skip forward over data for whihnewer versions exist farther ahead in the log; the remainder is simply moved out of theway by appending it bak to the head.Log-strutured �le systems maximize the write throughput on magneti media byavoiding ostly seeks. In addition, interleaved writes to multiple streams an be alloatedlosely together on disk. However, log-strutured �le systems indue leaning overhead,sine the size of the �le system is of �nite size and the log must eventually wrap around.Although write alloation in log-strutured �le systems is straightforward, the garbageolletion of storage spae after �les are deleted, has remained problemati. Cleaning ina general purpose LFS must handle �les of vastly di�erent sizes and lifetimes, and allexisting solutions involve opying data to avoid fragmentation. Previous study veri�edthis high leaning overhead, partiularly under OLTP-like workloads, where small randomwrites make up a large portion of the disk I/O requests [28℄. Over the last years, manyalgorithms have been proposed to redue the leaning ost of LFS, but the leaning ostis still high in systems with high disk spae utilization and little idle time.A number of �le systems have been implemented based on this design, inluding theSprite LFS [27℄ and some prototype LFS implementations on Linux. HyLog uses a log-strutured layout for hot pages to ahieve high write performane, and overwrite strategyfor old pages to redue the leaning ost [32℄. DualFS is a reent implementation basedon a variation of log-strutured �le systems [24℄. It uses two separates devies for thedata and metadata, respetively; it employs a log-strutured �le system for the metadataand treats data as in typial Unix systems. We present another variation of LFS alledStreamFS in Setion 2.2.2, where all writes take plae at a write frontier whih advanes7



as data is written [10℄. StreamFS does not require a segment leaner, and applies aprototype expiration poliy in order to seletively overwrite the stored data.2.1.3 Soft UpdatesSoft updates is a mehanism that delays writes of metadata and expliitly maintains de-pendeny information to speify the order in whih data must be written to disk [13℄.Thus, it eliminates the need for a log or most synhronous writes related to metadata.The system maintains for eah disk blok a list of all the metadata dependenies asso-iated with the blok. When a blok needs to be written, whih blok requires otherbloks to be written �rst, the system rolls bak the a�eted parts of the seleted blok totheir earlier state. After the write has ompleted, the system deletes all the ompleteddependenies and restores the blok to its urrent value. Thus, appliations see the mostreent version of the metadata bloks and the system keeps disk ontents onsistent. Aftersystem rashes the system an be mounted and used immediately, sine the only remain-ing inonsistenies are non-fatal errors that an be orreted in the bakground duringnormal operation.Soft updates trak and enfore metadata update dependenies, so that the �le systeman safely delay writes for most �le operations. This method improves system performanebeause it aggregates multiple metadata updates into a redued number of disk writesand postpones time-onsuming operations, suh as deletes, to a bakground proess.2.1.4 Journaling File SystemsJournaling �le systems use an auxiliary log to reord all metadata operations and ensurethat the log and data bu�ers are synhronized in a way that guarantees reoverability.Additionally, some implementations also support logging of data modi�ations. The goalof a journaling �le system is to avoid running time-onsuming onsisteny heks on thewhole �le system, by looking instead in the log that ontains the most reent disk writeoperations. Consequently, remounting a journaling �le system after a system failure is amatter of a few seonds.A journaling �le system maintains a journal of the updates it intends to make, aheadof time. The log is maintained as a prealloated �le within the same �le system or as8
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simplify the implementation, they log the entire bloks being modi�ed rather than justtheir modi�ed part. However, journaling redues write lateny in both small and largewrites, sine it allows the synhronous log updates to be ompleted sequentially.The data and metadata journaling of the Ext3 �le system has been doumented[29, 12℄.yFS is a reently proposed �le system for general purposes that only uses journal transa-tions for metadata modi�ations [33℄, while it redues disk seeking and handles large �leseÆiently. Earlier, Hagmann desribed metadata update logging in the Cedar File Systemto improve performane and ahieve onsisteny [16℄. In order to gain performane, itused group ommit, a onept derived from high performane database systems. Also, theEho distributed �le system used a journal to reord disk storage updates thus improvingperformane and availability [5℄.Prabhakaran et al. introdued the semanti blok-level analysis tehnique to trae andanalyze �le systems, and the semanti trae playbak tehnique to evaluate �le systemmodi�ations [25℄. Evaluation of Ext3 over Linux showed that data journaling inurssubstantial traÆ to the journal but with sequential throughput, unlike the ordered modethat mainly writes data to the �nal loation. The authors onlude that sequential work-loads should better be served in ordered mode, while random workloads an bene�t fromdata journaling. Using trae-based emulation, the authors show that di�erential datajournaling an redue substantially the amount of traÆ to the journal in database ap-pliations.2.1.5 Persistent MemoryThere exist approahes that implement some type of stable storage through speializedhardware. The memory vulnerability to power outages an be enountered using uninter-ruptible power supply or a distint Flash RAM devie. Thus, writes to the �nal on-diskloation an be deferred to a later more onvenient time, when the memory spae needsto be relaimed for example. However, the main drawbak of suh implementations is theextra hardware expenses.The Rio �le ahe makes ordinary memory safe for persistent storage, through theuse of an uninterruptible power supply, that allows the �le system to avoid synhronouswrites and guarantee the �le system onsisteny at the same time [8℄. However, durability10



is guaranteed only as long as the power in on or the batteries remain harged.Another approah, the Network Appliane's WAFL (Write Anywhere File Layout) �lesystem hekpoints the disk to a onsistent state periodially and uses Non-Volatile RAM(NVRAM) for fast writes between hekpoints [18℄. NVRAM is used to keep a log of NFSrequests that WAFL has proessed sine the last onsisteny point. WAFL keeps thenew opies of the updated data in di�erent loations from the old opies, and eventuallyreuses the old spae one the updates are ommitted to disk. After an unlean shutdown,it replays any requests in the log to prevent them from being lost. The Write AnywhereFile Layout improves write performane by writing �le system bloks to any loation ondisk and in any order, while deferring disk spae alloation with the help of NVRAM.Nevertheless, NVRAM is haraterized by apaity, reliability and ost limitations.2.1.6 Other ImplementationsHildebrand et al. highlight the prevalene of small and sequential data requests in sienti�appliations [17℄. They show that it is possible to improve the overall write performaneof parallel �le systems by using parallel I/O for large write requests and a distributed �lesystem for small write requests. The Virtual Log is another e�ort to minimize the latenyof small synhronous writes by building the log-strutured �le system over a log withentries that are not neessarily physially ontiguous [31℄. Virtual Log is an approahto improve small disk write performane even in systems with no idle periods, but itrequires detailed knowledge of the disk layout and the loation of the disk head at anymoment, whih might be diÆult to obtain from modern disks. Finally, the Google FileSystem handles large �les typially mutated by appending new data sequentially ratherthan overwriting existing data, at random �le loations [14℄.
2.2 Stream Arhival ServersReently a new lass of data-intensive appliations has beome widely reognized; stream-ing data management appliations. This lass inludes �nanial appliations, networkmonitoring, seurity, teleommuniations data management, web appliations, manufa-turing and sensor networks. In the data stream model, individual data items may be11



relational tuples, e.g., network measurements, all reords, web page visits, sensor read-ings, and so on. However, their ontinuous arrival in multiple, rapid and time-varyingstreams yields some fundamentally new researh problems.In partiular, data arrival rates whih an vary from hundreds of thousands of paketsper seond per link to muh lower rates, ompliate the storage management for suhappliations. Currently, the design of a streaming-oriented storage system an be basedon two possible arhitetures; either a relational database an be used to store the in-oming stream data, or a ustom index an be built on top of a onventional �le system.Nonetheless, at the above mentioned heterogeneous data rates, both ommon database in-dex strutures and general-purpose �le systems have been doumented to perform poorly[7, 10, 2℄. This motivates the need for a new storage system, that runs on ommodityhardware and is spei�ally designed to satisfy the storage needs of streaming data.2.2.1 Traditional DatabasesNowadays, network monitoring systems are useful for a multitude of purposes, suh asphysial site safety, network and seurity forensis. Monitoring appliations di�er sub-stantially from onventional business data proessing. Traditional Database ManagementSystems (DBMS) have been oriented toward business data proessing, and onsequentlyare designed to address the needs of these appliations [7℄. Partiularly, a DBMS is on-sidered to be a passive repository storing a large olletion of data elements and typiallyonly humans initiate queries and transations on this repository. Furthermore, tradi-tional DBMSs are not designed for rapid and ontinuous loading of individual data items,and they do not diretly support the ontinuous queries that are typial of data streamappliations. Finally, a DBMS assumes that appliations require no real-time servies.Appliations that ontinuously monitor and store massive numbers of streams in real-time ould bene�t from DBMSs, due to the high volume of monitored data and the queryrequirements that arise. However, traditional DBMSs seem to have remarkable ineÆien-ies under suh irumstanes. First, monitoring appliations ontinuously reeive highvolumes of data from external soures, suh as sensors, rather than from humans issuingtransations. Moreover, while for a DBMS data do not have a notion of time and anyupdate operation overwrites the previous value, data stream represent a sequene of val-12



ues for the same entity. Thus, the stati model of databases, with dynamially hangingqueries being exeuted over stati data, is not designed for handling stream data, whihhas stati queries being exeuted over dynamially hanging data. Last but not least,handling data streams would require the DBMS to serve real-time appliations, making itimperative that the DBMS employ intelligent resoure management (e.g., sheduling) andgraeful degradation strategies (e.g., load shedding) during periods of high load. Theseare not features of a traditional DBMS whih is designed as a store-and-query modelinstead.Digital streaming infrastrutures replae traditional losed-iruit television systemsin urban traÆ-ontrol appliations to store large numbers of video feeds [11℄. Previously,environmental, oeanographi and meteorologial onditions have been measured andstored over distributed relational databases [22℄. Aurora is a stream proessing enginethat has been developed to support primitives for streaming appliations, handle queryproessing on inoming messages in real time and graefully deal with spikes in messageload [7, 3℄. The CoMo is a passive monitoring system that an be used as a building blokfor a network monitoring infrastruture that proesses and shares network traÆ statistisover multiple sites [19℄. Como inludes a storage proess that is data agnosti and treatsall data bloks equally. Also, load shedding tehniques were developed to maintain theauray of traÆ queries within aeptable levels at extreme traÆ onditions [4℄.2.2.2 General-Purpose File SystemsThe storage needs of monitoring appliations result in ontinuous sequential writes to theunderlying storage system. In order to redue disk seek overheads and improve systemthroughput, the system should employ data plaement tehniques that exploit the par-tiular I/O harateristis of streams. General-purpose �le systems are not engineered toeÆiently store ontinuous stream data that are automatially generated from sensors inreal time. Unix-like �le systems, for instane, are typially optimized for writing small�les and reading large ones sequentially, while monitoring and querying appliations ei-ther write very large �les at high data rates, or apply small writes at muh lower rates,while issuing small reads.File systems periodially write data to disk and transation proessing appliations13



view transations as ommitted only after the data has been written to disk. A mod-i�ed version of the log-strutured �le system has been reently used for the storage ofhigh-volume streams [10℄. StreamFS has inoming stream data written to a frontier thatmoves in a irular fashion along the disk spae and seletively overwrites the expireddata. However, StreamFS has been spei�ally designed for high-rate streams typiallygenerated in network monitoring systems; it is unlear how it would behave in hetero-geneous environments where high-rate and low-rate streams o-exist. Additionally, anaggregate high-rate stream typially ontains a large volume of information that makesneessary to build an index struture online during data storage and san entire segmentsof the stored data during retrospetive query proessing. Instead, demultiplexing of theinoming data into separate �les would possibly failitate and redue the load of thesubsequent seletive retrieval and proessing.In order to improve their operation reliability, reent general-purpose �le systemsapply journaling tehniques to preserve metadata onsisteny aross system rashes atminimal reovery time. Suh tehniques are therefore in high demand, espeially, in en-vironments where high availability is important, not only to improve reovery times onsingle mahines, but also to allow a rashed mahine's �le system to be reovered onanother mahine when we have a luster of nodes with a shared disk. Comparisons arossdi�erent journaling methods with general-purpose �le server traÆ has shown that, de-pending on the sequentiality workload harateristis, either ordered data writing or datajournaling may lead to better performane [25℄. Nevertheless, the problem is that theblok aess sequene on a ontent server is e�etively random when many slow streamsaess large �les onurrently, even though individual stream appends are perfetly se-quential [1℄. Therefore, it might be useful to build system failities for the storage ofheterogeneous streams with di�erent rate and ontent harateristis.2.2.3 Playbak ServersSeveral researh projets and ommerial produts of media streaming servers have al-ready established the feasibility of streaming stored �les. Reent years have witnessedan ever-inreasing demand for media-on-demand appliations on the Internet. Typially,users aess online media lips by liking on a hyperlink using their Web browser, whih14



results in the browser opening a media player to play the seleted media �le. The playbakservers are responsible to deliver the seleted media �le to the player through streaming.In the streaming mode of data delivery, the initial portion of the media is loaded into theplayer bu�er, whih takes a brief time period. The remainder of the ontent is obtainedaross the network, while the media �le is being played bak. A stream �le is reeived,proessed, and played simultaneously and immediately, leaving behind no residual opyof the ontent on the reeiving devie.Therefore, the main purpose of a playbak server is to read from disk the requiredstored stream �le, and then deliver it to the proper lient. Reading a stream �le from thedisk refers to �nding and retrieving the bloks that ontain the requested data. Addition-ally, read-ahead tehniques are applied in order to enhane disk performane. Read-aheadonsists of reading several adjaent pages of data of a �le from disk, before they are a-tually requested. On the other hand, streaming storage deals with the stream �les' writeoperations. Thus, the basi hallenge of a streaming storage server is to quikly, reliablyand eÆiently, in terms of disk throughput, store the inoming data. Write operations ondisk-based stream �les are slightly more ompliated, sine speial are must be taken inorder to avoid ompromising their sequential playbak performane.Streaming workloads di�er from traditional web workloads in many respets, present-ing a number of hallenges to system designers and media servie providers. For instane,transmitting media �les requires more omputing power, bandwidth and storage and ismore sensitive to network jitter than web objets. Furthermore, media aess lasts for amuh longer period of time and allows for user interation.In partiular, although proxy ahing has been suessful in delivering stati text-basedontent, it is more diÆult to deliver streaming media ontent. First, the size of a mediaobjet is generally muh larger than a text-based objet, rendering the ahing of entiremedia objets as stati objets ineÆient. Furthermore, a lient requesting some mediaobjet demands ontinuous streaming delivery. While, the oasional delays that ourwhen transferring data over the Internet are aeptable for text-based Web browsing, forstreaming media data this transfer delay results in undesirable playbak jitter at the lientside.Instead, whole-�le transfers, or �le downloading an provide ontinuous playbak, butit introdues a signi�ant startup delay, in addition to large bu�er spae requirements15



on the lient. In omparison to traditional �le downloading, media data streaming al-lows signi�antly faster playbak initiation, provides guarantees for uninterrupted datadeoding, and requires minimal bu�ering requirements from the lient devies.
2.3 Redundany EliminationSeveral approahes have been proposed that intend to redue the onsumption of expen-sive resoures, suh as hard disk and memory spae or transmission bandwidth. Reduingthe number of required bytes is equivalent to the elimination of data redundany withinmemory or the storage devie. A number of tehniques that have been proposed towardsthis e�ort inlude data ompression, dupliate suppression and delta enoding methods.Partiularly, data ompression eliminates the redundany inside an objet, dupliate sup-pression refers to the elimination of idential objets and, �nally delta enoding eliminatesthe redundany between similar objets.Signi�ant improvements have ourred over the past deades in the �eld of virtual-ization. The main researh interest lies in the multiplexing of hardware resoures amongvirtual mahines that run ommodity operating systems, in order to redue the host'smanagement overhead. Nevertheless, main memory is not amenable to inexpensive mul-tiplexing and thus a variety of redundany elimination tehniques, suh as page sharing ofidential pages, memory ompression inside individual pages and delta enoding betweensimilar pages, are performed to ahieve high memory onsolidation. Related study showsthat substantial memory savings are available from the sharing of idential pages betweenvirtual mahines when running homogeneous workloads [30℄. The Di�erene Engine, anextension to the Xen virtual mahine monitor, demonstrates the potential memory savingsavailable from leveraging a ombination of whole page and sub-page sharing and memoryompression [15℄.Kulkarni et al. exploited similarity at the blok level in order to redue the number ofbytes needed to represent an objet when it is stored [21℄. In partiular, they proposedthe use of ompression, dupliate blok suppression and delta enoding to eliminate re-dundany of stored data in a salable and eÆient way. Finally, Venti is a network-basedstorage system intended primarily for arhival purposes [26℄. This approah enfores a16



write-one poliy, preventing aidental or maliious destrution of data, while dupliateopies of a blok an be oalesed in order to redue the onsumption of storage.
2.4 SummaryThe prevalene of ontinuous monitoring proesses for system management purposes andgeneral physial site safety make stream proessing appliations highly relevant in modernomputing infrastrutures. Prior researh has made the ase that neither traditionaldatabases, nor general-purpose �le systems are suÆiently engineered to eÆiently storeontinuous stream data that is automatially generated from sensors in real time.Furthermore, urrent �le systems mostly are to maintain their integrity aross rasheswithout ompromising their performane. They ahieve this goal by ushingmetadata up-dates at sequential disk throughput or by avoiding the violation of the dependenies arossthe blok updates. Existing tehniques that omplete the data updates synhronously,require signi�ant extra disk throughput in order to ahieve that at relatively low lateny.This overhead omes from the large amounts of data that needs to be written to disk, evenin ases of small updates. However, a number of e�etive tehniques have been proposedover the last deades, in order to redue the onsumption of expensive resoures, suh asmemory and disk spae.In this thesis, we reonsider the ability of onventional �le systems to serve the needs ofstreaming workloads, and towards this diretion we modify a widely available �le systemin order to alleviate its relevant design ineÆienies. At the same time, we demonstratethat it is possible to redue substantially the throughput overhead of synhronous datawrites while maintaining low latenies, as well.
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Chapter 3
Journaling in the Ext3 File System

3.1 Bakground3.2 Commit Poliy3.3 Chekpoint Poliy3.4 Reovery Poliy3.5 SummaryJournaling results in notieable redution of the time period spent during the reoveryof a �le system to a onsistent state after a rash. In this hapter, we analyze the popularLinux journaling �le system, Ext3 [29, 12℄. In partiular, we examine the journalingtehniques that are applied, in order to ahieve high onsisteny guarantees aross systemrashes at minimal reovery time, and detet design ineÆienies that inur signi�antperformane overhead to the journal devie.
3.1 BakgroundAs disk apaities grow faster than disk aess speeds over time, modern �le systemsuse journaling to support fast reovery after a rash [29, 12, 6, 25℄. Journaling reduespossible downtime of several hours to a few seonds by avoiding running time-onsuming18



onsisteny heks over the entire apaity of the �le system. Instead, it simply replaysthe most reent disk writes stored in the log. Ext3 implements journaling by performingeah high-level hange to the �le system in two steps:1. First, it opies the modi�ed bloks into the journal.2. Then, it transfers the modi�ed bloks into their �nal disk loation.The journal is treated as a irular bu�er; one the neessary information has been storedto its �nal loation, opies of the bloks in the journal an be disarded allowing thejournal spae to be relaimed.3.1.1 Basi File System ConeptsA �le system refers to a olletion of �les and �le management strutures on a physialor logial mass storage devie. It desribes a method of organizing bloks on a storagedevie into �les and diretories. The ommon �le model used by the widely known Linuxoperating system is objet-oriented. Objet is a software onstrut that de�nes both adata struture and the methods that operate on it. It onsists of the following objettypes:
• The superblok objet that stores information relating to a mounted �le system.
• The i-node objet that stores information about a single �le. Eah i-node objetis assoiated with an inode number that uniquely identi�es the �le within the �lesystem.
• The �le objet that stores information onerning the relation between an open �leand a proess.
• The dentry objet that stores information about the linking of a diretory entry withthe orresponding �le.The arhiteture depited in Figure 3.1 illustrates the relationships between the major�le system-related omponents in both user spae and the Linux kernel. In partiular, asystem all interfae layer provides the means to perform funtion alls from user spaeinto the kernel. The Linux kernel ontains a Virtual File System layer whih provides a19
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Information about pending �le system updates is written to the journal. By foringjournal updates to disk before updating omplex �le system strutures, this write-aheadlogging tehnique enables eÆient rash reovery. A simple san of the journal and aredo of any inomplete ommitted operations are needed to reover the �le system to aonsistent state. The journal �le is, by default, loated within the �le system, although itan be also stored on a separate devie or partition. The journal is treated as a irularbu�er and thus, one the neessary information has been written to its �xed on-diskloation, the orresponding journal spae an be relaimed.3.1.3 Journaling ModesExt3 uses three kinds of journaling; writebak, ordered and data journaling mode.
• In writebak mode Ext3 logs only the �le system metadata, while data bloks arewritten diretly to their �xed loation. Although this mode is onsidered to be thefastest, it provides the weakest onsisteny guarantees of the three modes, sine itdoes not enfore any ordering between the journal and the �xed-loation data writes.Partiularly, the ontents of a �le might be written before or after the journal isupdated. As a result, �les modi�ed right before a rash an beome orrupted. Thus,while metadata bloks are onsidered to be onsistent, no guarantee is provided tothe orresponding data bloks.
• In ordered journaling mode, only metadata writes are journaled. However, datawrites to their �xed loation are ordered right before the journal writes of themetadata, thus reduing the risk of orrupting data during reovery. In ontrast towritebak mode, this mode provides more sensible onsisteny semantis, sine dataand metadata are guaranteed to be onsistent after reovery. This is the defaultjournaling mode on many Linux distributions.
• The full data journaling mode journals both metadata and data bloks. This modeminimizes the risk of losing �le updates, but inurs additional disk aesses. Itis onsidered to provide the strongest onsisteny guarantees of the three modes,while it seems to have di�erent performane harateristis, in some ases worse, andsurprisingly, in some ases better. In partiular, the sequential nature of the journal21



an improve performane, while in other ases performane gets worse beause eahblok is typially transferred to disk twie; one to the journal and then later to its�nal loation. In the rest of this thesis, we prefer to use the term data journalingwhen we refer to the full data journaling mode in order to stress out the fat thatit journals data in addition to metadata.In our researh, we fous on the eÆient and reliable storage of multiple onurrentstreams. Hene, we onentrate on the onsisteny guarantees provided through orderedand data journaling, sine writebak mode o�ers the weakest onsisteny semantis of thethree modes. However, for reasons of ompleteness, in our experimental measurementswe examine the behavior of all the three modes.Figure 3.2 depits the behavior of three di�erent journaling modes during the ommitand the hekpoint intervals; the proesses of updating the on-disk journal struture andthe �nal on-disk loation respetively. Aording to the mount options, the write updatesare either written diretly to their �nal on-disk loation, or to the journal. Depend-ing on the onsisteny semantis that eah mode provides, the updates an take plaesynhronously or not. In partiular, time ows downwards following the arrows, whileboxes represent �le system updates. Additionally, the two timelines represent ommitand hekpoint time. As shown in Figure 3.2(a), during the ommit time, the writebakmode writes synhronously metadata to the journal, while data bloks an be ushedasynhronously to their �nal loation at any time. Thus, the required disk overhead islow sine only metadata is logged. In Figure 3.2(a), the dotted boxes are used to implythat no ordering is required between data and metadata updates as they an our in anyorder. Ordered journaling mode ushes data synhronously to the �xed loation beforethe orresponding journal reord is updated (Figure 3.2(b)). Next, when the proper timeinterval expires, metadata is �nally written asynhronously to the appropriate �xed lo-ation. Consequently, a small amount of information (only metadata) is written to thejournal sequentially and eÆiently. However, synhronous data writes to the �le systeminur heavy disk traÆ, whih limits the system's performane for small writes. In datajournaling the log is updated synhronously with both metadata and data reords at eahommit interval (Figure 3.2()). When the proper time interval expires, both metadataand data are �nally written asynhronously to their �xed on-disk loations. One again,22
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�nish.T FLUSH All the handles in a transation are omplete and the transation is beingwritten to the journal.T COMMIT All the log reords have been written to the journal exept for the ommitblok of the transation.When reovering from a failure, the system skips all inomplete transations and transfersthe bloks of the omplete transations to the �le system.3.1.6 Kernel Bu�ersThe Linux kernel uses the page ahe to temporarily keep page opies from reentlyaessed disk �les in memory. In most ases, the kernel refers to the page ahe whenreading or writing from disk. In partiular, before a �le write ours, the kernel veri�eswhether the orresponding page exists in the page ahe. In ase that it is found, thewrite is applied to that page in memory. Otherwise, when the write perfetly falls on pagesize boundaries, the page is not read from disk, but alloated and immediately marked asdirty. Otherwise, the orresponding page is fethed from disk and requested modi�ationsare done. Pages that have been modi�ed in memory for writing to disk, are marked dirtyand have to be ushed to disk before they an be freed.A blok bu�er is the bu�er of an individual disk blok in memory. As depited inFigure 3.5, eah blok bu�er has a bu�er head desriptor that spei�es all the neessaryhandling information required by the kernel in order to loate the orresponding blokon disk. Generally, the page ahe does not alloate the blok bu�ers individually, but inunits of pages alled bu�er pages. The kernel addresses individual bloks using the bu�erheads pointed to by the orresponding bu�er page.3.1.7 Flushing Dirty Bu�ers to DiskWrite operations are deferred in the page ahe. When data in the page ahe is newerthan the data on the baking store, that data is alled dirty. Dirty pages that aumulatein memory eventually need to be written bak to disk. Dirty page writebak ours intwo situations: 26
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• When free memory shrinks below a spei�ed threshold, the kernel must write dirtydata bak to disk in order to free memory.
• When dirty data grows older than a spei� threshold, suÆiently old data is writtenbak to disk, in order to ensure that dirty data does not remain dirty inde�nitely.The Linux kernel uses a group of general purpose kernel threads alled pdush to system-atially san the page ahe looking for dirty pages to ush, and additionally, ensure thatno page remains dirty for too long.Therefore, a number of pdush kernel threads ush dirty pages to their �nal loationon disk through two separate mehanisms:
• Systematially san the page ahe every writebak period.
• Implement a timeout mehanism on eah page aording to a on�gurable expirationperiod.Furthermore, the JBD layer uses an additional kernel thread, known as kjournaldthread. This kernel thread is responsible for two things:
• Every so often the urrent state of the �le system needs to be ommitted to thejournal on disk. This happens periodially and the orresponding time interval isknown as ommit interval. 27



• The dirty bu�ers of the ommitted transations need to be ushed periodially tothe �nal on-disk loation, in order to relaim spae in the log.A user an also use the fsyn system all to synhronously ush all the data andmetadata dirty bu�ers of the spei�ed �le desriptor to disk. Atually, fsyn moves thebloks to the journal or the �nal disk loation depending on the mount mode.
3.2 Commit PoliyThe ommit of a transation involves writing to journal the dirty bu�ers that were modi-�ed by this tranation, and then writting a ommit reord to mark the proess as omplete.The ommit poliy is initiated, either when the ommit interval expires, or when the writeupdates need to be synhronously written to disk (i.e., through fsyn).Eah invoation of the write system all reates a new atomi operation handle thatis added to the urrent ative transation. When the transation moves to ommit state,the kernel aquires a journal desriptor blok. This blok ontains tags that map blokbu�ers to their �nal loation on disk of the �le system (Figure 3.3). When a journaldesriptor blok �lls up with tags, the kernel moves it to the journal together with theorresponding blok bu�ers. The kernel alloates additional journal desriptor bloks asneeded for eah transation.For eah blok bu�er that will be journaled, the kernel alloates a separate bu�erhead spei�ally for the I/O needs of journaling. Additionally, the kernel reates anauxiliary struture alled journal head that assoiates the blok bu�er with the respetivetransation. So, as depited in Figure 3.6, for eah journal blok bu�er there is (i) a bu�erhead that spei�es the respetive blok number in the journal and, (ii) a journal headthat points to the orresponding transation.In general, the bu�er head of a journaled blok bu�er points to the original opy ofthe blok bu�er. However, if this blok bu�er is going to be used onurrently by anothertransation, then the kernel reates in memory a new opy of the blok bu�er for thejournal I/O transfer needs. When all the log reords of a transation have been safelywritten to the journal, the system alloates and synhronously writes to the journal a�nal ommit blok that states the transation has ommitted suessfully.28
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the size of the journal is a on�gurable parameter in Ext3.
3.4 Reovery PoliyThe transation ommitting ompletes when a transation has ushed all its reords to thejournal and has been marked as �nished. This is done for eah running transation withina spei�ed time period by the kjournald kernel thread. Subsequently, the transationhekpointing ompletes when all the bloks of a ommitted transation have been movedto their �nal loation on disk and the orresponding transation reords are removed fromthe journal.During reovery, the �le system sans the log for ommitted omplete transations;inomplete transations are disarded. Thus, if the system �nds log reords in the journalafter a rash, it assumes that the unmount was unsuessful and initiates a reoveryproedure in three phases.PASS SCAN In the �rst phase, it �nds the last reord of the journal. From here, thereovery proess knows whih transations need to be replayed. The exat state ofthe journal is unknown sine the system does not know the point at whih the failureourred. The last transation in the journal an be either in the hekpointing orin the ommitting state. A running transation annot be found, as it was only inmemory during the rash. For ommitting transations, the updates made need tobe disarded. Thus, the system only onsiders ommitted transations for replaying.PASS REVOKE During the seond phase, the kernel builds a hash table from therevoked bloks. These are bloks of ommitted transations that should not bewritten to their �nal disk loation, beause they are obsoleted by later operations.This is important to know in order to prevent older journal reords from beingreplayed on top of newer data using the same blok. This table is used every timethat the system needs to �nd out whether a partiular blok should be replayed ondisk.PASS REPLAY In the third phase, the reovery proess writes to their �nal disk loa-tion the newest version of all the bloks that our in ommitted transations, and30



are not present in the hash table of revoked bloks.If the system rashes again before the reovery �nishes, the same journal an be reusedin order to omplete the reovery.
3.5 SummaryThe Ext3 �le system is a journaling extension to the standard Ext2 �le system on Linux.Summarizing, the write updates are initially reorded sequentially in a separate area ofthe disk reserved for use as a journal. File system transations whih omplete have aommit reord added to the journal, and only after the ommit is safely on disk may the�le system write the updates bak to their original loation. During the reovery phase,the inluded bloks of a transation an either be replayed or disarded. A hekpointingproess is needed to ush the bu�ers of an already ommitted transation, that have notyet been written to their �nal loation through the normal dirty page ushing poliy.Then, the transation an be safely removed from the journal.Journaling results in massively redued time spent reovering a �le system after arash, and is therefore in high demand in environments where high availability is impor-tant. In addition, synhronous writes omplete faster sine they return as soon as thesequential log update ompletes. Data journaling an improve even more the responsetime of synhronous writes, but signi�ant extra disk throughput on the journaling devieis inurred due to the large volume of data written to the log.
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Chapter 4
Arhitetural Definitions

4.1 Design Goals4.2 Partial Writes4.3 Commit Poliy4.4 Reovery Poliy4.5 SummaryIn this hapter, we de�ne the design goals of our study and explain the general ar-hitetural deisions taken before our prototype implementation. Initially, we detet thedesign ineÆienies of existing journaling tehniques that lead to unneessary disk over-head on the journal devie. Then we propose a more eÆient sheme for the fast andreliable storage of multiple onurrent updates.
4.1 Design GoalsContemporary journaling �le systems mostly are to maintain their metadata onsisteny.In order to provide high onsisteny guarantees, they only log metadata modi�ations inthe journal. Nevertheless, two ommonly used �le systems, Ext3 and Reiser FS, addition-ally support data journaling as a mount option.32
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mount options of Ext3 using periodi synhronous writes of varying request sizes. Thedi�erene in the amount of traÆ sent to the journal devie aross the three mountoptions of Ext3 is depited in Figure 4.1, where the total disk traÆ is measured duringa time period of 5 minutes. We observe that the total journal traÆ of data journaling issubstantially higher in omparison to the other two modes. Furthermore, we notie thatat request sizes lower than 4KB, whih is the default �le system blok size, data journalinginurs traÆ that hanges sublinearly as a funtion of the write rate. In partiular, datajournaling sends a large amount of traÆ to the journal for small writes regardless of theatual size of the write requests. This is reasonable sine data journaling sends to thejournal entire bloks instead of the atual newly written bytes.In the present study, we investigate the performane harateristis of data journalingin the ontext of synhronous writes that would be required among several situationsinluding the reliable storage of inoming streaming data. In order to lower the ost ofdata journaling we introdue di�erential data journaling ; a new journaling mode wherea series of write modi�ations an be aumulated in a single journal blok. Therefore,when the workload onsists of many small writes we manage to redue substantially therequired journal throughput by avoiding to log a whole blok for eah data modi�ation.
4.2 Partial WritesThe idea behind journaling is that an entire bath of updates an be written to the �lesystem, but those updates do not take e�et until a �nal ommit update is made on thedisk. In order to ahieve this, the �le system must keep both the old and the new ontentsof the updated data somewhere on disk until the �nal ommit. The updated ontents arestored in the journal on disk, where for eah modi�ed �nal blok exists a orrespondingjournal blok.Therefore, in order to manage the partial data blok modi�ations we need to introduea new type of journal blok. This new type is responsible for �tting as many partialmodi�ations as possible. In ase that it runs out of spae, a new one an be alloated inits plae. 34



4.3 Commit PoliyDuring the ommit poliy, dirty bu�ers are written to the journal followed by a ommitreord, that states that the proess has ompleted suessfully. As we have alreadyexplained, data journaling logs full bloks instead of the new bytes written by eah update,and thus invokes unneessary disk traÆ, even in ases of small writes. Ideally, we shouldonly journal the modi�ed part of individual bloks, and this an be ahieved throughthe proposed new journal blok type. Through the use of this blok we an substantiallyredue the total number of bloks that need to be logged and, onsequently we an improveonsiderably the journal devie throughput.
4.4 Reovery PoliyDuring the reovery phase, the journal is initially sanned for inomplete ommittedtransations. If suh transations exist, they are replayed in the �le system. Throughthis proess whole bloks are read from the journal and, hene they an easily be writtenbak to their �nal on-disk loation.However, our approah is more ompliated than the default poliy. In partiular,some journal bloks inlude updates from more than one blok modi�ations, and inorder to be applied, the orresponding unmodi�ed bloks need to be read from the disk.Thus, in ase of partial modi�ations, every original blok should be �rst read from the�nal on-disk loation, and then written bak, updated with the di�erene retrieved fromthe orresponding journal reord. Nevertheless, when a blok is retrieved from the journaland it is either a metadata or a fully modi�ed blok, then the default reovery proessan be applied.Furthermore, the suessful ompletion of the reovery phase imposes the need forauxiliary information. The required information, that is known and stored for eah journalblok at the ommit time, should inlude:

• the number of the orresponding blok in the �le system,
• the size and the starting o�set of the modi�ation inside the original disk blok,35



• anything else that ould be useful during the replay of the partial updates from thejournal bloks to their �nal loation.Subsequently, this information an be retrieved during the reovery proess and, thus helpthe replay of the partial modi�ations.
4.5 SummaryAs it is lear from the above analysis, traditional data journaling shemes an exhibithigh and unneessary disk traÆ, as whole bloks are written to the journal, regardless ofthe modi�ation size. In this thesis, we propose an advanement of the traditional datajournaling approah, where the deltas (hanges) to data bloks are journaled rather thanthe entire data bloks themselves. Our main idea is to aumulate a number of writemodi�ations in a few single journal bloks, named partial journal bloks. Subsequently,during the unommon ase of reovering after a rash, we an easily reover the originalbloks after applying to them the orresponding modi�ations from the partial bloks.
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Chapter 5
Prototype Implementation

5.1 Partial Bloks5.2 Journal Heads5.3 Tags5.4 Commit Poliy5.5 Reovery PoliyAording to previous researh, the journaling of both data and metadata improvesthe throughput of random I/O operations, while at the same time inurs muh higherdisk overhead than the metadata-only journaling modes. In the rest of this hapter, weoutline the approah that we follow in order to keep low the overhead of data journalingand at the same time retain its signi�ant performane gains. In partiular, we desribethe implementation of di�erential data journaling ; a variation of the full data journalingmode of Ext3. Even though we onsider our approah quite general, in our desriptionwe use the previously introdued terminology of Ext3, over whih we have implementedour prototype.
37
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written bu�ers.
5.2 Journal HeadsAs we have already explained in paragraph 3.2, for eah journal blok bu�er there is aorresponding journal head that assoiates the blok with a transation. Additionally,the journal head points to a bu�er head that links the bu�er to a bu�er page and otherinformation required for the transfer to the journal devie.For writes that only modify part of a blok, we expanded the journal head with twoextra �elds, the o�set and the length, respetively, of the partially modi�ed blok pointedto by the bu�er head. As we see below, we make use of the journal head in order toprepare the bloks that we atually send to the journal.
5.3 TagsAs the ommit proess is started, a bu�er for the journal desriptor blok is alloated. Indata journaling, the transation logs both data and metadata modi�ations. The journaldesriptor blok ontains a list of �xed-length tags, where eah tag orresponds to onewrite. Originally, eah tag ontains two �elds:

• The �nal disk loation of the modi�ed blok.
• Four ags for journal-spei� properties of the blok.In our design, we introdue three new �elds in eah tag:
• A ag to indiate whether the orresponding blok is partially modi�ed or not.
• The length of the new bytes written in the partial blok.
• The starting o�set in the data blok of the �nal disk loation.This data is persistent and an be used for reovery if a failure ours.
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partial blok bu�er of the transation. When the available spae of a partial data blokis not suÆient to store a new inoming update, then a new partial blok is alloated toserve the next partial modi�ations. In ase that a write system all modi�es a metadatablok or fully writes a data blok, we log the orresponding full blok instead.We might still need to reate a opy of the full blok in order to freeze the versionthat we send to the journal, if the blok is going to be modi�ed shortly by anothertransation. One all data and metadata is on safe storage, the transation needs to bemarked as ommitted so that it an be guaranteed that all its updates are safe in thejournal. Eventually, the ommit proess ompletes right after the journal ommit blokis synhronously written to the log.
5.5 Reovery PoliyDuring the reovery proess, the data modi�ations are retrieved from the journal, andare subsequently applied to the bloks orresponding to the �nal on-disk loation.Initially, when a desriptor blok is read from the log, we extrat its inluded tags.Eah tag an desribe either a partial or a full log blok. When we meet the �rst tag thatdesribes a partial write modi�ation, the next log blok is retrieved from the journal,and from that point on it is used as the partial blok of the urrent transation. Sinethe data of onseutive writes are plaed next to eah other in the partial blok, theirorresponding starting o�sets an be dedued from the length �eld in the tags. In asethat the length �eld of a tag exeeds the end of the urrent partial blok, the next blokis read from the journal and beomes the new partial blok of the transation. We usethe starting o�set tag �eld to read into a kernel bu�er the disk blok that we will modifyin order to apply the data modi�ations.However, if the partial blok ag is not set, then the next blok is retrieved from thejournal, whih is eventually treated as a metadata or a full data blok. Obviously, thefull blok is diretly written to the �nal disk loation without reading �rst the previousversion from the disk.
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Chapter 6
Experimental Results

6.1 Experimentation Environment6.2 Streaming Workloads6.3 The Postmark Benhmark6.4 Reovery Time6.5 Other IssuesIn the present hapter, initially, we introdue the hardware on�guration that we usedin our performane measurements. Afterwards, we study the requirements and perfor-mane of our di�erential data journaling implementation with respet to the ordered, thewritebak and the default data journaling modes of Ext3, and we graphially present ourexperimental results.
6.1 Experimentation EnvironmentWe implemented the di�erential data journaling in the Linux kernel version 2.6.18. Weevaluated our prototype implementation using x86-based server nodes running the DebianLinux distribution. For the majority of the experiments we used nodes with a quad-ore2.66GHz proessor, 2GB RAM, and two SAS 15KRPM disks, eah of 300GB storage42



apaity and 16MB internal bu�er. Additionally, for one set of the experiments, a 2.33GHzquad-ore proessor and two SATA 7.5KRPM disks, eah of 250GB and 16MB on-diskahe, were used.In the general ase, two separate disks are used; one for the journal and another onefor the atual �le system strutures, exept for one ase that is explained later in thishapter. Furthermore, we use the default �le system parameters of Linux that set the pageand the blok size to 4KB. We also keep the default journal size of 128MB, but manuallytune for best performane the writebak period and expiration period of the dirty pageush proess. In our measurements, we assume that write operations are followed by thefsyn system all for synhronous ompletion.Previous researh reports that, by default, a synhronous write operation returns assoon as the data reahes the on-disk write ahe, rather than the storage media. Thisbehavior renders the system unreliable unless we disable the on-disk bu�er ahe or useontrollers with battery-baked ahe [23℄. In most of our experiments, we kept enabledthe disk write ahe, whih essentially emulates devies with battery-baked memory.However, we also evaluated our system with the write ahes disabled. As we explain,the disk write ahe adds no bene�t to streaming workloads but leads to signi�antperformane advantages in traditional appliations.In order to study the harateristis of our system and evaluate our implementation,we did extensive performane measurements. In partiular, the �rst set of experiments isbased on a mirobenhmark that we have built for the needs of a streaming workload eval-uation. This benhmark onsists of multiple threads that periodially apply synhronouswrites at a spei� rate. In our evaluation, we examine the disk throughput requirementsand the average lateny of eah write. During the next set of experiments, we used thePostmark benhmark to measure performane in an environment of temporary small �lesthat is typial for eletroni mail, newsgroups and web-based ommere [20℄. Thus, weinvestigate the bene�t of data journaling in appliations other than streaming. Finally,we performed a series of experiments in order to examine the possible overhead of ourprototype implementation. Therefore, we measure the time needed to reover the sys-tem to a onsistent state after a rash, the CPU overhead that our approah inurs andperform some other experiments that are presented in the rest of this hapter.At last but not least, our prototype implementation of di�erential data journaling is43



Table 6.1: Various rates used from di�erent types of streams.Stream Type Estimated Average RateEnvironmental Measurements (tens of bits - hundreds of Kbits)/se(humidity, temperature et.)Audio Streams (hundreds of bits - hundreds of Kbits)/se(telephone quality, mp3 et.)Video Streams (tens of Kbits - tens of Mbits)/se(videophone quality, mpeg et.)being used as a working environment over a period of three and a half months. Thesystem has demonstrated a stable behavior during this entire period.
6.2 Streaming WorkloadsIn our �rst set of experiments, we evaluate the bene�ts and requirements of di�erentialdata journaling in a �le system. We onsider the ase where the inoming data from a largenumber of onurrent streams is stored synhronously on the same disk. Atually, throughthe use of mirobenhmark that we developed, we emulate the behavior of streamingworkloads, where massive numbers of streams need to be stored synhronously at thesame disk faility.In digital multimedia, the data rate, or else bitrate, represents the amount of informa-tion of a reording that is stored per unit of time. Various fators an inuene a stream'srate, suh as the ompression sheme that is used or the nature of the partiular steamingappliation. For instane, some sensors may send video and audio streams of high qual-ity at high rates, while others may generate environmental measurements at muh lowerrates. In Table 6.2, we present the range of di�erent rates that are used aording to thetype of eah stream.Our mirobenhmark tool allows us to examine the performane harateristis ofstreams with di�erent rates, while varying the degree of onurreny. So, in order topress the system, we inrease the total number of streams between the di�erent runs. At44



eah exeution, a sequene of write updates is synhronously applied to the system fora spei�ed amount of time, while aording to the stream rate di�erent reord sizes areused. Typially, a low-rate streaming workload implies many small synhronous writesapplied to the same storage media, while higher-rate streams typially orrespond tolarger ones. In partiular, the rate of a low-rate streaming workload varies from tens ofbits up to few tens of kilobits per seond. Therefore, the orresponding write request sizeis muh smaller than the default Linux kernel blok size. On the other hand, high-ratestreams send data over megabits per seond, thus leading to request sizes that range fromhundreds of kilobytes and on.6.2.1 Flushing PoliyIn streaming workloads, even though eah stream simply appends data sequentially tothe end of a separate �le, the aggregate traÆ is random. However, data journaling safelystores data on the journal at sequential throughput and lazily transfers it to the �nalloation at a rate that we an ontrol. Partiularly, we manually tune for best performanethe writebak period and the expiration period of the dirty page ush proess, aording tothe rate and the number of the streams that are involved in eah experiment's exeution.The writebak period is used to de�ne when the pdush daemons wake up and write olddata out to disk, while the expiration period de�nes when dirty data is old enough tobe eligible for writeout by the pdush daemons. Data whih has been dirty in memoryfor longer than this interval will be written out next time a pdush daemon wakes up.In Linux kernel, the writebak period is by default set to 5 seonds and the expirationperiod to 30 seonds.Ideally, in ase of low-rate streams we would like to aumulate multiple write updatesin memory for a long period of time, in order to bene�t as muh as possible from thebathing of related writes. We ahieve this by delaying the awakening of pdush daemonsand inreasing both the default expiration and writebak intervals. Nevertheless, thenew time intervals should be arefully seleted, to avoid over�tting either the journaldevie, or the memory. In general, when there is no available spae left in the journalor the memory, the subsequent writes should blok, waiting for the journaled updates tomove from memory to their �nal on-disk loation, through either the hekpointing or the45



Table 6.2: Flushing Poliy - Stream Rate of 1KbpsNumber of Writebak Period Expiration PeriodStreams (in seonds) (in seonds)100 10 300500 10 3001000 10 1502000 10 603000 1 304000 1 305000 1 56000 1 57000 1 58000 1 5kernel's dirty page ush proess. For this reason, we hoose the expiration interval to belong enough for low-rate streams, but we wake up the pdush daemons rather frequentlyto lean the memory from old updates. Additionally, when the number of low-rate streamsinreases, so does the total amount of data written and hene, we lessen the expirationinterval to avoid the hekpointing and the dirty page ush proess. Tables 6.2 and 6.3present the partiular tuning of the dirty page ushing parameters that we use in ourmeasurements, for low-rate streams of 1Kbps and 10Kbps respetively.Multiple high-rate streams generate large volumes of data that need to be stored onTable 6.3: Flushing Poliy - Stream Rate of 10KbpsNumber of Writebak Period Expiration PeriodStreams (in seonds) (in seonds)50 10 300100 5 100500 5 601000 1 301500 1 1046



Table 6.4: Flushing Poliy - Stream Rate of 1MbpsNumber of Writebak Period Expiration PeriodStreams (in seonds) (in seonds)10 5 2025 1 550 1 375 1 1100 1 1the same disk faility. The bene�t of bathing together suh updates is insigni�antdue to their size. Therefore, we don't need to keep them in memory for long time. Inthese ases, we an either use the default expiration and writebak periods, or slightlyredue them aording to the generated amount of data. One again, when the number ofstreams inreases we an redue the intervals even more, in order to prevent the memorystrutures from getting full. Table 6.4 presents the on�guration of the writebak andexpiration periods in ase of high-rate streams of 1Mbps.Finally, sine we fsyn every individual write, we use the default journal ommitinterval of 5 seonds to wake up the kjournald daemon, as it eventually does not inueneour measurements.6.2.2 Journal TraÆIn Figure 6.1 we measure the journal devie throughput aross di�erent numbers ofstreams and rates of 1Kbps, 10Kbps and 1Mbps. In Figure 6.1(a), we observe that whenthe number of streams reahes several thousands, data journaling sends around 30MB/sof log reords to the journal. Instead, di�erential data journaling keeps the traÆ lowerthan 5MB/s. This behavior is less intense as the stream rate inreases from 1Kbps to10Kbps (Figure 6.1(b)), and in fat the two data journaling modes overlap for streams of1Mbps (Figure 6.1()). As expeted, in all three ases the two metadata-only journalingmodes keep the overhead of the journal devie at the low levels, sine only a small amountof information is �nally logged.
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()Figure 6.1: We examine the journal devie throughput aross di�erent numbers of streamsand rates of 1Kbps, 10Kbps and 1Mbps. For low-rate streams, the disk overhead ofdi�erential data journaling is omparable to that of ordered and writebak modes, unlikethe default data journaling mode whih leads to journal devie throughput by severalfators higher. Nevertheless, at high rates, di�erential data journaling overlaps with thedefault data journaling mode in terms of journaling throughput.In general, we observe that at low rates, the journal throughput of di�erential datajournaling is lose to that of ordered and writebak modes. The orresponding throughputin the ase of the default data journaling mode is several fators higher. Partiularly, alow-rate streaming workload implies many small synhronous writes applied to the samestorage media, while higher-rate streams typially orrespond to larger ones. In the ase oflow-rate streams, di�erential data journaling manages to redue substantially the journalthroughput. This is ahieved through the aumulation of multiple write updates into a48



single journal blok. On the other hand, default data journaling inurs signi�ant journaloverhead beause of the full-blok logging sheme. Even though a orresponding inreasein memory opy ativity is likely, this is hardly a problem as we see later. Therefore, wean reliably store the data of low-rate streams without exessive journaling ost.Nonetheless, at high rates, di�erential data journaling overlaps with the default datajournaling mode in terms of journaling throughput, while the required journal disk over-head of metadata-only modes remains signi�antly low. As the total amount of datawritten inreases, the bene�t of partial writes beomes nominal and large volumes of dataare �nally sent to the journal.6.2.3 Final Loation TraÆIn Figure 6.2 we measure the disk throughput for the update of the �nal loation on the �lesystem. We notie that the ordered and writebak methods, that only journal metadata,inur onsistently higher throughput to the �nal disk loation, espeially at low-ratestreams. Besides, metadata-only journaling allows synhronous updates to omplete by�rst foring data bloks to their �nal on-disk loation, before the orresponding metadatabloks are synhronously written to the journal. Instead, the two data journaling modesappend both the metadata and data updates synhronously, but eÆiently to the journal,and keep the orresponding data bloks in memory for some time. There, eah blok hasthe hane to reeive the updates from multiple writes, before it is transferred to its �nalloation on disk. Furthermore, we tune the parameters of the dirty page ush proess inorder to gain as muh as possible from the opportunity of bathing. Hene, for low-ratestreams we open enough the expiration interval and allow many small modi�ations ofsingle bloks to be aumulated.On the other hand, for high rate streams, we have redued onsiderably the expirationand the writebak periods, in order to prevent the journal devie from beoming full.Generally, when the journal �lls up, a hekpointing proess is initiated and all the sub-sequent writes are bloked. However, this tuning, in the long run, prevents us to bene�tfrom the bathing opportunities o�ered during small writes. Thus, the same number ofwrite updates are applied to the �nal on-disk loation, regardless of the journaling mode.
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ordered and writebak modes inur almost two orders of magnitude higher lateny withrespet to the other two modes, when serving large numbers of low-rate streams. Thus, awrite operation that ompletes in tens of milliseonds with data journaling, takes as highas 10 seonds with ordered mode.Data journaling modes fore write updates synhronously to the journal. Therethe written transations are appended sequentially and eÆiently. However, in ase ofmetadata-only journaling modes, data is ushed synhronously to the �xed loation beforethe orresponding metadata bloks are synhronously written to the journal. Espeially,when we have large numbers of streams, data bloks are distributed aross random loa-tions on disk, and hene inur seeking overhead and rotational lateny when data writesare fored to the �nal loation.Suh a high write lateny in the default Ext3 journaling mode, the ordered mode, raisesissues about the ability of the system to quikly and safely store inoming measurements.This is ruial, espeially at ritial time periods before physial atastrophes, when thearriving data matter the most. Synhronous writes are usually avoided beause they areknown to inur high lateny in typial �le systems. This is true even when the writeahe of the disk is enabled. Nevertheless, the sequential throughput of the journal hasa onsiderable impat to the ability of the system to store safely the inoming data in ashort period of time.6.2.5 CPU UtilizationA possible overhead of our prototype implementation is the CPU ost that is needed,so that multiple data modi�ations an be aumulated in single journal bloks. This isahieved through the memory opy of the modi�ed blok parts to the appropriate journalpartial blok.In Figure 6.4 we evaluate the impat of the four journaling modes to the total CPUutilization of the system. We observe that the system utilization always remains less than10%. At both low and high rates, the CPU remains mostly idle, whether doing nothingor waiting for the I/O operations to �nish. Therefore, the proessing ost of di�erentialdata journaling remains omparable to that of the other three mount modes.Consequently, the aumulation of multiple write updates in one blok in di�erential52
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Table 6.5: Flushing Poliy - PostmarkWritebak Period Expiration Period Commit Interval5 seonds 30 seonds 5 seondsmodes double the measured transation rate. This behavior omes from the low writelateny that the two data journaling modes inur, in ontrast to the metadata-only modes.Thus, within the same time period, data and di�erential data modes manage to serve muhmore transations than the other modes.Consequently, if somebody uses di�erential data journaling to keep low the extrajournaling throughput, one an improve substantially the performane of appliationsthat need synhronous small writes.
6.4 Reovery TimeIn a di�erent experiment, we evaluate the ability of the system to reover quikly aftera system rash that leads to log reords appearing in the journal during the reboot. Inthis setting, we have 100 threads that apply 100 write updates with request size 125bytes. Furthermore, we disable the writebak and expiration time periods of the pdushkernel thread, in order to ensure that the transations ommit to the journal, but don'thekpoint the updates to the �nal loation on disk. Then we ut the power to thesystem. During the reboot, we measure, within the kernel, the time period of the �lesystem reovery.In Figure 6.6, we breakdown the total reovery aross the three passes that san thetransations, revoke bloks, and replay the ommitted transations. We notie that thesanning period for di�erential data journaling is muh lower than that of default datajournaling and atually similar to those of ordered and writebak. This is reasonable,due to the new type of journal bloks that we introdued, the partial data bloks. Thus,gathering small updates into a small number of journal bloks, di�erential data journalinglogs muh fewer bloks than default data journaling, whih for eah update sends a fullblok to the journal. Instead, in the metadata-only journaling modes, the amount ofjournaled bloks is even smaller sine data bloks are not logged at all.55
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6.5 Other IssuesSine the ordered mode does not take full advantage of the separate journal devie, wealso investigate the ase where we use the two SAS disks in RAID0 on�guration withhardware ontroller support. For the on�guration of this set of experiments, we use asjournal a normal �le within the same �le system devie rather than a separate partition.From our measurements (not shown) we observe that the write lateny drops to half in56
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Chapter 7
Conlusions and Future Work

7.1 Conlusions7.2 Future Work
7.1 ConlusionsThe unique demands plaed by high-volume stream storage indiate that neither existingdatabases nor �le systems are diretly suited to handle their storage needs. In our vision,a general-purpose stream storage faility ould serve as a building blok for a variety ofappliations in the entire range from network paket monitoring to urban traÆ ontrolwith the appropriate indexing funtionality built separately at a higher level when needed.The operation reliability in suh appliations is a primary hallenge, espeially when publisafety onerns are involved. In order to improve their operation reliability, general-purpose �le systems apply journaling tehniques to preserve metadata onsisteny arosssystem rashes at minimal reovery time. Motivated from the emerging need to reliablystore and handle large numbers of streams for real-time or retrospetive proessing, wehave taken a fresh look at �le systems that support data journaling.We have used a widely known �le system mounted with data journaling mode and,after applying synhronous writes, we demonstrated that the journal devie throughputis high beause the journal log reords store entire bloks rather than their modi�ed part.58



Then, we introdued the di�erential data journaling mode, based on the idea of aumu-lating the updates from multiple writes into a single journal blok. In order to implementdi�erential data journaling, we designed a new type of journal blok that we all partialdata blok. Additionally, we tune the timing of dirty page ushing to omplete in thebakground rather than synhronously with the write operations. Using streaming work-loads, we found that di�erential data journaling redues the journal traÆ substantiallyin omparison to the default data journaling mode, espeially for streams with low rates.The sequential throughput of the journal redues the write lateny up to orders of mag-nitude for the data journaling modes with respet to metadata-only journaling. Finally,we have experimented with a typial small-write workload and measured substantial im-provement in the supported transation rate. Overall, di�erential data journaling o�ersfast storage aross streaming and traditional workloads at relatively low disk throughputrequirements.
7.2 Future WorkThere are many diretions for future work, mainly regarding the performane evaluationof our implementation. In the future, we primarily plan to extend the experimentalmeasurements of our prototype implementation, to validate further the ontributions ofour study and emphasize the o�ered performane gains.Only experimentation in a real streaming environment an reveal the potential ofour approah. Therefore, initially, we aim to examine the behavior of di�erential datajournaling in the ontext of a distributed �le system that we are urrently building for theneeds of streaming data storage. In partiular, a real workload with varying number oflients applying onurrent writes of stream data to the same storage server, will providea more realisti environment in terms of the ability of di�erential data journaling to servestreaming workloads.Regardless of the possible performane loss under ertain irumstanes, given thenature of the load for whih our system is designed, a diret omparison with the log-strutured �le system or other journaling �le systems would also be valuable in order todemonstrate the bene�ts of our arhiteture.59



Furthermore, heterogeneity, a main feature of most streaming storage systems, is itselfa hallenging problem to be handled by the existing implementations. We have alreadyperformed a series of measurements aross mixed workloads, where low and higher ratestreams oexisted. Yet, we need to examine further how di�erential data journalingperforms in suh heterogeneous senarios.Moreover, we intend to examine the behavior of di�erential data journaling undersome database workload. TPC-C simulates a omplete omputing environment where apopulation of users exeutes transations against a database [9℄. The benhmark thatwe are going to use onstitutes a realisti implementation of order-entry built on top ofPostgres.Finally, a possible extension of our work would investigate the automati tuning ofsystem parameters related to the timing of dirty page ushes.
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