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ABSTRACT

Nikolaos Papanikos, Ph.D., Department of Computer Science and Engineering, Uni-
versity of loannina, Greece, March 2017.
Energy-efficient Networking in Wireless Ad Hoc Networks.

Advisor: Evangelos Papapetrou, Assistant Professor.

Wireless multi-hop ad hoc networks are self-organizing networks that can be
spontaneously deployed without any need of fixed infrastructure. In order to en-
able communication, network nodes share their resources to store and forward other
nodes’ data packets. However, the current hardware technology significantly lim-
its the battery power network nodes run on. As a result, designing energy-efficient
networking algorithms is of paramount importance for the viability of this type of
networks. In the present thesis, we study networking algorithms that rely on packet
redundancy to provide fair communication. This approach can significantly increase
the number of transmissions and have a severe impact on the energy efficiency. Our
main goal is to devise novel algorithms that efficiently handle packet redundancy in
order to reduce the related energy costs without compromising the overall perfor-
mance. We focus on two well-known fields; broadcasting in mobile ad hoc networks
(MANETS) and routing in opportunistic networks (OppNets).

In the first part, we examine energy-efficient broadcasting in MANETSs. The lat-
est trend in this field combines traditional broadcast schemes with network coding.
Besides enhancing the energy efficiency through the reduction of transmissions, this
synergy also increases the resilience to loss and improves security. Initially, we focus
on XOR-based broadcasting and reveal cases where the well-established approach suf-
fers performance breakdowns. We attribute this behavior to an essential component
of the underlying broadcast algorithm that is inherently incompatible with network
coding. To tackle the problem, we introduce a novel coding-friendly broadcast algo-

rithm. Furthermore, for the first time, we use XOR coding as a mechanism not only

X



for enhancing energy efficiency but also for reducing the end-to-end-delay. Through
extensive simulations, we demonstrate the effectiveness of the proposed algorithm on
improving the energy efficiency, delivery delay and utilization of network resources.
Then, we focus on RLNC-based broadcasting and introduce an analytical model that
captures the performance of coding-based broadcast schemes. We observe that the
traditional approach to combine RLNC and probabilistic forwarding significantly im-
pacts the performance of RLNC. To this end, we design a novel RLNC-based broad-
cast algorithm that for the first time applies RLNC over CDS-based broadcasting. The
proposed algorithm provides a more systematic pruning of redundant transmissions
without compromising RLNC’s efficiency. We also investigate generation management
that is a key issue in RLNC and introduce a new distributed scheme that is suitable
for mobile environments. Finally, through extensive simulations, we show that the
proposed algorithm outperforms XOR-based as well as RLNC-based schemes even
when global knowledge is used for managing packet generations.

In the second part of the thesis, we investigate energy-efficient routing in Opp-
Nets. The prominent routing strategy in coping with intermittent connectivity of this
type of networks is packet replication. Although this strategy maximizes the deliv-
ery efficiency, it can lead to the creation of an excessive number of replicas thus
exhausting the limited energy resources of the network nodes. We introduce a simple
yet efficient method which allows nodes to share information about the replication
process in order to avoid unnecessary replication. The proposed approach comes
at negligible cost and significantly increases the energy efficiency without sacrificing
delivery rate. At the same time, our solution is generic in the sense that it can be
implemented regardless of the utility metric used for making replication decisions.
Additionally, we provide a lightweight extension based on Bloom filters that further
improves the energy efficiency. In contrast to state-of-the-art, the proposed extension
allows non-carrier nodes to play a more active role in the replication process and
deny receiving redundant packet replicas. We validate the performance gains of our
solutions through analysis as well as extensive simulations.

Finally, we examine some interesting topics that lie within the context of efficient
routing in OppNets. These involve the implementation of an event-driven simulator
for OppNets, the development of a paradigm for constructing large scale synthetic
trace from real ones and the design of a congestion control algorithm that provides

an effective trade-off between fairness and performance.
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EXTETAMENH IIEPIAHWH

Nuwxoraog Hamavixog, A.A., Tunuo Myyovixdy H/Y xow ITAnpogoptxne, llavemiotiulo
[wavvivwy, Méptiog 2017.

AXyoprtbpot Auxtdworg yio EEotxovounon Evépyetag oe AoVppota Adounta Aixtuo.
EmBAénwy: Evdyyeiog [lamanétpov, Enixovpog Kabnyntnie.

Ta tedevtaior ypoviar €xel mopatnondel uta paydaio adEnon oto mANbog Twv
(POPMTWY GUOXEVWY TOL YENOLLOTIOLOVY TYY LCVPULOTY TEXVOAOYLOL YLOL ETULXOLYWVIAL.
QoTt600, N CLYIECLUATNTO PETAED TWY CLUOXEVWVY AVTWY ELVOL TYETLXE TTEQLOPLOWEYT
x00¢ oL TpEyovoeg TEYVLXEG IUTVWONG OTTALTOVY TNV VTTOPEN XATAAANAWY SLXTLO-
%V vTodouwy. ' To Adyo awTd, N epeLYNTLXN XKOWATNTH E0TLOE OTNY AVATTTUEY
UL VEOG XOTNYOPLOG OLXTOWY, YVWOTA WG LOVPUOTO OSOUNTO SIXTLO TTOAAWDY AR
Twv. Ta dixtoa avtd oynuotifovtal otiyutaio oe omolodNmoTe TePLP&AAOY pe xdbe
%x0pPo vou AstTovpYEel ¢ SPOULOAOYNTNG TPOWHWMYTOS ToXETO TWY AAAWY XOUPwV.

[Mopd T onuovTinés TEXVOAOYLXES EEEMEELG OTO LALXO, OL (POPMTEG CLOXEVEG
EYovY TEPLOPLOEVO amobépato evépyeLag xabwg TPOMPOSOTOLVTAL ATt UTATOPLES
utxpng OtapxeLag CLwng. Emopévwe, évar amd ta Baotxd {Nnuor 6Tar ooDpUoTor od0-
unto dixtva eivot v oxedioom aiyoplfuwy Stxtdwong oL ivot aTodoTLXOL WG TPOG
™ SLoxelpLom eVEPYELOG TWY XOUBwyY Tou dxTOOoL. ZTNY TTopovoo SLaTELPY| eEeTd-
Covpe ahyoptbuovg Stxtdmwong ov Booilovial 6T SLCTOPE TTOAAATTAGDY oY TLTOTTWY
XOTA U1X0G TOL OLxTOOoL. H YpMoN TOAAXTAWY ovTLITOTIWY €YEL AUECO OVTIXTUTIO GTO
amobépato evépyelag Ty xOUPBwyY ToL dLXTOOL XobWG UTOPEL Vo ENCEL ONULOYTLXE
70 TTAN00G TV exTOUTTOV. [TotpdAor LT M TEYVLXN AVLTY YENOLULOTTOLELTOL XOTA XOPOY
oTNY EVEEIO EXTTOUTH 0T XN TA oS Ta dixtuor (mobile ad hoc networks) xot oty
dpopoAGynon ota omoptovvLoTixd dixtuo (opportunistic networks). @étovpe wg Pa-
ol OTOYO TNV EEOLXOVOUNON TwY XTODEUATWY EVEQYELOG TwY XOUBwY TOL dLXTHOL

eEOQOALOVTOG TNV [OLor GTLYUY] TNV OTToS0TLXY ETILXOLVWVLO HETOED Tovg. Tlpog avty
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™y xatebuvorn, TpoTelvovue XaLVoTOLoLG aAYoPLOLOLE SLXTVWOTG TTOL TETLYALVOLY
TOY TIOPATIAV® GTOYO EAATTWYOVTIAG CNUOVILIXA TO TTANDOG Ty EXTTOUTTWY.

XTO TEWTO TUNUA TNG TaPoVoaG dLaTELPYg eEetalovpe aryopibuovg evpelog ex-
TOUTING O xyNTé adounto dixtoa. H evpelor exmoury Siver ) SuvatdtnTar 0TOoUG
%xOpPovG vor GTEAVOLY TTAXETO GE HAOLG TOVS GAAOLG XOWLBOLS TOL SLXTOOL X0l ATTO-
Teel Baotxd pnyoviopd dxTOWoYG X XENOLLOTOLELTOL EXTEVKS XATA T OPOU.O-
AOYNOT, TNY ovollTNOY LTTNEECLWY KoL TTOPWY %.o.. AxoAlovBodue ) oldyypovy thon
TT0L CLVOVLALEL TTOPASOTLAXOVS AAYOPLOLOVS EXTOUTNG LE TN LEHODO TN X WwALXOTTOL-
NoNg SLxTVOL YLO TNV AVENCT TNG EEOLXOVOUNONG EVEQYELOG, TNG AELOTILOTLOG KO TNG
oo@aretog. Edundtepa, peietape 800 Paoixéc xatnyopieg ohyoplbuwy exmoumig
UE xwOLXOTIOLNON SLXTOOL TOL SLAUPEPOVY WG TTPOG TNV TEXVLXY] XWOLXOTTOLNOYS TTOV
e@oppolovy. H mpw yonorpomolel ™y texvixn XOR, eved v debtepn Baoiletor oty
Toyodio Yooty xwdtxoroinoyn dixtdov (random linear network coding).

Ov oAy6pLbuor exmoumng mov ypnotpomotody tny texvixn XOR Baoilovtor otny
LXOVOTNTO TWY EVOLAUETHY XOUPWY YOU «XQLEOXOVY» TOL TOXETO TTOL Aaévovy oL
YeLTovixol Toug xOuPol xo vor evToTi{ovy ELXOLPLES XWALXOTTOINOMG. APYL®A, TTOLOVL-
ol&lovpe pLor TELPOPOTIXY OELOAGYNON TOL ONULOVTIXOTEPOL aAYOPLOLOL EXTTOUTING
oL TNG NG xoTnyoplog. Ta amoteAéopata g AELOAGYNONS AVTNG ATTOXOAVTITOVY TE-
PLTTTWOELG OTTOL M ETLXPOTOVOA LEHODOG EXTTOUTYG e xwdLxoToinon XOR Tapovold-
CeL onpavtixd TpofAquoto ardédoons. Evtonilovue tor aitiar Tov TEOPBANULOTOS GTOY
TEPOTO TTOL ¥ XWOLXOTO(NOoN SUTVOL GLYSLALETOL PE TAPADOGLOAXOVS OAYOPLOLOVG
exmouTng. Ilto ovuyxexpLpéva, delyvovpe 6Tl LTTAEYXOLY TEOBANUOTO GLUBUTOTNTOG
OVEUETO GTNY KWOLXOTTOINON SLUTOOL XL €Vl GTOLXELWOY UNYOVLOUO TWV ToPaS0-
OLOXWY TIPWTOXOAMWY exTopTNG. [lpoxetpévou vor emtAboovpe To TEOPANUO. oVUTO,
ETLOVAOYEOLALOVIE TOV TTOPOTIAVE UNYOVLOUO WOTE Vo elval TANPWS GLUPOTOS Ue
™V XWOLXOTTOINoN OLXTOOL. XTN CLVEXELX, TTPOTELVOLUE OAAXYEC OTOV TEPOTO TTOL
EQOPUOTETAL ¥ XWOLXOTTOLNOY] OLXTOOL BEATLHOVOVTOS ONULOVILXA TNV €EoLxovounoN
EVEPYELOG %o TN OLoryelplon Ty TéPwY Tov dxtVov. EmimAéoy, etoayovpe ™ Te-
YVLXY] TOU «XWOLXOTIOLNUEVOL TTAEOVAGULOD », N OTTOLX, YLOL TTPWTY] POPA, aELoTtoLel TNV
xwdxotmoinon XOR 6yt uévo yior ™) pelwon Ty LETAIOTEWY AN XAl TNY EALTTWOY
¢ xabLoTEPNONG OTNY TAPAD00Y] TTOXETWY.

Ye avtibeon pe ™y xwowxomoinoy XOR, 1 tuoyolo yoouptxyn xwdtxoroinoy ot-
XTOOL XWOLXOTIOLEL T TTAXETA ATTO BAXPO GE EAXPO LTO TNV EVVOLX OTL OL EVOLAUETOL

xOpPoL dev elvol ovayxolo Vo ATToXMWOLXOTIOLIO0VY TTANOWGS TA TTOXETO. TTOL AP~
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YOUVY %Ol VO TOL ETTAVOXWOLXOTIOLOOVY. ZTa TTAXLOLO TY)G TToLpoboas SLaTtELPBng, mo-
povatdlovpue Evar avoALTIXG LOVTEAD TTOL OELOAOYEL TNY amtdS00m TwY aAyoplOuwy
EXTIOUTING TTOL EQPOPUOLOLY XWALXOTTOINGT SLUTOOL YLA TNV EEOLXOVOUTNOT EVEQYELOG.
XENOLULOTTOLDOYTOS TO TTPOTELVOUEVO [LOVTEAO, DELYVOLUE OTL M TPEXOLOA TTPOCEYYLOT
IOV GLVOLALEL TNV TLYOLO YOOLULXY] XWILXOTTON oY SXTVOL pE TLOAYOTIXOVS OtAYO-
ptbuovg exmoumyg eivar mpoBAnuatixy. [Ito ocuyxexpLpéva, LTTEAEYOLY TTEPLTTWOELS
0mov N TOUVOTIXY] SLOOTTOPA TWY XWOLXOTTOLNUEVWY TIOXETWY UTOPEL VO UELWOEL
ONULOYTIXA TNV OTTOTEAECULATIXOTNTO TNG YOOLULXNG XwdLxoTolnos. Baoel Touv amo-
TEAEOUOTOG VTOD, TTPOTELVOLUE EVar XOLYOTOUO aAYopLipo evpelog exmoug TOL
WLEYLOTOTIOLEL TOL OQEAN TYG TUYOLAG YOOWUULXTG XWOLXOTONoNG dtxTOOL £QOP.OLO0-
VTOG TNY TTEVW O €Vor VIETEQULVLOTIXO OAYOPLOUO TPOowhHnong Twy Toxétwy etdtxd
OYEOLAOUEVO YLot TY] KELWOY TWV TEPLTTOY PETAdOOEwY. ENLTALoy, Ttapovatdlovpe
(Lol ETEXTAON TOL TTPOTELVOUEVOL ohyopiBuov mov avkdvel ™y aklomiotion T ex-
TIOULTING 0TOLG XOUBOoLG UE YaUNAN ocuvdeatpdtnta. Télog, peAetaue éva Booixnd (-
RO YLor TNV €0pLOUN AstToLEYIO TNG YO UULXNG XwdLXOTToiNnog dtxtdov. To {ntuo
oVTH OYETLLETOL LE TO SLOYWELOUO TWY ELOEPYOUEVOY TTAXETWY GTO 3LXTVO OE OUAOES
OOUPWYOL UE TLS OTTOLES ONULOLEYOVYTOL XwOLXOTTOLNUEVL TtoxéTa. H ouyxpdtnomn xow
SLoryelplon avTWY TwY OUAdWY ATOTEAEL OVOXOAO TPOPBANU OE EVOL XATAVEUNLEVO
TePLBAAAOY TS OLTO TWY AGVPUATWY oBOUNTWY OLXTOWY. TIpog oty TV xoTed-
Ouvay, oxedidlovpe Evar VEO XATOVEUNUEVO OAYOPLORLO OpodoTToiNoTE TAXETWY TTOV
elvort XOTAAANAOG YLow SlxTLUOL XLVOVUEVWY AOUBwY.

270 JeVTEPO TUNUA TNG TTOPOVOOG SLoTELRNG UEAETAUE aAYopiO.ovg SPOLOAGYT-
O7G OE OTTOPTOLVLOTLXA BIXTLO OTO OTTOLAL 1] GLVSESLULOTNTO LETOED TwV *OULwY lvor
OLOXOTTTOUEVY]. ZTal 3IXTLOL AVTA 7 ETULXEATOVOO GTEOTNYLXY] SPOULOAOYNoTS PBooile-
TaL 0T SLoTOPE TTOMATTAWY aAVTLTOTWY XoTd Lh%0g Tov dixtdov (replication-based
routing). Xe avtifeon pe to xvnté adopnTo dixtu, To LOVOTaTLo Ot G%PO O GO
OTOL OTTOPTOVYLOTLXA BIXTLO TYNULOTILOVTAL SLVAULXA OTO XEOVO. Q¢ ATOTEAECULOL, T
SPOUOAGYNOY eTLTUYYAVETOL £TLTEETIOVTOG o xAbe xopPo vo amobnueder Tpoow-
OLVE TTOXETA xoL Vo Tor TTPOowlel oTlg HEAAOVTIXES TOL ETTOPES e GAAOLG XU Boug.
H ypnon moAAamA®yY avTttOTeY XAt 11 OPOLOAGYNON OVEAVEL ONUAVTIXE TNV TiL-
DovotrTor edpeomg VOGS LOVOTIOTLOD OVAUEGO. GTOV AITTOGTOAEN XOL TOV TTOOOAYTTTY).
Qotd00, N TPOGEYYLOY aLTY eLodyel emimtpocheta {nTipato ToL oyeTi{ovVTaL UE TNV
eVEALXTY] dLoxelploy Tov TAN0oLG TwY avTLTOTTWY oTo dixTvo. H doxony dnutovpyio

OVTLTOTTWY €XEL ONUAVTIXO OYTIXTUTIO GTOUG TEPLOPLOUEVOVS TTOPOULS TWV XOUPwV,
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0TS N WENCN TNG XATOVAAWOYG EVEQYELOG XOL V] OAGYLOTY YO0 TOL aTtobnxevTL-
%00 YWEOL. ATO TNV AN TTASLEE, N LTTEPPOALXY] UELWON TWY AYTLTOTIWY UTTOPEL Vo
EAUTTWOEL ONUOYVTIXA TNY ATTOS00™ NG SPOULOAGYNOYS.

[Tpoxetpévon vor BEATLHOOOVUE TNY EEOLXOVOUNTY EVEQYELOS XOTA TN SPOUOAGYNON
OTOL OTTOPTOLYLOTLXG JIXTLOL TTOPOVGLALOVILE VAL XOLVOTOUO OAYOELOUO SPOUOAGY Y-
0MNG TOAOTAGY avTlTOTTwY. [lopdpota pe Toug O ATOS0TIXOVG OAYOELOLOLS TNG
BLBAtoypapiog, o Tpotevdpevog orydptBpog Baoiletor os eidixéc petpxée (utility
metrics) OL OTO{EC TTOGOTLXOTTOLOVY TY] XENOLULOTNTO *E&0e *OpBov 611 SPoLoAGYNoN
YONOLLOTIOLHOVTOS TOTUXES TTANPOPOPLES, OTWG YL TTHPASELY O TO LOTOPLXO TWV ETTOL-
@Y ToL. Me avTd ToY TPATO, N dNULOLEYLO EVOS VEOU AYTLTOTTOL TTEOYLOTOTTOLELTOL
SLVOLLXE OTa €vag xOUPOog TToL €xel aToONKEVLEVO EVar OVTITUTIO EQPYETOL OE ETTOPN
KE XATTOLOY GAAO xOWPO e PEYOADTEEPT UETELXN. Lot TN YEIWON TWY TTEPLTTWY aVTL-
TOTTWY TEPLOPLlovUE T dNULOLEYLO VEOU AVTLTOTTOL UOVO OTLS TEPLTTTWOELS TTOV O
x0UPog o emay ExeL XOUADTEPTN KETELXY OPOUOAOYNOMG amd OAovg Toug xOuPoug
oL dLaTNEOVY éva avtitumo. [lpog vt TNV xatedbovvor, o TEoTELVOUEVOS OAYHELO-
©nog okromotel Tig emovVoAoUBovOUEVES ETTOPES LETAED TwV XOUPwY TOL dLaTNEOVY
OVTLTUTIOL YLOL VO GUYYPOVLOEL TNY ELXOVOL TOUG OYETLXA UE TNV XA TACTAOY] TNG SPOUO-
AOYNMorMg. EmimAéoy, o mpotevdpevog alyopLbpog divel €vav mo evepyd pOAo oToLg
x0ufoug ov dev €xovy Adfel xamolo avtituTo. IIto ouyxeEXPLUEVR, ETILTPETEL GTOVG
%xOpPoug o ToHG Vo ovoryvwELlovy ToXETO YLow TaL OTTolal XPLOMMOY X TAAANAOL GTO
ToPEAOGY 1oL v axvEwvovy TN dnutovpYia VEwy avtttoTwy. 't Ty vAoToinoy ow-
TOY TWY UNYOVIOUGY TTPOTEVOVILE EVEALXTES OOWUES TTOL Yo PaxXTNEL{oVTaL OTTO ULXPO
%x007T0¢ otoNxeLONG KoL TTPOGPEPOLY YPNYOEN avalTnon xot arobnxevon.

TéAog, Topovolalovpe AVOELS YLOL ETULUEPOVS {NTAUOTOL TTOL AV TLUETWTTLOOUE OTO
TAcLOLO TNG EPELYOG GTA OTTOPTOLVLOTIXA dixTLa. To TEWTO CPOPE TNV AELOAGYNON
™G amd3007MS TWY aAYoPLOUwY SPOUOAGYNONG UECW PEXALOTIXWY TTOOCOUOLLOEWY,
EVK TO OeVTEPO OYETLLETAL PE TNV OVAYXN YLt EAEYYO TVG oLUPOENoNS. [leplypa-
(POLUE CLVOTITLXA TLG TIPOTELVOUEVES AVOELS TTOL TTEPLAOUPBEYOLY TNV aVATTTUEY €vHG
VEOU TIPOCOUOLWTY] YLO OTTOPTOLVLOTIXA OixTLX, Ulor LEDOBO UAUTOOKELNG PEXALOTL-
xWY CLYOETIXWY OTTOPTOLVLOTIXWY SIUTVWY UEYOANG XALUOXOG XAL EVOY XOLYOTOUO
oAYOPLOLO EAEYYOL GLUPOPNOTE TTOL PLTTOPEL EOXOAX VO GLVSLAGTEL LE OTTOLOONTTOTE

TEWTOXOAAO SPOULOAGYNOYG TTOL YPNOLULOTIOLEL VO OYTLTUTTO.
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CHAPTER 1

INTRODUCTION

1.1 Scope of thesis
1.2 Contributions

1.3 Outline

1.1 Scope of thesis

Wireless networks have been thoroughly studied over the past four decades. To-
day more than ever before, we witness the results of the research in this field, since
users are connected wirelessly around the clock using a diverse range of devices,
e.g., laptops, tablets and smartphones. However, in conventional wireless networks,
network connectivity is still limited in the sense that it depends in the existence of
a fixed infrastructure, such as an access point or a base station. To provide wireless
communication when fixed infrastructure is absent, the research community intro-
duced the concept of wireless ad hoc networks. In this class of networks, user devices
form a self-organizing network that requires minimum user intervention and it is de-
ployed easily with minimal cost and planning. Communication is direct when nodes
are within each other’s range, otherwise nodes rely on other nodes to forward their
packets. In the latter case, network nodes act as packet relays enabling multi-hop
communication.

Despite their unique features, wireless ad hoc networks have yet to make the

transition to the commercial world. Most real-world deployments are ephemeral and



are built to provide short-term communication. Some of the application areas in-
clude battlefield communications in military operations, search and rescue operations
during a disaster, data gathering of environmental conditions in hostile environments
and communication for educational reasons in classrooms, campuses and conferences.
Recently, the growing popularity of the concept of “Internet of Things” (IoT) [2] is
paving the way for commercially viable wireless ad hoc networks. The main idea
is to extend Internet connectivity beyond traditional devices like personal comput-
ers, smartphones and tablets to a diverse range of devices and everyday things that
will communicate and interact with the external environment. Towards this direction,
wireless ad hoc networks can play an important role in enabling the communication
between things/devices and relaying data traffic to the Internet infrastructure [3, 4].
Another area of deploying wireless ad hoc networks is when censorship disrupts or
filters conventional communication networks. In these cases, the distributed nature
and adaptability of ad hoc networks render them perfect to promote free speech
and allow public communication [5]. Furthermore, wireless ad hoc networks can be
combined with the existing infrastructure in order to extend the network coverage,
capacity and scalability. Especially, there is an increasing research interest in ex-
tending the capacity of cellular infrastructure through wireless ad hoc networks [6].
Such approaches will have a great impact on the current carrier networks which are
overloaded by high traffic demands.

Over the past years the research community introduced a diverse range of pro-
tocols that enable communication in wireless ad hoc networks. Multiple networking
protocols were proposed able to adapt to the network conditions in a distributed
fashion without using any kind of central synchronization. However, there still exist
open issues that need to be solved. One main challenge is related to the energy costs
of the networking protocols. Network nodes run on battery power which, despite the
major advances in battery technology, is currently limited for mobile devices. Failing
to provide energy-efficient networking could lead to situations where devices disjoin
the network because either their battery was fully drained or the users were disap-
pointed from the over-utilization of their devices. In these situations, the number of
nodes can be reduced to critical levels, severely affecting the network stability.

The main goal of this thesis is to improve the energy efficiency of networking
algorithms in wireless ad hoc networks. We focus on two well-known classes of

wireless networks; mobile ad hoc networks (MANETs) [7] and opportunistic net-



works (OppNets) [8]. Both include mobile nodes that move freely to any direction
and communicate arbitrarily among each other. MANETSs assume that an end-to-end
path always exists between each pair of nodes, while OppNets can be seen as a gen-
eralization of MANETs because the aforementioned assumption is relaxed. In both
types of networks, we study the implications of generating and handling more than
one packet instances to the energy efficiency of networking algorithms. Especially,
we focus on broadcasting in MANETSs and routing in OppNets where using multiple
packet duplicates is the only way to achieve an acceptable performance. We investi-
gate both fields and introduce novel schemes that are energy-efficient in the sense that
they significantly reduce the number of transmissions (replications) without compro-
mising the delivery and delay performance. Minimizing transmissions is crucial for
the energy consumption at intermediate nodes since data transmission/reception is

known to be the most energy-consuming operation in wireless devices.

1.2 Contributions

We initially examine the problem of energy-efficient broadcasting in MANETSs. Broad-
casting is an essential networking component that allows nodes to send a packet to all
other nodes in the network [9-13]. It is extensively used when nodes engage in dis-
covery phases including on-demand routing protocols for constructing a path [14,15],
service discovery applications for finding a resource [16,17] and peer databases for
retrieving volatile data [18]. Since broadcasting significantly affects the performance
of other networking mechanisms, using energy-efficient approaches is of paramount
importance. We focus on a new research direction towards energy-efficient broadcast-
ing that combines conventional approaches with network coding [19]. Coding-based
schemes “mix” two or more packets into one minimizing the total number of the re-
quired transmissions, increasing the resilience to transmission errors and enhancing
security. Based on the coding technique, two approaches can be identified; XOR-based
coding [20,21] and Random Linear Network Coding (RLNC) [22,23].

XOR-based approaches encode packets on a hop-by-hop basis using bitwise XOR
and then forward them using a Connected Dominating Set (CDS) based broadcasting
algorithm [24-27]. Although this strategy has been proved successful, we bring to

light several occasions where its performance severely degrades and the coding gain



becomes negligible. Motivated by this finding, we examine in depth the synergy of
network coding and the underlying broadcast algorithm and reveal that the weak
link is a component of the baseline algorithm known as “the termination criterion”.
We introduce a new XOR-based broadcasting algorithm which incorporates a novel
termination criterion fully compatible with XOR coding. Moreover, we revisit the
coding internals in order to enhance the overall performance in terms of energy
efficiency, delivery delay and utilization of network resources.

RLNC-based approaches operate on an end-to-end basis in the sense that inter-
mediate nodes are not required to fully decode and re-encode the encoded packets.
Initially, generated packets are grouped in the so called “generations”. Encoded pack-
ets are produced as random linear combinations of the packets in a generation, based
on the theory of finite fields [28,29], and then probabilistically forwarded. We intro-
duce an analytical model that captures the performance of coding-based broadcast
schemes that focus on energy efficiency. The model reveals that pruning transmis-
sions, which is an essential process for energy efficiency, has a significant impact on
the effectiveness of RLNC. Therefore, we introduce a new RLNC-based broadcasting
algorithm that follows the innovative approach of integrating RLNC into determin-
istic broadcasting. In contrast to the current approach that is based on probabilistic
forwarding, the proposed algorithm provides a more systematic and topology-aware
pruning of redundant transmissions without impairing the coding efficiency of RLNC.
Furthermore, we address the problem of generation management, i.e., the need of
nodes to distributively agree in the grouping of packets into generations, and pro-
pose a realistic distributed scheme that does not compromise the coding efficiency of
RLNC.

The second part of this thesis focuses on energy-efficient routing in OppNets [8]. In
these networks the connectivity between nodes is intermittent, rendering traditional
networking protocols inefficient. In order to tackle the absence of end-to-end paths,
the “store-carry-and-forward” communication model [1,30] was introduced. Nodes
store data packets until they come in contact with other network nodes. One of the
dominant approaches to enhance the routing efficiency is packet replication [1, 31].
Controlling the level of replication allows for a trade-off between delivery rate and
energy efficiency. To this end, utility-based replication [32-35] takes advantage of
a utility metric that captures the fitness of a node for delivering and/or forwarding

the packet and then creates replicas by comparing the utility value of the nodes in



contact. A more efficient approach is utilized by Delegation Forwarding [36] which
performs replication only when the node in contact has a better utility value than the
one perceived as the highest in the network.

Despite the previous research efforts, in several cases replication-based routing
still creates an excessive number of replicas exhausting the node energy resources.
We make the observation that packet redundancy could be reduced if nodes were
allowed to share information about the state of the replication process in order to use it
as a whole when making replication decisions. We design an energy-efficient routing
algorithm that incarnates the aforementioned functionality with minimal cost, and
achieves a significant reduction of replications minimizing the energy consumption
at intermediate nodes. Moving a step further, we enhance the routing process by
utilizing non-carriers, i.e., nodes which do not carry a packet replica. In contrast to
the current approach where non-carriers are always willing to receive any replica,
our proposed algorithm allows these nodes to deny receiving replicas for which they
were previously rejected.

The main contributions of this thesis can be summarized as follows.

In the field of broadcasting in MANETS:

e We unveil the shortcomings in the synergy between XOR coding and CDS-
based broadcasting. After analyzing the reasons of this finding, we propose a
coding-friendly termination criterion for the CDS-based algorithm and illustrate

its efficiency.

* We delineate a novel method for detecting coding opportunities in XOR-based
broadcasting. Our method is lightweight in the sense that, in contrast to current
approaches, requires each node to maintain minimum state while it mostly
utilizes information that is already available through the underlying broadcast

mechanism.

* We enhance the pruning efficiency of the underlying CDS-based algorithm by
exploiting information available from the coding mechanism, i.e., we establish
a bidirectional synergy between XOR-based network coding and CDS-based

forwarding.

e We address the problem of increased end-to-end delay in XOR-based broad-

casting. We explore the causes and propose a solution that uses XOR coding



for achieving a cost-free increase of packet redundancy across the network in

order to reduce end-to-end delay.

* We develop an analytical model that sheds light on the differences between

RLNC and XOR based broadcast schemes oriented towards energy efficiency.

* We unveil the potential pitfalls of combining RLNC and probabilistic forwarding.
Then, we turn to deterministic broadcasting which has never been used for

pruning transmissions in the context of an RLNC enabled scheme.

¢ We address the problem of generation management that is critical in RLNC
when packets from different sources are “mixed” into a generation (inter-source
coding). We review the pending problems and propose a realistic distributed
solution that is lightweight and does not compromise the coding efficiency of
RLNC.

* We show that an increased packet loss rate significantly impairs the perfor-
mance of RLNC in nodes experiencing poor connectivity. This holds true even
if deterministic broadcasting is used. To tackle the problem, we extend the pro-
posed algorithm in order to enhance the topology-awareness of the pruning

process.
In the field of routing in OppNets:

* We devise a new replication strategy for energy-efficient routing in opportunis-
tic networks. The proposed strategy allows network nodes to coordinate their
views regarding the replication process and exploit this information to drasti-

cally prune replications.

¢ We demonstrate that nodes which do not carry a replica can play an active role
in the replication process. To this end, we extend our proposed algorithm by
allowing these nodes to exploit their past rejections in order to deny receiving

future replicas.

Furthermore, the author of this thesis participated in the examination of additional
research challenges in OppNets closely related to the context of this thesis. This

research resulted in the following contributions:



* An event-driven simulator for OppNets that operates in a contact basis and is
capable of processing real-world traces as well as synthetic ones. Our simulator
includes a plethora of routing protocols, while it also provides several conges-
tion control algorithms, packet deletion mechanisms and buffer management

policies.

* A new paradigm for constructing synthetic traces from real ones that is able to
produce contact traces that exhibit a configurable degree of separation and a

series of characteristics observed in real-world human traces.

* A novel congestion control algorithm that provides an effective trade-off between
fairness and routing performance based on the social ties of the network nodes.
The proposed algorithm can be easily incorporated into virtually any utility-

based routing protocol.

1.3 Outline

The remainder of this thesis is organized as follows.

In Chapter 2, we provide the background required to understand the communica-
tion challenges that arise in MANETs and OppNets. We review the problem of broad-
casting in MANETSs focusing on energy-efficient algorithms that combine traditional
broadcast approaches with network. Then, we present the store-carry-and-forward
paradigm introduced to tackle the problem of intermittent connectivity in OppNets
and review state-of-the-art routing approaches.

In Chapter 3, we experimentally demonstrate that the common approach to incor-
porate XOR-based coding into broadcasting suffers from performance breakdowns.
After unveiling the problem source, we introduce a novel broadcast algorithm that
combines XOR-based coding with deterministic broadcasting in the most beneficial
way.

In Chapter 4, we develop an analytical model which reveals the shortcomings
of building RLNC on top of probabilistic broadcasting. Motivated by this finding,
we introduce a novel broadcast algorithm that combines RLNC with deterministic
broadcasting successfully improving both energy efficiency and error resilience in the

same time.



In Chapter 5, we examine multi-copy routing in OppNets. We demonstrate that
the number of redundant replications, and, thus, energy consumption, could be sig-
nificantly reduced if (i) packet carriers cooperatively share information about the
replication state, and (ii) non-carriers are allowed to refrain from receiving replicas
for which they were previously rejected.

In Chapter 6, we discuss some interesting issues that appear in OppNets. We
provide our solutions towards a more realistic performance evaluation of routing
algorithms through simulation and we present a congestion control algorithm that
can be easily applied to utility-based routing.

In Chapter 7, we present some promising directions for future work and summa-

rize the basic conclusions of this thesis.



CHAPTER 2

BACKGROUND AND RELATED WORK

2.1 Mobile ad hoc networks
2.2 Opportunistic networks

2.3 Summary

The key contributions of this thesis span in two classes of wireless ad hoc networks,
namely mobile ad hoc networks (MANETSs) and opportunistic networks (OppNets).
One of the main challenges in both classes is to improve the energy efficiency of
the networking algorithms that provide communication. The need for improving
energy efficiency is more evident in the cases of broadcasting in MANETSs and routing
OppNets. This is because the prominent algorithms in both fields use the same energy-
consuming approach. Multiple packet instances are spread throughout the network
producing an excessive number of transmissions. In this chapter, we first provide the
fundamental background in MANETs and OppNets. Then, we present state-of-the-art
of energy-efficient broadcasting in MANETSs and routing in OppNets, respectively.

2.1 Mobile ad hoc networks

MANETSs can be easily deployed at any place and time, without the need of in-

frastructure or specialized devices. In order to enable communication between the



Figure 2.1: Snapshot of a mobile ad hoc network at time instances: (a) ¢, and (b)

>t

participating nodes, this type of ad hoc network adapts the “give to get” model.
According to this model, each network node is willing to act as a router and relay
packets of other nodes, while, at the same time, it exploits its connection with other
nodes to send data to distant destinations. In other words, each network node trades
its resources, i.e., energy, memory and bandwidth, for the ability to communicate.
The only limitation in this type of network is that an end-to-end path should always
exist between the two communicating nodes. In case that the networking path be-
tween a pair of nodes breaks temporarily, ongoing traffic gets lost never reaching the
destination. Fig. 2.1a illustrates a snapshot of a MANET in a specific time instance.
Each node has at least one or more direct links with another nodes that lie within
its transmission range. In this way, at least one end-to-end path is present between
all node pairs. As nodes move without restrictions, network topology and end-to-end
paths change dynamically. Therefore, as time passes by, the network of Fig. 2.1a
transforms to the one depicted in Fig. 2.1b.

Enabling communication in such environments is very challenging. Networking
protocols should dynamically adapt to the network conditions in a distributed fashion
without using any kind of central synchronization. On top of that, routing decisions
should take into account the limited network resources. Communication paths should
be discovered efficiently in terms of energy consumption. This is because network
nodes run on battery power which is currently limited for mobile devices. Networking
protocols must be energy-efficient since weakly handling the energy resources could

be fatal for the network’s stability.
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An essential networking component of MANETSs is network-layer broadcasting,
also know as network-wide broadcasting. This mechanism allows a network node to
send a data packet to all other nodes that exist across the network [9-13]. Besides
application data, broadcast protocols are also utilized to distribute control information
to every network node. The latter is very useful in situations where network nodes
engage in discovery phases, e.g., in on-demand routing protocols for constructing a
path [14,15], in service discovery applications for finding a resource [16,17] and in
peer databases for retrieving volatile data [18]. Since broadcasting indirectly affects
the performance of other networking components using efficient broadcast techniques
is of paramount importance. In the following, we present an overview of the long-
established broadcast schemes focusing on the energy-efficient ones. Initially, we de-
scribe the most well-known traditional broadcast schemes proposed in the literature.
Then, we present a new research direction that combines conventional broadcasting

with the network coding technique [19].

2.1.1 Traditional broadcast approaches

All broadcast schemes take advantage of the broadcast nature of the wireless medium,
i.e., a single transmission at any node simultaneously reaches multiple receivers that
lie in the sending node’s transmission range. This operation, known as physical-
layer or single-hop broadcast, minimizes the number of transmissions improving
the utilization of the network resources and subsequently increases the network’s
throughput. In order to differentiate between the types of broadcasting, we will refer to
this operation by single-hop broadcast for the reminder of this thesis. On the contrary,
the terms broadcasting and broadcast will refer to network-wide broadcasting.

The simplest broadcast approach that operates in a distributed fashion is flood-
ing. In flooding, each network node forwards every broadcast packet exactly once.
However, flooding produces a large number of redundant transmissions that cause
the broadcast storm problem [37]. In particular, the excessive number of transmissions
inflates network congestion to critical levels and increases the number of packet colli-
sions. To mitigate the effects of the broadcast storm problem the research community
focused on probabilistic and deterministic broadcast approaches. Both select a subset
of the network nodes, called forwarders, to relay broadcast packets. According to the

probabilistic approach [13], each node relays a broadcast packet based on a proba-
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bility p. The value of p can be either predefined or dynamically assigned based on
network condition, e.g., the neighborhood size. The main drawback of this category
is that choosing the proper p at each node is hard. Large values lead to high packet
redundancy, while small ones degrade the delivery efficiency. On the other hand,
the deterministic approach, also known as CDS-based broadcasting, constructs a con-
nected dominating set (CDS) [24] of the network in a distributed fashion. The nodes
constituting the CDS are the forwarders, while all other nodes act as passive receivers.
Finding a minimal connected dominating set (MCDS) is proven to be NP-hard. As
a result, energy-efficient deterministic broadcast approaches target at minimizing the
number of forwarders that disseminate the broadcast packets across the network.
Deterministic broadcast approaches can be classified into three broad categories.
In the first, a CDS of the network is locally built using local topology information,
i.e., 1-hop and 2-hop neighborhood. The computed CDS is used to forward broad-
cast packets throughout the network with packets stemming from different sources
using the same CDS. Most algorithms in this category differentiate on the heuristics
used for constructing the CDS [38—44]. Algorithms in the second category again lo-
cally build a CDS that is common to every network node but use additional dynamic
rules based on broadcast state information to reduce the initial CDS. More specifi-
cally, dynamic rules usually exploit reception of packet duplicates to compute nodes
that already received the packet and enhance the pruning process [25,45-50]. Other
algorithms in this category focus on reliability either by introducing packet acknowl-
edgements [49,51] or by modifying the construction of the CDS [52]. Finally, the
third category follows a different approach. Instead of building an initial CDS and
then pruning it, the algorithms in this category construct a source-specific CDS on a
hop-by-hop basis as packets are spread throughout the network [26,27,53]. The CDS
is constructed using both local topology information, i.e, 1-hop and 2-hop neighbors,
and broadcasting state information obtained through packet duplicates. Algorithms

that focus on reliability also exist in this category [54].

2.1.2 Broadcasting using XOR network coding

In the field of coding-based broadcast the proposed algorithms can be classified into:
i) energy efficient [21,23,55-62], and ii) delivery guarantee [63—74] approaches. The

first category aims at striking the best possible trade-off between energy expendi-
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Figure 2.2: Energy cost in terms of number of transmissions when using: (a) the

traditional approach, and (b) the XOR-based approach.

ture (usually expressed by the number of transmissions) and delivery efficiency. On
the other hand, the second category targets at 100% packet delivery and treats the
minimization of the related costs as a second priority task.

Broadcasting approaches that utilize XOR network coding either for energy effi-
ciency [21,55-59] or reliability [63—66] build on the same primitives. They follow
the concept of coding opportunity [20] to combine multiple packets into an encoded
one using bitwise XOR operations. More specifically, the forwarding nodes exploit
coding opportunities to produce encoded packets composed of original ones. Then,
every neighboring node that receives an encoded packet decodes it in order to re-
trieve the original packets. The coding process is performed on a hop-by-hop basis,
i.e., decoding takes place at every hop. However, encoding is not always possible
since a coding opportunity arises only when all receiving nodes are able to decode.
The common approach to increase the number of coding opportunities is to use a
specialized buffering scheme, called RAD mechanism, that introduces a short delay
before the actual transmission of each packet. Fig. 2.2 presents a well known ex-
ample that demonstrates the benefits of XOR network coding. In this example, the
forwarding node u transmits the encoded packet p' =p;®p, (Fig. 2.2b) instead of
transmitting p; and p, separately (Fig. 2.2a). On the receivers’ side, node v decodes

p2 by computing p'@®p; while node z retrieves p; by computing p'@p,. Overall, the total
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number of transmissions reduces by one directly improving the energy efficiency. In
the same time, the reliability increases indirectly due to the reduction in the number
of transmissions that results in fewer packet collisions.

The primary focus of this thesis is on energy efficient broadcasting. The promi-
nent algorithm of this category, CodeB [21], combines CDS-based broadcasting with
XOR network coding. It also provides information exchange mechanisms that make
possible the implementation in mobile environments. CodeB builds on top of the
non coding Partial Dominant Pruning (PDP) [27] scheme, which is actually a CDS-
based broadcast algorithm. However, it can be directly applied to other CDS-based
approaches. Wang et al. explore the benefits of employing XOR network coding on
various underlying CDS-based broadcast schemes [55,56]. Moreover, the use of XOR
coding over PDP [27] and MPR [25], two typical CDS based algorithms, in tactical
networks has been studied in [57]. In [58] the authors study the problem of broad-
casting with deadlines in static ad hoc networks and propose alternative buffering
schemes for the RAD mechanism. Finally, Yang and Wu [59] explore the benefits
of XOR coding in energy efficient broadcasting when combined with directional an-
tennas. In the second major category of XOR -based broadcast algorithms the focus
is on guaranteeing 100% reliability. The algorithms of this category adopt a rateless
approach [63—-66]. More specifically, they keep producing encoded packets until all
receivers are capable of decoding the initial packets. As a result, these schemes re-
quire feedback information. However, implementing a feedback mechanism is not
straightforward in mobile networks. Therefore, most algorithms of this category are
limited to static networks.

In chapter 3, we revisit the XOR-based broadcast approach that targets at enhanc-
ing the energy efficiency in mobile ad hoc networks. In particular, we demonstrate that
the common approach, which is to benefit from the synergy of XOR network coding
with a CDS-based broadcast algorithm, suffers performance breakdowns. Then, we
propose a novel XOR-based algorithm that works cooperatively with the underlying
broadcast scheme and revises the coding internals in order to enhance the broadcast-
ing performance in terms of delivery delay, energy efficiency and network resources

utilization.
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2.1.3 Broadcasting using random linear network coding

Random linear network coding (RLNC) is based on the observation that a linear code,
i.e. to linearly combine packets based on the theory of finite fields, is adequate for
providing the benefits of network coding [28]. Similar to XOR-based schemes, RLNC-
based algorithms can be classified into: i) energy efficient [23,60,61], and ii) delivery
guarantee [67-73] approaches.

All RLNC-based algorithms [23, 60, 61, 67-74] build on the concepts of practi-
cal RLNC [22]. First, all non-encoded packets, known as native, are organized in
groups, the so called generations [22]. Then, an encoded packet is produced as a lin-
ear combination of the native packets in a generation, using [Fy: arithmetic. In contrast
to XOR-based approaches, RLNC-based algorithms operate on an end-to-end basis,
i.e., decoding of encoded packets is required only at the communication end points.
Decoding packets of generation i at node v is performed by means of a decoding
matrix G, ;. The matrix is populated by innovative packets, i.e., the encoded packets
that increase the rank of G, ;. The final decoding is accomplished by performing the
Gaussian elimination when G, ; has a full rank. It is also possible to decode a subset
of packets when a full rank submatrix of G, ; exists (partial decoding). Furthermore,
encoding at an intermediate node is possible without the need of decoding the native
packets since a new encoded packet may be produced by linearly combining other
encoded packets that reside inside G, ;.

All RLNC-based algorithms that focus on energy efficiency [23, 60, 61] take a
probabilistic approach to forward encoded packets. The prominent algorithm of this
category described in [23] extends the probabilistic algorithm proposed in [60]. More
specifically, it introduces two topology-aware heuristics to determine the number of
encoded packets, that each node should forward, in order for the receivers to decode
the original packets. This algorithm also allows the encoding of packets from different
sources by incorporating rules for the distributed management of packet generations.
Other techniques extend this algorithm by modifying the forwarding heuristics and
the generation management mechanism [61]. The second category of RLNC-based
algorithms [67-73] focuses on reliability and integrates some kind of feedback mech-
anism. The feedback information is used to determine the optimal rate, i.e., the
number of packets to be forwarded by intermediate nodes, so that delivery of packets

is guaranteed. Clearly, this strategy is not oriented towards minimizing the energy
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consumption of broadcasting. Furthermore, a feedback mechanism increases the cost
while its implementation is not straightforward in mobile networks. Therefore, those
algorithms have only been proposed for static networks. Finally, in [74], the authors
study the problem of timeliness in broadcasting. They use RLNC over broadcasting
trees in a static network and under the assumptions of lossless links and knowledge
of global information.

In chapter 4, we introduce a novel RLNC-based algorithm that uses the synergy
of RLNC and deterministic broadcasting to improve both resilience to failures and
energy efficiency. The deterministic algorithm not only forwards packets but also

dynamically determines the number of transmissions through a pruning process.

2.2 Opportunistic networks

Another type of wireless ad hoc networks that fully supports node mobility is the class
of Opportunistic networks (OppNets). This class shares a lot of common characteristics
with MANETS, e.g., nodes move freely to any direction and communicate among each
other without any need of infrastructure or specialized hardware. Structurally, they
differentiate only in a single aspect, i.e., the connectivity among network nodes is
intermittent. This differentiation induces radical changes in the way communication
is performed. Network is divided in multiple connected sub-networks, known as
connectivity islands, which consist of one or more nodes. In most cases, network
nodes are isolated communicating sparsely with other nodes in pairs when moving
in the communication range of each other due to mobility. It is clear that in this type
of network traditional networking protocols, designed for MANETS, fail to provide

communication.

2.2.1 The store-carry-and-forward paradigm

To enable communication between network nodes, routing protocols in OppNets rely
on node mobility building on top the store-carry-and-forward paradigm [1,30]. Ac-
cording to this technique, each network node stores data packets and keeps them
until a forwarding opportunity arises. A forwarding opportunity occurs when two
nodes come in contact, meaning that they lie in the transmission range of each other,

and are able to exchange information. In this way, a path towards the destination is
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Figure 2.3: Snapshots of a small opportunistic network, consisting of five nodes,
during routing a packet from node s to d at time instances: (a) #;, (b) t,, (¢) t3, and

(d) ty, Wwhere t] < ty < t3 < 14

formed over time. Fig. 2.3 depicts an example of how packet routing is performed
using the store-carry-and-forward paradigm. We monitor a single packet generated
at node s and destined to node d. The routing path is s +n—m —d and is formed
gradually at time instances ?1, t5, t3 and ¢, during which the intermediate nodes come
in contact. At each of these meetings, the packet is exchanged among the participat-
ing nodes (filled in blue circles, Fig. 2.3a-2.3d). Finally, at time ¢,, the intermediate
node m contacts the destination node d and successfully delivers the packet. Mea-
surements on real-world network deployments [75-77] have shown that, due to node
mobility, node contacts can be successfully exploited for routing packets. However,
routing paths require a significant amount of time to form leading to increased delay
for delivering data packets. For this reason opportunistic networks are also known
as Delay Tolerant Networks (DTNs).

The main challenge in the design of routing algorithms for OppNets is finding the
best path for each packet in a distributed fashion across time. The best path is the
one that delivers the packet to its destination with the best possible delay using the
minimal number of transmissions (lowest energy consumption). However, in most
cases, a path with all the aforementioned characteristics does not exist. The fastest
path is not the one with the minimal number of transmissions and vice versa. In
this thesis, we focus on energy-efficient routing algorithms that target at striking the
best possible balance between delay and energy cost (as expressed by the number of

transmissions) without sacrificing the delivery efficiency. In the rest of this chapter,
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we present the current state of the art considering routing in opportunistic networks
as the product of two main processes. The first process provides the means for iden-
tifying good relay candidates among network nodes (utility estimation). The second
is responsible for exploiting the information provided by the aforementioned process
in order to forward packets or disseminate packet replicas across the network in the

most beneficial way (routing strategy).

2.2.2 Utility estimation

According to the store-carry-and-forward paradigm, each node u that holds a packet
p destined to a node d in the network has to take the decision whether to forward
p when it encounters another node v. Choosing an inappropriate relay node could
lead to situations where the packet is never delivered or it is delivered with high
delay and/or excessive energy cost (in terms of transmissions). As a result, in order
to identify good relay candidates most routing algorithms use a utility estimation
process. The key component of this process is the concept of the utility metric which

is defined as:

Definition 2.1 (Utility metric). A locally estimated metric that captures the fitness (or

quality) of a node for delivering and/or forwarding a packet.

Each network node computes its own utility metric locally using the history of pre-
vious contacts such as the frequency and duration of past encounters. Then, during
a contact, the two participating nodes exchange their utility values before any packet
forwarding takes place. In this way, each node is able to better evaluate the benefits
of the forwarding opportunity and act accordingly. There exists a diverse range of
metrics [32-34, 36, 78-85] that are constructed from a node’s feature such as the
frequency or the regularity of its contacts, its importance in a social context, etc. Each

of them can be classified among one of the following categories.

Definition 2.2 (Destination dependent utility metric). A utility metric that captures

the ability of a node to reach a specific destination.

Destination dependent metrics require each node to store multiple utility values,
one for each network node that the current node is aware of. This category of met-
rics is very useful for nodes close, either socially or topologically, to the destination.

However, they are not so effective when routing is performed at distant nodes which
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have never interacted with the destination. One commonly used metric of this cat-
egory is the so called Last Time Seen (LTS) [32,80] which uses the elapsed time
since the last contact with the destination. The basic idea behind LTS is that the best
relay candidates are the nodes which have seen the destination most recently. An-
other well known destination dependent metric is the one utilized by the PRoOPHET
algorithm [81,82]. It is based on the delivery predictability that measures the proba-
bility of encountering a node. Moreover, it is enhanced with an aging mechanism and
utilizes the transitive property. The social pressure metric (SPM) [83,84] is another
destination dependent metric that takes into account the social relationship among
nodes. Essentially, it captures their friendship using the frequency, the longevity and

the regularity of past contacts.

Definition 2.3 (Destination independent utility metric). A utility metric that captures
the ability of a node to interact with other network nodes regardless of the actual

destination.

When a destination independent metric is utilized, each node estimates a single
utility value that captures its importance for the network. Most routing schemes
exploit this category of utility metrics to gather packets at nodes in central points of
the network where they remain stored waiting for an interaction with the respective
destinations. However, this approach has two main disadvantages; it leads to resource
over-utilization in the central nodes and fails to deliver packets to destinations that do
not interact with central points of the network. A well known destination independent
utility metric is ENC [34,78] that uses the total number of past encounters (with
all other network nodes) of a node. A more sophisticated metric is Betweenness
Centrality [86] that measures to what extend the node lies on the shortest paths from
all nodes to all other. The distributed version of this utility, i.e. Ego Betweenness [33,
79,85], is calculated locally at each node using its local contact graph (ego network)

formed by node’s contact history.

Definition 2.4 (Hybrid utility metric). A utility metric constructed using a mix of

both destination dependent and independent metrics.

Typical examples of routing schemes that utilize a hybrid metric are the Sim-
Bet [79] and SimBetTS [33] algorithms. SimBet uses a mix of Ego Betweenness (des-

tination independent) and the Similarity metric (destination dependent). The latter
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measures the number of common neighbors between two nodes using the local con-
tact graph (ego network). SimBetTS is an extension of SimBet introducing additional
metrics that work as tie strength indicators [87], i.e., measure how strong or weak is
the relationship among network nodes. All of these indicators are destination depen-
dent. More specifically, the frequency metric is based on the number of encounters
with the other network nodes, the intimacy/closeness metric uses the duration of en-
counters between network nodes and the recency metric is based on the amount of

time passed since the last contact between two nodes.

2.2.3 Routing strategy

The second major component of the routing process is the routing strategy which is
comprised of a set of forwarding rules that defines which packets should be exchanged
when network nodes come in contact. The initial approaches [1,31,88] use simple
forwarding rules, e.g., based only on information about which packets each node
carries. On the other hand, the most efficient approaches [32-36,78-84] take into
consideration the forwarding capability of the meeting nodes as expressed by a utility
metric (section 2.2.2). Fig. 2.4 illustrates a classification of the well established routing
strategies proposed in the literature.

Routing strategies can be grouped into two main categories; single-copy [78—84,89]
and multi-copy [31-36]. The first category follows the common routing approach
in wired and wireless networks, i.e., forwarding of a single packet instance across
the network. The latter creates and forwards multiple copies of a packet, known as
packet replicas. The basic idea behind the second category is that spreading more
replicas increases the probability that a node carrying a replica will meet, i.e., move
into the communication range of, the destination. Both single-copy and multi-copy
schemes come with advantages and disadvantages. On one hand stands single-copy
approaches that are energy-efficient but perform poorly in terms of delivery rate and
delay. On the other hand multi-copy approaches achieve high performance in terms
of delivery rate and delay at the cost of more transmissions and increased storage
requirements. For example, consider the two extremes of each category; Direct [88]
and Epidemic [1]. The first never performs packet forwarding with every source node
waiting to directly encounter the destination nodes in order to deliver its packets.

Epidemic produces replicas in a greedy manner that exploits all contacts among
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Figure 2.4: Classification of the well established routing strategies of the literature

nodes, essentially flooding the network. Clearly, the first strategy suffers poor delivery
rate since the message is delivered only if the source node meets the destination.
On the contrary, the second increases the delivery probability but is not suitable for
a context of limited resources because it results in energy depletion and memory
starvation at nodes.

Most routing strategies exploit a utility metric (section 2.2.2) to enhance their
performance. In these cases, when nodes v and v come in contact they first exchange
their corresponding utility values that are U, and U,, respectively. Then, for each

packet p stored at node u the following criterion is applied.

Definition 2.5 (Relative criterion [32]). Packet p is forwarded (replicated) from u to

v if and only if U, > U,,.

After examining all packets that reside in u’s buffer, the same process is performed
for all packets stored at node v.

Compare & Forward is a single-copy strategy that takes forwarding decisions
based on the relative criterion and is extensively utilized by a wide range of routing
protocols [78—84,89]. This approach drastically increases the delivery rate and reduces

the end-to-end delay compared to the Direct strategy. However, the performance gains
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are still limited. The main reason is because this approach heavily depends on the
quality of the utility metric used. Even the most efficient utility metrics do not provide
100% accuracy leading to incorrect forwarding decisions that degrade the routing
performance. Also, most of the metrics lack consistency in the sense that a node’s
utility value fluctuates over time. This inconsistency produces routing circles where
packets are exchanged among the same set of nodes inducing increased transmissions
and poor delay. Furthermore, using only one packet instance acts as a single point
of failure substantially reducing the delivery efficiency. For example, intermediates
nodes may require to drop packets due to storage limitations increasing the delivery
failures.

To overcome the limitations of single-copy schemes the research community fo-
cused on multi-copy strategies that allow multiple packet replicas being forwarded
simultaneously. In these schemes, each replica uses a different path increasing the
delivery probability since only one of them is required to reach the destination node.
However, failing to control the level of replication can lead to excessive number of
transmissions and resource over-utilization. A well known approach is to use con-
strained replication which sets beforehand an upper bound for the number of packet
replicas that can exist throughout the network [31-35]. This is accomplished by as-
signing a predefined value L to each generated packet that indicates how many times
it can be replicated. During the replication phase, also known as spraying phase,
the L value is split between the new packet replica and the old. More specifically L
can be equally distributed among the two replicas [31,32,35] or it can be unevenly
divided according to the utility values of the corresponding nodes in contact [33, 34].
When the spraying phase terminates, i.e., the L value decreases to one, a single-copy
strategy is engaged. Each replica can be either buffered to the current node waiting to
be directly delivered to its destination [31,32] (Spray & Wait) or further forwarded,
but not replicated, using the relative criterion [33-35] (Spray & Focus). Overall, the
performance of all routing schemes that utilize constrained replication is severely af-
fected by the replication’s upper bound (L value) that provides a trade-off between
cost and efficiency. Predefining this upper bound is hard since it strongly depends
on dynamically changing factors, such as network state and network characteristics.

An alternative approach to control replication operates in a more dynamic fashion
by exploiting the utility values of the network nodes. An initial scheme that uses

dynamic replication is Compare & Replicate which utilizes the relative criterion in the
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same way as Compare & Forward. However, during contact opportunities, Compare
& Replicate transmits packet replicas instead of original packets. Although Compare
& Replicate significantly reduces the routing cost in comparison to Epidemic, it still
produces a large number of transmissions. A more efficient strategy is Delegation
Forwarding [36] which takes into account the history of a node’s observations in
order to regulate packet replication. According to this scheme, each node is required
to keep track of the highest utility value seen among its previous contacts. Then,

during a contact between nodes u and v the following criterion is applied.

Definition 2.6 (Delegation criterion [36]). Packet p is replicated from u to v if and
only if U, >maxgen,{Ux}, where N, is the set of all nodes that u has contacted since

the reception of p.

The rationale is that there is a little benefit in replicating a message to a node with
a utility lower than the highest recorded utility. In this way, Delegation Forwarding
succeeds a significant reduction in the energy cost, without impacting the delivery
efficiency.

In chapter 5, we build on the premises of Delegation forwarding aiming to further
minimize the energy cost through the reduction of the number of replications. To this
end, we take advantage of the cooperation between nodes to coordinate their views
about the highest utility value seen in the network used in the replication process.
Furthermore, we allow nodes which do not carry a packet replica to play an active
role in the replication process and deny receiving replicas for which they were rejected

in previous contacts.

2.3 Summary

Spreading multiple packet instances throughout the network is a common approach
followed by a diverse range of networking algorithms in wireless ad hoc networks.
Although this approach is energy-consuming, it is the only way for achieving an
acceptable performance when broadcasting in mobile ad hoc networks (MANETS)
and routing in opportunistic networks (OppNets). In both fields, we presented an
overview of the proposed schemes in the literature focusing on the energy-efficient
ones in the sense that they target to minimize the energy consumption through the

reduction of the number of transmissions without affecting the overall performance.
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CHAPTER 3

XOR-BASED Broabpcasting wiTH CODED

REDUNDANCY

3.1 Preliminaries

3.2 The synergy between network coding and the termination criterion
3.3 Building a coding friendly termination criterion

3.4 Network coding broadcast with coded redundancy

3.5 Evaluation

3.6 Summary

Network coding is commonly used to improve the energy efficiency of network-wide
broadcasting in wireless multi-hop networks. In this chapter, we focus on XOR-
based broadcasting in mobile ad hoc networks with multiple sources. Initially, we
demonstrate through extensive experimentation that the state-of-the-art XOR-based
approach suffers performance breakdowns. Motivated by this observation, we examine
in depth the synergy of network coding and the underlying broadcast algorithm
exposing the causes that lead to performance degradation. Then, we introduce a
novel XOR-based broadcast algorithm that efficiently applies XOR coding over CDS-
based broadcasting increasing the broadcasting performance in terms of energy cost,

delivery delay and utilization of network resources.
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3.1 Preliminaries

We first provide a review of the basic principles of CDS-based broadcasting as well
as XOR-based coding.

3.1.1 CDS-based broadcast principles

Energy efficient broadcast algorithms aim to minimize the number of transmissions
required for delivering a packet to all network nodes [9,10]. The most effective algo-
rithms follow the CDS-based broadcasting approach. According to this, the algorithm
constructs a connected dominating set of the network [24—26]. The nodes constituting
the CDS are the forwarders, i.e., those elected to forward the broadcast packets, while
all other nodes just act as passive receivers. Since computing the forwarders should
be performed in a distributed fashion, the common approach is to approximate them
locally at each node v using its 1-hop neighbor set (V' (v)), i.e., the set that consists of
v’s one hop neighbors, and the 2-hop neighbor set (N (A (v))), i.e., the set consisting
of all nodes that lie at maximum two hops away from v.

Even though transmitting packets only through forwarders successfully reduces
packet duplicates, a significant number of them still exists across the network. This is
because the selection of forwarders is made in a distributed manner and with limited
information. As a result, special attention should be given to these duplicates as they
could lead to additional transmissions and degrade energy efficiency. Therefore, the
reception of a packet duplicate in a forwarder node leads to a dilemma whether to
forward it or not. Forwarding the duplicate could increase redundant transmissions
while dropping it could potentially impact the delivery efficiency. The mechanism that
is responsible to handle such situations is the termination criterion. Multiple criteria
have been proposed in the literature [27,50,90,91]. In the rest of this chapter we

will use the terminology proposed in [27] and [90] to refer to these criteria:

Termination Criterion 1 [Marked/unmarked (M/U)]: Each node keeps track of the
packets received by each of its 1-hop neighbors. Then, in the case of a duplicate reception,
a forwarder transmits the received duplicate if at least one of the neighbors is not marked to

have received the packet.

Termination Criterion 2 [Relayed/unrelayed (R/U)]: A forwarder transmits a duplicate

only if no other duplicate of the same packet has been relayed by the same forwarder in the
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past.

Termination Criterion 3 [Covered/uncovered (C/U)]: A node acting as a forwarder
relays packets seen for the first time while it drops already seen packets including the ones

not relayed in the past because the node was not elected as a forwarder at that time.

The M/U is the most well-known approach. However, having all nodes to store the
reception status for all of their 1-hop neighbors and for all packets could be a daunting
challenge in terms of both memory usage and processing overhead [27]. In contrast
to M/U, the latter two approaches are more realistic due to the limited storage and
processing requirements.

The algorithms proposed in the literature follow two major strategies for building
the CDS, i.e., calculating the forwarders. The first is to build a CDS that is common to
every network node using local information [12,25,38-40,45-52] while the second
is to build a source-specific CDS [26, 27,53, 54]. In the first category the nodes of
the CDS are used for any packet regardless of its source and updated whenever
topology changes are detected. Most efficient studies in this line of research also use
information related to the broadcast process, e.g., packet reception status, in order to
further prune transmissions and/or enhance reliability [25,45-52]. On the other hand,
in the second category, a node that relays a packet calculates the list of forwarders by
considering the previous hop of the packet and piggybacks the corresponding list on
it. In this way, a source-based CDS is formed for each packet. More specifically, when
a node v receives a packet from u checks whether it is selected as a forwarder. If so,
a common approach is to elect forwarders so as to deliver the packet to (or “cover”)
the set U(v) of nodes that lie exactly 2-hops away from v, i.e., U(v)=N (N (v))—N (v).
The set of candidate forwarders C(v) is in general a subset of v’s neighbors, i.e.,
C(v)CN (v). Note that U(v)C Uy,ec() N (u) and that C(v) can be seen as a set of sets
if each node u € C(v) is replaced by N (u), thus the election of forwarders is modeled
as a set cover problem. The solution is usually given by the well-known greedy set
cover (GSC) algorithm [92], however other more efficient approximation algorithms
exist [25,93-95]. Furthermore, node v takes advantage of u’s neighborhood to reduce
both the set of candidate forwarders, i.e., C(v)=N(v)—N (u), and the set of nodes U (v)
that should receive the packet. Algorithms in the sourced-based CDS category vary in
the approach taken to minimize the set /(v) and therefore the number of forwarders.

TDP and PDP [27] exploit u’s two-hop neighborhood and further minimize the /(v)
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set. For example, node v in PDP elects forwarders in order to cover the nodes in U (v) =
N (N ()N (v)-N(u)-N (N (u) NN (v)). For presentation purposes we selected Partial
Dominant Pruning (PDP) [27] as the reference algorithm. However, our findings can
be easily generalized to all CDS-based broadcast protocols. The reason is that, as far
as the CDS-based operation is concerned, we focus on the termination criterion which

is a generic mechanism that does not depend on the specifics of each algorithm.

3.1.2 XOR coding specifics

XOR-based coding works on a hop-by-hop basis, i.e., packets encoded by a node are
decoded by its neighbors. The idea is that each node v can combine packets using
bitwise XOR operations in order to produce an encoded packet. For the neighboring
nodes to be able to decode the encoded packet, the choice of native, i.e., non coded,
packets is important. More specifically, for a successful coding of k packets , each
neighbor should know %k — 1 of those packets beforehand. This requirement guaran-
tees that each neighbor should be able to decode the encoded packet. The existence
of k£ > 1 packets that can be encoded is known as a coding opportunity [20]. It is clear
that, finding a coding opportunity depends on v’s knowledge about the packets that
each of its neighbors has already received. To acquire such information, v employs
opportunistic listening [20,21] and snoops all communication in the wireless medium.
The acquired information is stored in what is called the neighbor reception table. More-
over, node v should store in what is called the packet pool all recently received native
packets in order to be able to perform decoding of encoded packets. To describe the
method more formally, let P, denote v’s packet pool, i.e., the set of native packets
recently received by v and R} denote u’s view of the same buffer. Note that R} is
part of u’s neighbor reception table. Node v may choose a set of native packets B'CP,
and produce an encoded packet, by using bitwise XOR, in the presence of a coding
opportunity. This means that a set B #0,/8’| > 1 can be found such that, according
to v’s neighbor reception table, each node u € N (v) has received at least |B'|-1 of the
native packets in B, i.e., [RLNB'| > |B'|—1,YVu € N(v). Successful decoding depends
on the consistency of R, i.e., whether R?CP,. Decoding failures at a node u occur
when |P, N B'| <|B’|—1 and result in the loss of all packets included in the encoded
one.

The efficiency of XOR-based coding clearly depends on the existence of coding
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opportunities. This is because for each encoded packet that contains k native ones
only one transmission is required instead of k, thus saving energy and reducing
packet collisions. To maximize the number of coding opportunities XOR-based coding
approaches introduce a Random Assessment Delay (RAD) before relaying a packet.
Higher values of RAD result in more candidate packets for encoding, however this

comes at the cost of increased end-to-end delay.

3.2 The synergy between network coding and the termination cri-

terion

XOR network coding as well as the termination criterion of a CDS-based algorithm
are essential mechanisms for energy efficient broadcasting as both aim to minimize
packet transmissions. Ensuring a smooth synergy is critical for building an efficient
algorithm. Most proposed coding-based broadcast algorithms combine XOR-coding
with CDS-based approaches that utilize the M/U criterion [21,55-57] while others do
not provide insight on the termination criterion used [57,58]. In the following we
show that M/U faces performance issues that hamper the coding operation. At the
same time, using other proposed termination criteria, such as R/U and C/U, in parallel

with XOR coding raises significant design issues.

3.2.1 The M/U criterion limits coding gains

The choice to combine M/U with XOR coding is reasonable. First, M/U is compatible
with the RAD technique that is essential for network coding. In fact, RAD improves
the pruning efficiency of M/U. This is because the imposed delay allows the reception
of more packet duplicates which could potentially change the initial decision to relay
the packet. This is the reason for which RAD has also been proposed in the context
of broadcasting without network coding [9, 10]. However, although in non-coded
approaches there are alternatives that provide performance improvements similar
to that of RAD but without the associated delay, in coding-based approaches using
RAD is essential. The second reason for which state-of-the-art XOR-based approaches
adopt the M/U criterion is because in this case XOR coding can be implemented with

limited cost. Recall that the latter requires information about the reception status of the
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Figure 3.1: Performance under varying traffic load: (a) Delivery rate (b) Transmission

reduction compared to PDP M/U

neighboring nodes, i.e., the neighbor reception table. This is exactly the information
on which M/U decisions are based on, therefore this information is already available
through the implementation of M/U. Besides the advantages of using M/U there is
also a significant downside. M/U is known to be less efficient than other proposed
criteria [90, 91]. This motivated us to further examine the performance of XOR-
based broadcasting implementing M/U against non coding schemes utilizing the other
termination criteria, i.e., R/U and C/U.

For our investigation, we conducted a series of experiments using the ns2 simu-
lator [96]. We chose to experiment with the well-established CodeB algorithm [21]
that utilizes network coding and builds on top of PDP using the M/U termination
criterion. In our experimental setup, 100 nodes move with maximum speed of 1 m/sec
in a square area according to the Random Waypoint (RW) model [97]. Each node has
a neighborhood with an average size of 15 nodes, while 50 nodes generate broadcast
traffic with a rate of 1 packet/sec. More information about the simulation set-up can
be found in Section 3.5.

First, we evaluated the performance of CodeB under various levels of offered
traffic by varying the number of source nodes. Fig. 3.1a depicts its delivery efficiency,
while Fig. 3.1b displays its ability to prune transmissions compared to the non-
coding PDP scheme that uses the M/U criterion. As expected, CodeB successfully
reduces the number of transmissions and provides enhanced packet delivery in cases
of low to medium traffic load. However, as the network traffic increases its efficiency

deteriorates. Based on this observation, we attempted to boost CodeB’s performance.
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More specifically, we included a new version of CodeB that maximizes the benefits of
network coding by increasing the RAD value from 200 ms to 400 ms. However, despite
the fact that the new CodeB version clearly discovers more coding opportunities and
thus further reduces transmissions (Fig. 3.1b), its improvement in terms of delivery
efficiency is limited (Fig. 3.1a). To further investigate the reasons behind CodeB’s
poor behavior, we compared it against two versions of the non-coding PDP scheme,
one implementing the R/U criterion and the other the C/U. If there exists at least one
simple PDP scheme that performs better than CodeB then the origins of the witnessed
poor behavior reside in the termination criterion rather than the coding mechanism
itself. Interestingly, this is confirmed by our results in Fig. 3.1. After the breaking point
of 50 broadcast sources (half of the network nodes), the non-coding PDP schemes
outperform CodeB regardless of the RAD value used. The only exception is PDP M/U
that, similar to CodeB, suffers from a performance breakdown.

Similar findings are witnessed in our second experiment where we assess the scal-
ability of all algorithms by increasing the number of network participants (Fig. 3.2).
CodeB outperforms all schemes for networks comprised of fewer than 100 partici-
pants. Despite the fact that the offered load remains constant as the network size
increases, CodeB and PDP M/U cannot avoid performance breakdown (Fig. 3.2a).
Both generate a large number of transmissions (Fig. 3.2b) that induce failures due
to packet collisions. Increasing the RAD value offers CodeB a performance improve-
ment, however the gain is still limited and the problem is not solved. On the other

hand, the non-coding schemes, PDP R/U and C/U, present a relatively stable behav-
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ior regardless of the network size. Clearly, the best performing algorithm is PDP C/U
that reduces transmissions by up to ~60% while keeping the delivery efficiency above
~75%.

Overall, the results revealed that the combination of network coding with the M/U
termination criterion is not always the best choice. In particular, non-coding schemes
perform far better than CodeB when the traffic in the network increases; either be-
cause more traffic is offered from more sources (first experiment) or because in a
bigger network (second experiment) more forwarders exist and produce more packet
duplicates. As explained, this behavior is not the result of the coding operation it-
self but is inherited from the underlying broadcast scheme and more specifically the
termination criterion. There are two reasons for this. The first and predominant one
is the limited ability of M/U to prune redundant transmissions. As a result, con-
gestion quickly builds up and results in more collisions, therefore reducing delivery
efficiency. The second reason is related to the neighbor reception table, i.e., the struc-
ture containing information about the packets received by each neighbor, which is
necessary for both M/U and XOR coding. In the typical implementation of this struc-
ture, information for each packet is maintained for a limited time period. As traffic
in the network increases, the delay jitter between the first and the last duplicate of
a packet also increases. As a result, there is an increased probability that a packet
duplicate arrives at a node v after the information for that packet has expired and
been removed from the neighbor reception table. This results in node v transmitting
more duplicates and thus aggravating congestion. Increasing the expiration period
for information in the neighbor reception table improves performance up to a limit.
After that, no further improvement is possible and performance breakdown is still
evident due to the limited pruning ability of M/U. We also implemented the neighbor
reception table as a fixed size structure without imposing an expiration period. We
tested different sizes and found that performance degradation appears to be more

severe in this case.

3.2.2 The pitfalls of using other termination criteria

Our observations highlight the need for replacing M/U with alternative criteria, such
as R/U and C/U. However, doing so is not straightforward. The main reason is what we

call “the packet reordering problem”. Before analyzing the packet reordering problem,
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let us first describe the implementation aspects of the two alternative termination
criteria. Recall that both R/U and C/U delineate a policy for handling packet duplicates.
More specifically, in R/U a forwarder relays a duplicate only if no other duplicate of the
same packet was relayed in the past. On the other hand, in C/U a forwarder v relays
only the packets seen for the first time and ignores packets seen in the past even if v
did not forward those packets, i.e., v was not selected as a forwarder at that time. In
order for both R/U and C/U to function properly, there are two prerequisites. The first
is that packets should be uniquely identified through a number added by the source
node at creation time. The second prerequisite is that each node implementing the
termination criterion should store a full reception history on a packet basis (i.e., the
id’s of received packets). This is neither practical nor realistic due to the high storage
and processing requirements. For this reason, the traditional implementation of both
R/U and C/U takes a much simpler approach. The numbers used to identify packets
are assigned by the source in a sequential manner (thus called sequence numbers) so
as packets with higher numbers correspond to the ones created more recently. This
allows each node v that implements either R/U or C/U to only store a single sequence
number (SN;) for every source node s. In the R/U criterion (C/U criterion), this is the
largest number seen in a packet from s and forwarded (received) by v. Then, for an
incoming packet p; carrying the sequence number SN, it is sufficient to check that
SN,, > SNg so as to decide that it is not a duplicate.

Unfortunately, the aforementioned implementation is fully functional only under
the assumption that all nodes in the network receive packets in the same order in

which they were created. When this order is altered the problem that we call packet
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reordering emerges, impairing the ability of both R/U and C/U to detect duplicates and
therefore having a severe impact on their performance. The utilization of XOR coding
unfortunately results in packet reordering and thus its incompatibility with current
implementations of both R/U and C/U. More specifically, packet reordering appears
due to the random assessment delay (RAD) that network coding uses at each node
in order to maximize the probability of finding a coding opportunity. To make it
more clear, let us examine the problem through an example in which both R/U and
C/U fail to work properly. Fig. 3.3 illustrates the propagation of packets p; and p;
across an example network. Both packets originate from the same source s and p;
is created before p,. Therefore, the sequence number of p; is smaller than that of p,,
i.e., SNy, < SN,,. When RAD is not utilized, v will forward both packets in the same
order as received. Then, v will first receive p;, update SN, i.e., SNy <— SN,,, and finally
forward p;. Upon reception of py, v will confirm that SN,,>SN; and will forward p;. On
the other hand, if RAD is utilized, v introduces a random delay before forwarding
p1 and ps;. Due to randomness, the delay for p, may be significantly smaller than
the corresponding delay for p;, thus resulting in v forwarding the two packets in
the reverse order, i.e., p, first and then p;. After receiving p,, v updates SN, to the
value SN,, and forwards p,. Later on, when v receives p; makes the observation that
SNy, <SN;, therefore rejects p; although it is not a duplicate. This decision has a major
impact on the delivery efficiency since p; never reaches nodes z and =.

To validate the impact of the packet reordering problem we conducted a series of

experiments on the PDP algorithm using the C/U termination criterion. We examined
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the effect of different values of the random assessment delay. For the experimental
setup we used the same settings described in Section 3.2.1. Fig. 3.4 illustrates our
main results. Clearly, RAD has a considerable impact on the overall broadcasting
performance regardless of the offered load. More specifically, the packet reordering
problem may result in a reduction of the number of relaying decisions up to ~3 times
(Fig. 3.4b). However, this pruning is erroneous in the sense that it prematurely ter-
minates the broadcasting process, thus, reducing the delivery efficiency up to ~50%
(Fig. 3.4a). As expected, higher RAD values have a more severe impact on the per-
formance as in these cases the probability of receiving packets out of order increases.

We observed similar findings in the R/U case.

3.3 Building a coding friendly termination criterion

Establishing the compatibility of R/U and C/U with XOR coding requires solving
the packet reordering problem. Allowing each node that implements either of these
criteria to store a full packet reception history can provide a solution. However, as
mentioned earlier, this approach is neither practical nor realistic due to the high
storage and processing requirements.

Towards a more efficient solution, we propose the modified covered/uncovered (MC/U)
termination criterion that extends C/U. We choose to build on top of C/U because both
the related literature [90,91] and our experimental results (Fig. 3.1 and Fig. 3.2)
confirm that it achieves the best performance against all other proposed termination
criteria. The main idea behind our approach is to implement the same forwarding
criteria as in C/U but to allow each node to store information (just one bit as we

will discuss in the following) for each of the k, instead of just one, most recently
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Algorithm 3.1 Pseudocode of the MC/U forwarding procedure.

RelayOrNot(packet p, bitmap BM;, int SN}, int mindex)

1:

[\

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

if (p.SN > SN!*) then
Update(p,BMs, SN mindex)
relay p if forwarder
else
SNI™ <— SNIA — |
if (p.SN <= SN'™) then
drop p
else
index < p.SN — SN! 4 mindex
if (index < 0) then
index <— index + k
end if
val <— BM,.get(index)
if (val) then
drop p
else
BM;.set(index)
relay p if forwarder
end if
end if

end if

seen packets from each source node. This allows the node to detect any duplicate of
these k packets without problems caused by packet reordering. Duplicate detection
is not possible for a packet that is older than the £ recorded ones because no rele-
vant information is available. However, this is important only if a copy of a packet
p from source s is received by a node after the k-th packet that s generated after p.
By increasing k it is possible to minimize the probability of such an occasion. Even
if such an occasion arises we choose to drop the packet, i.e., adopt the C/U policy,

rather than forwarding it (which corresponds to the M/U policy) in order to avoid

increasing the network congestion levels.

Selecting a proper value for £ is clearly a challenging task. Large values increase
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Algorithm 3.2 Pseudocode for updating the bitmap.

Update(packet p, bitmap BM,, int SN, int mindex)
1: mindex’ <— (mindex + p.SN — SN!*) %k
2: rollover < L—m”deHiSN_SNQAXJ
if (rollover == 1) then
BMs.zero(mindex + 1,k — 1)

BMs.zero(0, mindex’ — 1)

else if (rollover > 1) then

7. BMs.zero(0,k — 1)

8: else

9:  BMs.zero(mindex + 1,mindex’ — 1)
10: end if

11: mindex < mindex’
12: SN?™ «— p.SN
13: BM;.set(mindex)

the storage and processing requirements at each node while small values increase
the probability of receiving a packet without being able to decide whether it is a
duplicate or not. After experimentation, we concluded that the MC/U criterion has
a competitive performance even when a small value of k is required due to space
limitations. Nonetheless, the storage and processing requirements may raise a concern.
To address such concerns, we implement MC/U using bitmaps. Note that bitmaps have
been used for similar purposes in the context of multicasting in ad hoc networks [98].
More specifically, a node v that implements MC/U, instead of storing the £ last seen
sequence numbers from a source s, it uses only one bit for each of them, i.e., a total
of k bits in the form of a bitmap BM, (Fig. 3.5). Then sequence numbers are mapped
to the bits of BM; and each bit is used to indicate whether the corresponding sequence
number is known (bit set to 1), i.e., v has already received a packet carrying this
sequence number, or not (bit set to 0). At the same time, by using bitmaps the node
takes advantage of the low cost read/write operations. Furthermore, node v stores
the maximum known sequence number from s (SN!*) as well as the index (mindex)
of the bit in BM; that corresponds to SNi*.

The functionality of MC/U is illustrated in algorithm 3.1. When a node v receives

a packet p from s it first checks whether its sequence number p.SN is greater than
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SN Tf this is the case v relays the packet (if it is an elected forwarder) and updates
its state (algorithm 3.2). This update involves the following steps. First v calculates
the index (mindex’) of the bit that corresponds to the new sequence number (line 1,
algorithm 3.2). Observe that this calculation may involve a rollover, i.e., reusing the
bits of the bitmap. Then v resets all the bits from position mindex+1 to mindex'—1
(lines 2-10, algorithm 3.2). This is done because those bits correspond to the sequence
numbers between SN!* and p.SN and no packet carrying one of these numbers has
been received so far. Note that if p.SN — SN!* >k, i.e., a multiple rollover occurs, then
all bits of the bitmap must be reset (lines 6-7, algorithm 3.2). Finally, v updates SN
and mindex (lines 11-12, algorithm 3.2) and sets the corresponding bit to indicate that
a packet carrying SN'* has already been received (line 13, algorithm 3.2). Going back
to the basic algorithm, if p.SN < SN"* then v should decide whether p.SN is one of the k
most recent sequence numbers. If not (lines 5-7, algorithm 3.1) the packet is dropped
because it is not possible to decide whether it is a duplicate or not. Otherwise, v
calculates the index of the bit that corresponds to p.SN (lines 9-12, algorithm 3.1). If
that bit is set to 1 then p is dropped because it is a duplicate otherwise the bit is set
to 1 and p is relayed if v is an elected forwarder (lines 13-18, algorithm 3.1).

To validate the efficacy of MC/U we developed a version of the PDP scheme
that utilizes it instead of C/U. Then, we repeated the same experiments described in
Section 3.2.2, testing different values of RAD under varying offered load. Fig. 3.6
illustrates our main results. In contrast to PDP C/U (Fig. 3.4a), RAD has a negligible
impact on the delivery performance of PDP MC/U (Fig. 3.6a). At the same time, the
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ability of MC/U to prune transmissions is not damaged. Both MC/U and C/U achieve
roughly the same number of transmissions (compare Fig. 3.6b and 3.4b when the
performance of C/U does not collapse, i.e., when no RAD is used). Overall, the results

prove that MC/U successfully tackles the packet reordering problem.

3.4 Network coding broadcast with coded redundancy

In this section, we introduce the Network cOding Broadcast with Coded Redundancy
(NOB-CR) algorithm. NOB-CR, similar to other schemes, takes the approach to im-
plement XOR coding on top of a CDS-based broadcast algorithm. However, in order to
maximize the performance of network coding, NOB-CR employs the MC/U termina-
tion criterion introduced in section 3.3. As the default CDS algorithm we choose PDP
although any algorithm of this category could be used. Regarding the coding process,
similar to XOR coding approaches, NOB-CR utilizes network coding on a hop-by-hop
basis. Each intermediate node uses bitwise XOR operations to combine native packets
into encoded ones under the requirement that all neighboring nodes can decode them.
Nonetheless, NOB-CR uses only one of the two specialized data structures required
for coding (see Section 3.1.2), i.e., the packet pool. This is because its lightweight cod-
ing detection mechanism renders obsolete the use of the other one, i.e., the neighbor
reception table. We discuss this issue in detail in Section 3.4.2. Besides the aforemen-
tioned differences, NOB-CR deviates from other approaches by introducing a series
of mechanisms that significantly improve the broadcasting performance and alleviate

the related costs. In particular, these mechanisms are:

¢ A lightweight coding detection method that operates without the need of main-

taining a neighbor reception table.

* A novel method for the computation of forwarders that uses information pro-

vided by the RAD mechanism to increase the overall pruning efficiency.

* A cost-free method to inject packet redundancy in the network in order to

reduce the end-to-end delay.

In the following, we delineate NOB-CR’s basic operation as well as the aforementioned

mechanisms.
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Figure 3.7: Flow diagram of a packet’s life cycle in NOB-CR.

3.4.1 Basic operation

Fig. 3.7 describes the basic operation of NOB-CR by illustrating the life cycle of a
packet at a node that implements the protocol. An incoming packet is first examined
for deciding if it is a native or an encoded one. In the latter case, the packet is
decoded to produce the native packets that it consists of. Then, for each native packet
the receiving node examines: a) whether the packet meets the termination criterion
conditions, and b) the set of forwarders that is piggybacked on the packet to determine
if it is selected as a forwarder for the packet. If at least one of these tests is negative
the packet is dropped and the process terminates. Otherwise, the coding opportunity
detection process initiates. If a coding opportunity is detected, the set of forwarders is
determined (please refer to Section 3.1.2 for details) for each native packet involved
and then the encoded packet is created and immediately transmitted. In the absence of
a coding opportunity, the received packet is temporarily buffered in the output queue
for a randomly chosen time interval according to the RAD mechanism. This allows
the packet to participate in subsequent coding inquiries. When the buffering interval
expires the packet is examined for coding one last time before being transmitted as
native.

Finding coding opportunities at an intermediate node strongly depends on the
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Figure 3.8: Searching for coding opportunities when v has received (a) one duplicate,

or (b) more duplicates per packet.

packets that each neighbor has already received. To acquire such information, each
node snoops all communication in the wireless medium [20,21] and stores it in the
neighbor reception table. However, the maintenance of this table comes at a significant
cost. Keeping track of every packet received by each neighbor requires a considerable
amount of storage. Likewise, updating the neighbor reception table on a packet arrival
basis is a task that requires significant processing power. In order to avoid these
costs, we introduce a new approach for finding coding opportunities. Our method
operates without the need for a neighbor reception table. In fact, it uses neighborhood

information that is available through the underlying broadcasting mechanism.

3.4.2 Lightweight detection of coding opportunities

To explain the method, let us use the example in Fig. 3.8a. In this, node v receives
packets p; and p, from u and w respectively and checks for a coding opportunity.
Recall that a coding opportunity exists only when all of v’s neighbors can decode the
prospective encoded packet p;@p,. In other words, all neighbors must know either
p1 or py, or both. Observe that the set of neighbors that can decode the packet is
N (u)UN (w). As a result, it suffices for v to confirm that the set R=N(v)—N (u)—-N (w)
is an empty set to decide that p;@p, is possible.

To increase the probability of producing an encoded packet our approach takes
advantage of packet duplicates. Recall that a native packet waits in node v for a
random time in order to find a coding opportunity. During this time v receives mul-

tiple copies of the native packet. Our observation is that each of these copies reaches
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a different part of v’s neighborhood. As a result, it is possible to minimize R and
thus increase the probability of finding a coding opportunity. Fig. 3.8b illustrates the
advantages of considering packet duplicates. In the example, node v receives a dupli-
cate of p; from node z while initially v received p; from node u. Taking into account
the neighbors that indirectly received p; through node z, node v searches for coding
opportunities by estimating the set R=N(v)—N(w)— (N (u) UN(z)), which is now an
empty set and therefore coding is possible. In general, when multiple duplicates of

both p; and p, exist, v can detect coding opportunities using the set

R=N(v)—Z,— 2, (3.1
where
Z, = |J N (3.2)
1€Hm

and H,, is the set containing all of v’s neighbors that forwarded a copy of packet p,,.

An important feature of a coding process is to be able to find coding opportunities
that involve more than two native packets, i.e., increase what is known as the coding
depth. This feature is critical because it allows for further reduction of transmissions,
thus improving energy efficiency. To illustrate that it is possible to use the proposed
method to find coding opportunities involving multiple packets let us extend the
example in Fig. 3.8b. Assume now that another native packet p; is available at node
v and that we wish to check whether we can include it in the original coding p;®pa,
i.e., create the encoded packet p;®p,®ps. Recall that the prerequisite is that every
node in N (v) should know at least two of the thee packets. Observe that nodes in the
set S = N(w) N (N(u) UN(2)) = Z; N Z5 have received both p; and p, therefore they
fulfill the prerequisite. On the other hand, nodes in N'(v) — S (gray area in Fig. 3.8b)
do not know both packets but have received either p; or p, (otherwise the coding of
p1 and ps could not be possible). Consequently, these nodes should known about p3
in order for the triple coding to be possible. In other words, the set R=N(v) — S — Z;
should be an empty set. The process can be repeated recursively to include more

native packets in the encoding. In general, in order to include a native packet p,, in

an encoding that already contains packets py, ps, . . ., p,, node v should check whether
R=N@)-8-Z,=Nv)-[)2; - 2. (3.3)
j=1

is an empty set. Algorithm 3.3 presents the pseudocode of NOB-CR’s coding proce-

dure.
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Algorithm 3.3 Pseudocode for detecting coding opportunities at node v.

DetectCodingOpportunities(packet p, output Queue Q)
Z, = GetReceiversOf(p)

1 §=2,

:C=N{w) -8

e=p

: for each native packet q € Q do

Z, = GetReceiversO f(q)

R=C-2Z2,

if (R = () then
S§=8n2Zz,
C=N{w)-S8
e=edq

end if

. end for

S S A A

==
w N -~ O

-
B~

. return e

As we mentioned previously, our method renders the use of a neighbor recep-
tion table obsolete which significantly alleviates the related costs. Instead, we mostly
rely on information already available through the underlying broadcast algorithm,
i.e., neighborhood information. The only additional information that the method re-
quires for a packet p is the set of previous hops H,, i.e., the nodes that forwarded
a copy of p to v. This information can be used to estimate the set Z, (procedure
GetReceiversOf(p) in the pseudocode) which consists of the nodes that have re-
ceived p. This can be done using neighborhood information, i.e., Z, = Uycq, N (9)-
Bear in mind that neighborhood information is updated on a periodic basis. Further-
more, each packet remains to the output queue for a limited period of time which is
smaller than typical values for a neighborhood update interval. Therefore estimating
the receivers of p by using Z, is as accurate as the neighborhood information. How-
ever, note that due to periodic updating and mobility, Z, is an approximation of the
nodes that actually received p. In Section 3.5 we evaluate the impact of mobility on
our coding approach and show that it is negligible even in networks of high node
mobility. In addition, we examine in detail the pros and cons of using the proposed
coding approach over the traditional one that utilizes a reception table.

Clearly, the advantage of our method is the limited cost for storing and updating

‘H,. To explain this note that the basic data item for representing either a neighbor
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reception table or H, is the id of a node. Now observe that for each packet p received
by a node v the neighbor reception table may store up to |N(v)| items in contrast
to the |#,| items stored in our approach. By definition, in a broadcast algorithm
|H,| < |N(v)|. The total storage gain is n, x (|N(v)| — |H,|), where n, is the average
number of packets for which reception information is stored at any given time. In
Section 3.5 we show that in our simulation set-up the storage requirement may be
reduced by three orders of magnitude. Another benefit stemming from the limited
storage requirement is the positive impact on the processing cost for updating this
information (e.g., locating the appropriate H, and adding a node id). Last but not
least, the proposed algorithm for detecting coding opportunities is entirely based on
the manipulation of sets. Therefore it is possible to represent all sets using bitmaps

and implement our algorithm as a sequence of fast bitmap operations.

3.4.3 Exploiting RAD to enhance the pruning process

The pruning efficiency of the underlying CDS-based algorithm is equally important
to the coding process for minimizing transmissions. In general, algorithms that use
the source-based CDS approach are considered to be the most efficient. In fact, NOB-
CR builds on top of such an algorithm, i.e., PDP. Recall that in PDP a node v elects
forwarders from C(v)=MN(v)—N(u) in order to deliver a packet p to all nodes in
U) =N(N({))—N(@)—N(u)— NN (u)NN(v)), where u is the previous hop node
that forwarded p to v. We take advantage of information already provided by the
RAD mechanism to further enhance the pruning efficiency of PDP. More specifically,
we make the observation that, when electing the forwarders, it is possible to take
into account not only the previous hop node of p but all other nodes that relayed a
duplicate of p while it was buffered due to the RAD mechanism. As a result, the set
of nodes to be covered can be further reduced to:

Uw) = NN @) = N@) - [ NG - [ NNVE) NN (@) (3.4)

= i€Hp

where the set H,, is the set consisting of all previous hop nodes of p. The same idea can
be applied to any source-based CDS algorithm that uses the same problem modeling
such as DP, TDP and their derivatives. It is clear that reducing U(v) increases the
probability of selecting fewer forwarding nodes from the candidate set C(v). Also note
that the proposed method comes at no additional cost since the set H, is used for

detecting coding opportunities.
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Figure 3.9: End-to-end delay performance of PDP MC/U under varying traffic load

using different RAD intervals

3.4.4 Reducing delay through coded redundancy

The performance of XOR-based broadcast schemes heavily depends on the random
assessment delay (RAD) applied before relaying a packet. In particular, high RAD
values increase the coding opportunities and maximize the coding gain. This behavior
was confirmed by the experimental results in Section 3.2.1 (Fig. 3.1 and Fig. 3.2)
where increasing the RAD value from 200 to 400 ms substantially enhances CodeB’s
performance in terms of delivery ratio and energy efficiency. However, imposing a
RAD to a packet in every node has a major impact on the end-to-end delay. Although
RAD is usually short it results to an aggregation of a considerable end-to-end delay.
To highlight this effect, we replayed the first experiment in Section 3.2.1 and recorded
the end-to-end-delay for different values of RAD (Fig. 3.9). To avoid any interference
caused by the performance degradation of the M/U criterion under high load we used
the PDP algorithm with the MC/U criterion which can sustain performance in such
conditions (Fig. 3.6, Section 3.3).

The results confirm our observation and expose the paramount importance of
reducing the end-to-end delay when employing RAD. One way towards this direction
is to increase the packet redundancy across the network. The rationale is that using
more duplicates per packet increases the probability of delivering a copy of the packet through
a faster path. However, the practice of increasing redundancy should be exercised with
caution because it usually results in extra transmissions. This impacts the energy
efficiency of the broadcast process as well as its delivery efficiency through the increase

of collisions.
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We propose a cost-free method for introducing packet redundancy across the net-
work. This method, called Coded Redundancy (CR), targets at increasing the duplicates
of a packet and it is cost-free in the sense that it does not produce new transmissions.
To accomplish that, CR introduces a new packet type called gratis. Gratis packets are
non-coded packets for which the receiving node has not been selected for relaying
them. Instead of dropping them, our method examines if these packets could be
forwarded as part of already encoded packets, i.e., without cost. Packets already de-
livered to all neighbors of a node v do not qualify for marked as gratis because no
delay improvement is feasible. Summarizing, node v can mark gratis packets using

the following criterion:

Definition 3.1 (Gratis Marking Criterion). A native packet p is marked as gratis by
a node v if there is at least one neighbor of v that has not received p and v is not a

forwarder of p.

Note that it is possible for v to estimate whether a packet has not been received by
all of its neighbors by utilizing a similar methodology as the one used for detecting
coding opportunities (Section 3.4.2).

Many aspects of packet handling are the same for gratis and native packets. More
specifically, in order to avoid loops, gratis packets are considered for forwarding
only if they conform to the termination criterion. Accepted gratis packets are also
temporarily buffered using the RAD technique. Then, if a coding opportunity is de-
tected one or more gratis packets are relayed as part of an already encoded packet.
Nonetheless, there are also differences in handling gratis and native packets. The first
is that gratis packets are dropped if their buffering time expires without finding a
coding opportunity. This is because they are meant to be forwarded only as part
of an encoded packet. For the same reason gratis packets do not participate in the
forwarding process, i.e., a node does not determine a set of forwarders for a gratis
packet. Instead, as soon as a packet is marked as gratis it is always treated as gratis in
subsequent hops. This approach guarantees that gratis packets are forwarded without
any additional cost. Finally, each node applies the following rule upon reception of

a gratis packet:

Definition 3.2 (Gratis Receiving Rule). The arrival of a gratis packet never triggers

any modification to the termination criterion structures.
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Figure 3.10: Example of failing to deliver packet p; to all network nodes when the

“Gratis Receiving Rule” is not implemented.

This rule is directly associated with the termination criterion and indirectly affects
the other packet duplicates that coexist in the network. If not applied, it could lead
to situations where packets prematurely terminate their propagation in the network
destroying the protocol’s delivery efficiency. We further investigate the importance of
this rule through an example. In Fig. 3.10, we monitor a packet p; that is propagated
through a part of a network. Nodes in gray are selected as forwarders for p;, while
all other nodes act as passive receivers. Initially, at time ¢y, nodes v and z receive a
duplicate of p; from the source node s. Node v handles p; as gratis since it is not
elected as a forwarder while for the opposite reason node z treats p; as native. At
some point in time ({1), node v detects a coding opportunity between the gratis p;
and the already encoded packet p,®ps. As a result, it transmits the encoded packet
p1Pp2®ps. Node u receives the encoded packet and successfully decodes it (assuming
p2 and p3 are already known). Node u also handles the copy of p; as gratis. At time
to a coding opportunity for gratis packet p; at node u results in the transmission of
a new encoded packet, i.e., p1®ps®ps, where py and ps are ordinary native packets
previously received at node u. Node x receives the encoded packet and decodes it
(assuming p, and ps are already known). Likewise, = handles p; as gratis searching
for a proper coding opportunity to relay it. Assuming that p;’s buffering time expires
with no coding opportunities, « drops p; (time ¢3), terminating its dissemination to
the rest of the network. At this point, the only way to deliver p; to nodes n, e and
a is through the duplicate of p; that node z holds. At time ¢,, the duplicate of p;

is transmitted as a native packet because z is an elected forwarder for p;. Node u,
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which is also an elected forwarder, successfully receives p; and has the opportunity to
further relay it. However, its decision depends on the previous reception of the gratis
copy of p; at time ¢;. In particular, v employs the MC/U termination criterion which
allows a node to relay only packets seen for the first time. In case that u has recorded
the former arrival of p; at ¢; no forwarding is allowed due to the termination criterion.
Consequently, the newly fetched duplicate of p; is dropped (time ¢5). On the other
hand, implementing the “Gratis Receiving Rule” resolves the situation. According to
the rule, the former arrival of p, as a gratis packet is never registered by node u. As a
result, the native copy of p; is forwarded to node z (time ¢5). From that point, node
x successfully propagates p; across all parts of the network.

The example in Fig. 3.10 also illustrates the benefits of using the coding redun-
dancy technique. Packet p; reaches nodes u and = much faster when coding redun-
dancy is utilized. More specifically, nodes u and x receive p; at time instances ¢; and
t9, respectively. On the contrary, without coded redundancy, p; reaches nodes u and
x at t4 and {t5, respectively.

The key functionality of the coding operation is the detection of coding opportu-
nities. Extending this functionality to support gratis packets is not straightforward.
This is because there are cases where gratis packets could destroy coding opportu-
nities involving native ones, thus impairing the protocol’s energy efficiency. Let us
examine this problem through an example. Suppose that an intermediate node v is
elected as forwarder for two native packets, i.e., p; and p,, and that these packets
can be mixed together (forming the encoded packet p;@®p;) and forwarded with a
single transmission. Things get complicated when a gratis packet p3 is also present
at v. Assuming that p; can be combined only with p; and that v chooses to combine
p1 with ps instead of p, then two transmissions are required, i.e., one for p;®p; and
one for p,. To evade this problem, we introduce the following rule that every node

applies when searching for coding opportunities.

Definition 3.3 (Gratis Coding Rule). Gratis packets participate in the coding process

with lower priority than native packets.

Furthermore, in case that no coding opportunity is found among native packets
then coding detection terminates without examining gratis packets. This policy in
conjunction with the above rule prevents a gratis packet from directly being combined

with existing native ones, leaving them available for possible future encodings. The
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only exception of combining a gratis packet with a native one is when the buffering
time of the latter expires. In that case there is no possibility for the native packet to
participate in any future coding opportunity. As a result, encoding the native packet

with the gratis one does not destroy future coding opportunities.

3.5 Evaluation

To evaluate the performance of NOB-CR, we compare it with two algorithms. The first
one is CodeB [21] which is the most representative of XOR coding-based broadcast
algorithms. The second algorithm is PDP [27] which, despite the fact that does not
use any type of coding, is well-known for its energy efficiency. We use two variants
of PDP, namely PDP M/U and PDP C/U, in order to examine how the termination
criterion affects the overall performance.

Set up and methodology: All investigated algorithms are implemented in the ns2 simula-
tor [96], using the CMU extension. We present the average values over 20 independent
simulation runs, each with a duration of 300 seconds. The confidence level, for all

reported confidence intervals, is 95%.

Table 3.1: Simulation parameters

Simulation Time 300 sec
Number of Trials 20

Confidence Level 95%
Transmission Range (R) 250 m
Bandwidth 2 Mb/sec
Number of Nodes (N) 60 - 250

Avg. Neigh. Size 15, 30

Node Speed 0 - 20 m/sec
Broadcast Sessions (S) 10 - 90
Broadcast Rate (\) 0.1 - 8 pkts/sec
Packet Size 256 Bytes
Hello Interval (¢5) 1 sec

Random Assessment Delay (tz4p) | 100 - 600 msec
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Figure 3.11: Performance for different levels of offered load in the “sparse” topology
(N=100, max speed:1 m/sec, t pap=400msec): (a) Delivery rate vs broadcasting sources
(b) Avg. number of transmissions vs broadcasting sources (¢) Cumulative PDR vs
end-to-end delay (S=50 sources) (d) Cumulative PDR vs end-to-end delay (S=70

sources).

Network model: The default number of nodes is 100, the propagation model is the
TwoRay ground with a transmission range of 250m and the nominal bit rate is
2Mbps. The nodes move in a square area according to the Random Waypoint (RW)
model [97]. To avoid transient artifacts in nodes’ movement, we use the perfect sim-
ulation algorithm [99]. We examine two network topologies; “dense” and “sparse”.
Similar to [21], in the “dense” topology, the average neighborhood size is 30 while
in the “sparse” topology it is 15. Note that we could not use a lower density in the
“sparse” scenario since in such a case frequent partitions occur. Simulations con-
firmed that in the “sparse” scenario there exist many nodes (those moving near the
boundaries) that experience very low connectivity. All algorithms collect neighbor-

hood information by periodically exchanging hello messages with an interval (¢5) of
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1 second.

Network traffic: Traffic is generated by broadcast sessions, each stemming from a dif-
ferent source node and starting at a random time. Although we use a variable number
of sources, each one producing packets at a constant rate of A= 1pkt/sec, the default
value is 50. The size of each message is set to 256 Bytes.

Coding parameters: All coding schemes under evaluation use the RAD technique to
maximize the probability of coding opportunities. According to RAD, each node de-
lays every packet it receives for a random delay in [0,tzap|. The default tgap value in
our simulations is 400 msec. Due to storage limitations, all coding based algorithms
buffer incoming packets for a limited time interval (Br) in order to enable decoding.
This time interval is highly correlated with the time period for which information
inside the neighbor reception table is available (Rr). We set both time intervals to 5
sec for the CodeB algorithm in order to increase the benefits of network coding and
be realistic at the same time. On the contrary, we set only the By interval for NOB-
CR algorithm since it operates without a neighbor reception table. After extensive
experimentation, we found that a By value equal to 2 sec is sufficient for NOB-CR’s
encoding/decoding operation. The small By value utilized by NOB-CR is preferable
because it allows for efficient management of the limited storage space in the network
nodes.

Fig. 3.11 illustrates the performance of all investigated algorithms in the sparse
topology and under different levels of offered load (variable number of broadcasting
sources). As discussed in section 3.2.1, our experimental results reveal the ineffec-
tiveness of the M/U criterion that induces the performance breakdown of the PDP
M/U and CodeB schemes. More specifically, as the load increases the algorithms that

utilize the M/U criterion lose their pruning efficiency producing a large number of

Table 3.2: Reduction (%) of transmissions for NOB-CR compared to other algorithms

# sources | PDP M/U | PDP C/U | CodeB

10 44.7% 27.0% 7.7%

30 44.1% 29.8% 17.9%
50 57.8% 26.9% 22.7%
70 55.1% 24.2% 45.5%
90 51.3% 21.1% 45.3%
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transmissions (Fig. 3.11b). PDP M/U fails to prune transmissions when the number
of source nodes exceeds 30. On the other hand, network coding enables CodeB to
maintain its pruning efficiency when traffic is produced by up to 50 sources (half
of network nodes). However, as the congestion level increases, the excessive number
of forwarding decisions taken by both algorithms induce transmission failures due
to packet collisions. As a result, their delivery performance deteriorates (Fig. 3.11a).
NOB-CR outperforms all algorithms both in terms of delivery efficiency and number
of transmissions. Even in the extreme case of 90 broadcasting sources, which is close
to the all-to-all communication paradigm, NOB-CR delivers ~66% of the traffic while
the M/U based schemes reach less than 40% of the network nodes (Fig. 3.11a). This
justifies our approach to combine XOR network coding with an termination criterion
other than M/U. At the same time, NOB-CR is exceptionally energy efficient. Table 3.2
presents NOB-CR’s energy gains that derive from reducing the total number of trans-
missions. Against PDP variants, NOB-CR reduces the total number of transmissions
by 21% in the worst case. Compared to CodeB, the energy gains become noticeable
when the broadcasting sources are more than 30 (18% to 45%).

Fig. 3.11c and 3.11d depict the cumulative packet delivery ratio (PDR) versus the
end-to-end delay, i.e., the fraction of packets delivered within a delay limit, when the
broadcasting sources are 50 and 70, respectively. We choose this presentation style
in order to capture both the delivery efficiency and the timeliness of each algorithm.
Again, the results provide a confirmation of the ineffectiveness of the M/U criterion.
Even when there are only 50 sources in the network (Fig. 3.11¢c) PDP M/U collapses
while XOR coding allows CodeB to achieve a competitive performance. However,
when the offered load increases (Fig. 3.11d), both schemes that use the M/U criterion
deliver less packets with higher delay due to the increased number of transmission
failures. NOB-CR outperforms both schemes not only in delivering more packets, but
in delivering them faster. The reason is twofold; the utilization of the MC/U crite-
rion and the coded redundancy mechanism. Interestingly, NOB-CR’s delay profile is
comparable to that of PDP C/U (especially in the case of 70 sources) despite the fact
that simple PDP schemes operate without the RAD mechanism that significantly in-
creases the end-to-end delay. Moreover, we found that under high load (>70 sources)
NOB-CR is at least as fast as PDP C/U. This is due to NOB-CR’s pruning process that
efficiently decreases transmission failures allowing for timely packet delivery.

We also experimented on increasing the packet generation rate A while keeping
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Figure 3.12: Performance for different levels of offered load in the “dense” topology
(N=100, max speed:1 m/sec, tgap=400msec): (a) Cumulative PDR vs end-to-end delay

(S=50 sources) (b) Delivery rate vs sources (¢) Transmission reduction vs sources

the number of sources constant, e.g., S =10 sources. In this way it is possible to
change the offered load but limit the coding capability of algorithms. This is because
coding opportunities heavily depend on the number of packet flows, i.e., the number
of sources. The obtained results are qualitatively similar to the previous experiment
therefore we do not include the corresponding performance plots. In summary, for a
low A, the energy gains for all coding enabled schemes are limited. This is because
the number of coding opportunities is rather small since fewer packets coincide in the
network. As the offered load increases, the benefits of network coding become more
evident. However, after the breaking point of A=5 packets per second the delivery
performance of CodeB deteriorates as a result of the increased levels of congestion.
On the other hand, NOB-CR exhibits a remarkable resilience to congestion achieving

the best performance in terms of delivery ratio and energy efficiency.
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Next, we used a variable number of sources to test all schemes under different
levels of offered load in the dense topology (Fig. 3.12). As expected, when the of-
fered load is low, the delivery efficiency of all algorithms improves compared to the
sparse topology (Fig. 3.12a). This is because the higher number of neighbors results
in increased packet redundancy, making delivery more probable. Furthermore, the
diameter of a denser network is smaller. Consequently, as depicted in Fig. 3.12a, all
schemes deliver packets faster than in the sparse case (Fig. 3.11c). However, despite
its positive effects, there is also a downside of the increased neighborhood size; un-
der high load the probability of transmission failures due to collisions is higher. This
is because more packet duplicates are created, resulting in congestion. As a result,
schemes that do not efficiently prune transmissions collapse (Fig. 3.12b) as the offered
load increases. Interestingly, the performance degradation is more acute and devel-
ops more quickly (lower traffic levels) than in the case of sparse topology because
congestion is more severe. Fig. 3.12c illustrates the reduction of the total number of
transmissions achieved by NOB-CR compared to all other schemes. As anticipated,
the higher gains are witnessed when the offered load is high where NOB-CR prunes
60% more transmissions than CodeB. At the same time, it delivers over 40% more
packets (Fig. 3.12b).

In the following we focus on the more challenging scenario of sparse networks.
The next set of experiments assesses the performance of NOB-CR and CodeB when

scaling the network up. Towards this direction, we conducted simulations with an
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(b) Fraction of encoded packets vs network size.

increasing number of nodes. At the same time, we also expand the network area in
which the nodes move in order to keep the average neighborhood size fixed. Fig. 3.13
illustrates the cumulative packet delivery ratio versus the end-to-end delay for various
network sizes. NOB-CR and CodeB present a similar behavior when the network
size is small, i.e., 60 nodes. As the number of nodes increases, the performance of
CodeB quickly deteriorates and finally collapses when the network size exceeds 140
nodes (Fig. 3.13b). On the other hand, NOB-CR exhibits a remarkable durability
and its performance, in terms of both delivery ratio and end-to-end delivery delay,
degrades much more slower and smoother (Fig. 3.13a). The witnessed performance
degradation for both schemes is reasonable since in our experiment we fix the network
density. As a result, the diameter of the network increases with the number of nodes
and therefore it is more difficult to reach some destinations. Notwithstanding, NOB-
CR is very efficient in reducing transmissions (Fig. 3.14a) and therefore alleviates
congestion. Thus, failures due to collisions are minimized and so is the impact of the
increasing network diameter. For example, in the case of 60 nodes NOB-CR produces
~16% less transmission than CodeB, while in case of 140 nodes transmissions are
reduced by ~42%. This increasing difference in the pruning efficiency of the two
schemes not only justifies the higher deliver ratio of NOB-CR but is also in accordance
with the increasing difference in the delivery efficiency of the two schemes. Overall,
NOB-CR loses less than 15% of its delivery efficiency in the most demanding scenario

of 250 nodes. On the other hand, in the same scenario CodeB loses more than 60%.
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Going back to Fig. 3.14a, it is worth pointing out that the pruning efficiency of
NOB-CR is increasingly better compared to that of CodeB. As expected, the total
number of transmissions increases because more forwarders are required for a big-
ger network with a larger diameter. However, NOB-CR manages to suppress this
increase and therefore broaden its advantage over CodeB. The reason for this result
is not only the better pruning operation of the MC/U termination criterion but also its
more efficient coding operation. To illustrate this, we present in Fig. 3.14b the num-
ber of transmitted encoded packets as a percentage of the total (encoded and native)
number of transmitted ones. Furthermore, in the case of NOB-CR we present two
separate classes on encoded packets. The one consists of encoded packets containing
at least one gratis packet (Coded Redundancy) while the other refers to typical en-
codings involving only native packets (conventional coding). Recall that besides the
packets encoded with the conventional mechanism, those produced with the Coded
Redundancy method may also reduce the number of transmissions. This is because
the latter packets may also contain two or more native packets. Clearly, NOB-CR
not only consistently performs about twice as many encodings as CodeB does, but its
coding operation is also stable. In contrast, the percentage of coded packets for CodeB
decreases in bigger networks which implies that the coding operation is hampered
by the underlying broadcast mechanism. Another important finding is that NOB-CR
also performs a significant number of encodings involving gratis packets. Although
this type of encodings is important for reducing end-to-end delay (as discussed in
Section 3.4.4), it is also beneficial for enhancing delivery efficiency because gratis
packets increase packet redundancy across the network without any additional cost.
Therefore, the Coded Redundancy mechanism also contributes to NOB-CR’s superior
delivery efficiency witnessed in Fig. 3.13.

In the last experiment we assess the delivery efficiency under different levels of
mobility (Fig. 3.15). Clearly, increased mobility impacts the performance of both NOB-
CR and CodeB. The reason is that both schemes rely on the PDP scheme. The latter
uses neighborhood information for electing the optimal forwarders. This information
becomes outdated more quickly when mobility increases. Note that, as discussed
in Section 3.4.2, NOB-CR uses neighborhood information also for detecting coding
opportunities while CodeB uses a neighbor reception table. Nonetheless, NOB-CR
manages to outperform CodeB regardless of the mobility level and even in scenarios

of very high mobility. More specifically, it exhibits faster packet delivery (Fig. 3.15)
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Figure 3.15: Performance under different levels of mobility (“sparse” topology, N=100,
S=50 sources, tr1p=400msec): Cumulative PDR vs end-to-end delay for Node speed:

(a) 2 — 10 m/sec (b) 10 — 20 m/sec.

using more than ~20% less transmissions compared to CodeB (Table 3.3).

Besides the performance evaluation of the complete NOB-CR algorithm it is inter-
esting to shed some more light on the advantages and the limitations of the lightweight
coding mechanism proposed in Section 3.4.2. In other words, we wish to investigate
the storage and processing gains as well as the coding efficiency of the approach, i.e.,
the ability to find coding opportunities without those ending up in decoding failures,
compared to the traditional approach that uses a neighbor reception table. To this
end and in order to rule out any other interfering factor, we compare NOB-CR with
a modified version of it that uses the typical neighbor reception table instead of the
lightweight coding mechanism.

Clearly the advantage of the lightweight coding mechanism is the reduced storage
and processing requirement as discussed in Section 3.4.2. To quantify this advantage
we monitored the storage requirement for the two coding schemes both in a “sparse”
and a “dense” network (Fig. 3.16). We express the storage requirement in terms of
data items, where a data item represents the memory required for storing the id of a

node. We follow this approach in order to have a fair comparison that does not depend

Table 3.3: NOB-CR’s energy gains over CodeB under different mobility levels

Mobility | 0 — 1 m/sec | 2 — 10 m/sec | 10 — 20 m/sec

Gain 21.45% 23.94% 27.83%
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on the data representation method. Evidently, the storage demand for the lightweight
approach is significantly smaller (up to three orders of magnitude) compared to the
case of a neighbor reception table. As discussed in Section 3.4.2, this also has a
positive impact on the required processing. An interesting and useful feature is that
although the storage demand of the traditional coding approach increases (almost
doubles) in a dense topology this is not true for the lightweight implementation. This
is reasonable because in the latter case the storage demand depends on the rather
stable number of received duplicates and not on the neighborhood size.

Regarding the coding efficiency and in order to understand the differences be-
tween the two approaches recall that the neighbor reception table is populated upon
the reception of a packet, i.e., it uses the neighborhood information at the time of
packet reception (e.g., tp). Instead, our method uses the neighborhood state at a
later time t; > ¢, (when a coding opportunity is present) as an estimation of the
neighborhood at ty. Clearly, this estimation becomes less accurate when mobility in-
creases due to the increased invalidation rate of neighborhood information or when
a packet waits a longer time for a coding opportunity (i.e., t; — ¢y increases). We
expect the lightweight coding operation to be challenged in the aforementioned con-
ditions so we investigate the extent at which this happens. First we compare the
two schemes under different levels of node mobility (Fig. 3.17). Furthermore, we

examine both “sparse” and “dense” topologies that correspond to different neighbor-
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hood sizes. As expected, using a neighbor reception table is slightly better than the
proposed lightweight method from a coding point of view, i.e., in terms of both de-
tected coding opportunities (Fig. 3.17a) and decoding failures (Fig. 3.17b). However,
the difference is minor even in high levels of mobility. What is more important is
that the slightly better coding operation of NOB-CR with reception table translates
to a poor improvement in delivery ratio (Table 3.4) which peaks at ~0.65%. This
along with the advantages of the lightweight implementation justifies our approach

to choose the latter over the traditional coding approach.
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Table 3.4: Delivery Ratio Reduction (%) of NOB-CR compared to NOB-CR with neigh-

bor reception table

Mobility DR Reduction (%) || RAD | DR Reduction (%)
0-1 m/s % 0.1002 100 ms 0.1342
?
2-10m/s | § 0.0686 200 ms 0.3426
10-20 m/s P 0.0921 400 ms 0.5302
0-1m/s |z, 0.5302 600 ms 0.8232
2-10 m/s % 0.5677
10-20 m/s | = 0.6474

Similar results are witnessed when we modify the RAD value, that is the maximum
time that we allow a packet to wait for a coding opportunity (Fig. 3.18). As explained
previously, in the lightweight approach late coding opportunities, i.e., those appear-
ing significantly later than the reception of the involved packets, run an increased
risk of resulting to a decoding failure. However, this does not significantly impact
the performance (Table 3.4). Even when RAD is as high as 600 ms the delivery ratio
reduction is as low as ~0.82% compared to the traditional case. Note that 600 ms
is already a significantly high RAD value and results in increased end-to-end delay
(Fig. 3.9). Using a higher value would further increase end-to-end delay thus de-
stroying the broadcast process. Finally, we observed similar results when increasing

the network size or the number of broadcasting sources.

3.6 Summary

XOR-based coding has been successfully used to enhance the energy efficiency of
broadcasting in mobile ad hoc networks. We demonstrated, through extensive ex-
perimentation, that using the M/U termination criterion in the baseline broadcast
algorithm severely impairs performance in several cases. Unfortunately, we found
that alternative termination criteria that are proposed in the literature are not capa-
ble of efficiently supporting the coding process. As a result, we introduced a novel
termination criterion that is fully compatible with XOR-based network coding. Fur-

thermore, we revised some of the coding internals to enhance performance and at the
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same time reduce complexity. More specifically, we proposed a lightweight method
for detecting coding opportunities that operates without a reception table. We in-
troduced the concept of “Coded Redundancy” that reduces the end-to-end delay by
increasing the packet redundancy across the network at no additional cost. Finally,
we improved the forwarder election process of the proposed algorithm by exploit-
ing information that was originally used only for coding purposes. The efficiency
of NOB-CR, the algorithm that incarnates all the aforementioned modifications, was

demonstrated through extensive simulations.
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CHAPTER 4

Ranpom LINEAR NETWORK CODING OVER

DETERMINISTIC BROADCASTING

4.1 Preliminaries

4.2 Analysis of RLNC’s coding features

4.3 The synergy of RLNC and deterministic broadcasting
4.4 Distributed generation management

4.5 Evaluation of RLDP

4.6 Coping with poorly connected nodes

4.7 Summary

Random Linear Network Coding (RLNC) has been successfully used for efficient
broadcasting in wireless multi-hop networks. In this chapter, we focus on the prob-
lem of multi-source broadcasting using RLNC in mobile ad hoc networks. Initially, we
develop an analytical model which reveals that the usual approach to combine RLNC
with probabilistic forwarding may significantly impact RLNC’s performance. Moti-
vated by this finding, we take the novel approach to combine the resilience offered

by RLNC with the pruning efficiency of CDS-based broadcasting.
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4.1 Preliminaries

Before delving into the theoretical analysis of RLNC and its comparison to XOR-based
coding, we first provide a short description of their coding internals and discuss the

related overhead introduced by each scheme.

4.1.1 RLNC in a nutshell

RLNC is based on the observation that a linear code, i.e., to linearly combine packets
based on the theory of finite fields, is adequate for providing the benefits of network
coding [28]. In order to practically implement RLNC, native, i.e., non encoded, packets
need to be organized in groups, the so called generations [22]. Then, an encoded packet
is produced as a linear combination of the native packets in a generation, using [Fys
arithmetic. That is, each native packet p; is first partitioned into symbols of s bits and
then the k-th symbol of the encoded packet e(k) is calculated as e(k)=>"7_, ¢;pi(k), Yk,
where p;(k) is the k-th symbol of the i-th native packet and g is the number of packets
in a generation. The set of coefficients (c;, s, . . ., ¢,), which is called the encoding vector,
is randomly selected from the finite field F,: and appended to the packet header. The
random selection provides the required flexibility for distributed implementations.
It is also sufficient since the probability of producing linearly dependent packets
depends on the field size 2° [29] and is negligible even for small values of s [100].
Decoding packets of generation i at node v is performed by means of a decoding
matrix G,;. The matrix is populated by innovative packets, i.e., the encoded packets
that increase the rank of G, ;. Decoding is accomplished by performing the Gaussian
elimination when G, ; has a full rank. It is also possible to decode a subset of packets
when a full rank sub-matrix of G, ; exists (partial decoding). Furthermore, encoding
at an intermediate node is possible without the need of decoding the native packets
since a new encoded packet may be produced by linearly combining other encoded

packets.

4.1.2 XOR coding principles

In XOR-based coding, each node collects information about the native packets received
by its neighbors. The information is collected by overhearing the wireless medium

and by exploiting local connectivity information. Let B, denote the buffer containing
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the native packets received by node v and B;, denote v’s view of the same buffer. A
node v may choose a set of native packets B'CB, and produce an encoded packet,
by using bitwise XOR, in the presence of a coding opportunity. This means that a set
B’ () can be found such that, according to u’s view, each node v € N (u) has received
BinB'| > |B|-1,Yv € N(u). XOR-based

coding works on a hop-by-hop basis, i.e., a receiver of an encoded packet should be

at least |B'H of the native packets in B, i.e.,

able to decode it. Successful decoding depends on the consistency of B}, i.e., whether
B!=B,. Decoding failures occur when |B, N B'|<|B'|-1 and result in the loss of all the

encoded packets.

4.1.3 Complexity of coding schemes

Both RLNC and XOR-based coding entail some communication, processing and stor-
age space overhead. About the communication overhead, both schemes assume that
an encoding vector is included in the header of each encoded packet. The processing
overhead in RLNC is related to the implementation of the Gaussian elimination. Its
complexity on a matrix with rank r is O(r?*), however, implementing partial decoding
can alleviate the decoding cost. On the other had, in XOR-based coding, the process-
ing burden lies in finding coding opportunities. The optimal XOR-based algorithm
is shown to be NP-hard, however, efficient suboptimal algorithms for finding coding
opportunities have been proposed [21]. Finally, while in RLNC each node is required
to store all packets in a generation, in XOR-based coding, each node should store a
list of recently received packets (in order to enable decoding) along with information
about the packets received by each of its neighbors. To summarize, in our view, none
of the above schemes is profoundly better than the other, in terms of the related
overheads. Furthermore, the actual cost of each scheme depends on the implementa-
tion specifics, making it impossible for a more detailed comparison. Nonetheless, we
will show, throughout the rest of the manuscript, that we take all necessary action to
minimize the cost of the proposed scheme, e.g., we enable partial decoding, minimize

the size of encoding vectors, keep the generation size small, etc.
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Table 4.1: Notation used in the Analysis

g Generation size

Gy Decoding matrix of node v for generation i

N Number of nodes in network

N (v) | Set of node v’s direct neighbors

w Probability of forwarding a message

p Probability of transmission failure

4.2 Analysis of RLNC’s coding features

As mentioned previously, the driving force of this work has been the observation
that RLNC is capable of providing robust coding features. To validate this view, we
develop an analytical model that portrays the performance of RLNC in the context
of broadcasting. Before continuing with the analysis, we briefly describe the system

model. Table 4.1 summarizes the notation used in this chapter.

4.2.1 System model

Network Model: We consider multihop wireless ad hoc networks. We model such a
network as a random geometric graph (RGG) [101]. The nodes are deployed over an
area A x A. We focus on the generic approach of uniform node deployment which
captures static and some cases of mobile networks (e.g., when node movement fol-
lows the random direction model [102]). Moreover, our study is valid for the node
distribution resulting from the random waypoint movement model [97]. A link be-
tween a node pair (u,v) exists when the Euclidean distance d(u,v) is smaller than a
transmission range R. The neighborhood N (v) of a node v is the set of nodes con-
nected to v with a link, i.e., N'(v) = {u | d(u,v) < R}.

Loss Model: The network consists of unreliable links. The transmission of a packet
over a link fails with probability p, which is independent of other links. This as-
sumption is common in the literature [64,103] for wireless links without correlated
shadowing and severe interference.

Broadcast sources: We assume that multiple sources exist in the network. Created pack-
ets are grouped in generations of size g. For each packet added to a generation, the

source broadcasts an encoded packet that is a random linear combination of the gen-
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eration contents.
Forwarding process: When receiving an innovative packet, each node implements a
simple probabilistic forwarding protocol, i.e., forwards a new encoded packet with

probability w.

4.2.2 Distribution of the number of message copies

The properties of an RGG are critical for the performance of RLNC. More specifically,
we will show that the performance of RLNC depends on the number of message copies
that a node d receives when a source s broadcasts a message without using network
coding. Let us model this number as a discrete random variable (RV), denoted as X.
We aim at identifying a good approximation for the probability mass function (pmf) of
X. We first assume lossless links (i.e., p=0) and later generalize our model to include
the case of p#0. First, note that X is conditional on the number of d’s neighbors
that receive at least one copy of the broadcast message. If Y is a RV representing
the latter number, then X follows the binomial distribution with parameters ¥ and
w, i.e., X~B(Y,w). This is because the forwarding decisions made by neighbors are
independent. Then, we focus on research efforts that have established, by means of
percolation theory, that probabilistic forwarding presents a bimodal behavior [104].
That is, if we consider the number of nodes (r) that receive the message, then, with
high probability, either 7=0 or r=a, {a €N:0<a < N}. The probability that  has any
other value is negligible. The actual probability of r=0 (and the complementary of
r=a) as well as a depend on the network properties. Moreover, in most cases, o« — N,
i.e., either none or nearly all the nodes receive the message [104]. By extending
this finding, we make the observation that Y also exhibits a near bimodal behavior,

therefore a good approximation for Y’s pmf is:

) k=0
P{Y=k}=41—¢ k=|N(d) (4.1)
0 otherwise

where {¢p € R:0<¢ <1}. The rationale behind this approximation is simple; due to
spatial proximity of the nodes that belong to A/ (d), all of them will lie either in the

set of receivers or in the set of non-receivers with high probability. Using (4.1), it is
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easy to show! that:

— ) (1—w)V@I =
P{X=k}= Pr{i=g){1-w) F=0 (4.2)

(1= (1—w) VO 0 <k <|N(d)]
To validate this distribution, we need to examine it under various combinations
N(d)
This is because ¢, in analogy to the bimodal property [104], also depends on those

of w, , the average node degree and the hop distance (H) between s and d.
parameters. Therefore, we adopt the following strategy; we simulate probabilistic
broadcasting for various values of w in RGGs deployed in areas of various sizes
(we use the normalized value A= A/R to denote the size of the network area).
Then, for each (w, A) pair we execute 10° simulations. In each simulation we create a
new RGG, randomly select a source-destination pair (s,d) and record the number of
message copies received by d. For each combination of w, A, H, |\ (d)|, we construct
the statistical pmf based on the frequency observed for each value of X. Let ﬁ{X =k}
denote this pmf. We approximate ¢ in (4.2) by solving ¢+ (1—¢)(1—w)V@ =P{x=
0}. Then, we calculate the total variation distance (dry) [105] between (4.2) and
IS{X =k}, i.e., the maximum difference between the probabilities assigned by the two
distributions to the same event.

Table 4.2 reports dyy values for networks with A={4,6,8} and N =100. The
lower value of A corresponds to relatively dense networks while the highest has been
chosen so that the resulting networks are as sparse as possible but not partitioned
with high probability [106]. We have obtained similar results for various values of
N, however, for brevity, we report only the results for N =100. According to the
presented results, (4.2) provides a satisfactory approximation for the purposes of the
following analysis. As a final note, (4.2) can be generalized to include the case of
transmission errors, i.e., when p##0. Simulation results (omitted for brevity) confirm
that the approximation is still good if w is replaced by w(1l—p). Furthermore, we
have also obtained results confirming that (4.2) is still valid when nodes’ positions
follow the random waypoint distribution [97]. This is in accordance with a similar
observation regarding the bimodal behavior of probabilistic broadcasting under the

same node distribution [104].

!Observe that X can be seen as a set of Y i.i.d. Bernoulli RVs. Then, Gx(z) =Gy (Gg(z)), where

G denotes the probability generating function and B indicates a Bernoulli RV
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Table 4.2: Total variation distance (x1072) of the Approx. Distribution

A=4 A=6 A=38

w [[N(d)||H = 2|H = 3|H =5||N(d)||H = 2|H = 4|H = 6|H = 8||N'(d)||[H = 2|H = 4/H = 7|H = 9
0.9 0.99 | 1.21 | 0.90 0.93 | 0.82 | 1.49 | 0.37 0.77 | 1.58 | 2.06 | 1.35
E 0.56 | 0.84 | 1.32 0.68 | 1.00 | 0.51 | 1.01 224 | 216 | 1.13 | 0.43
E 6 1.28 | 1.61 | 1.40 4 2.74 | 1.40 | 0.82 | 0.60 2 1.44 | 0.39 | 0.03 | 0.02
E 1.08 | 1.99 | 1.72 1.29 | 0.22 | 0.07 | 0.01 0.17 | 0.06 | 0.05 | 0.01
0.9 0.42 | 0.12 | 0.73 0.39 | 0.17 | 0.13 | 0.69 0.75 ] 0.75 | 0.78 | 1.46
0.7] 0.29 | 0.45 | 0.47 1.02 | 0.91 | 0.58 | 0.66 2.04 | 1.58 | 1.01 | 1.01
E 14 10.62 | 0.33 | 0.62 8 2.72 1 1.68 | 1.29 | 0.73 4 1.81 | 1.12 | 0.62 | 0.27
E 2.37 | 1.88 | 1.14 3.4510.92 | 0.20 | 0.15 1.01 | 0.13 | 0.02 | 0.02
0.9 0.66 | 0.58 | 1.78 0.61 ] 0.95|0.99 | 1.79 1.10 | 0.88 | 0.45 | 1.16
E 0.64 | 0.22 | 1.64 0.92 | 0.73 | 0.46 | 0.78 2.63 | 1.41 | 1.02 | 0.58
0.5 22 [052047]2.20] 12 | 142|149 158140 | 7 [3.57]1.83]0.30]0.34
E 2.07 | 1.92 | 1.37 5.20 | 1.25 | 0.48 | 0.21 2.891 0.37 | 0.08 | 0.02

4.2.3 Delivery efficiency

The performance of RLNC depends on the ability of a node to fully or partially decode
a generation, which in turn depends on the rank of the decoding matrix. We examine
the usual approach in the literature, in which a source node transmits a new encoded
packet each time a native packet is created and added in a generation. In the context
of RLNC, each intermediate node, instead of forwarding a received encoded packet,
creates a new one. As a result, each node will receive a number of encoded packets
with a probability given by (4.2). The received encoded packets may increase the
rank of the decoding matrix, depending on whether they are innovative or not. We
assume that the delay from a source to a receiver is smaller than the time between the
creation of two native packets, so that all the encoded packets, created after adding the
(k—1)-th native packet, arrive before the ones created after adding the k-th. Then, the
rank of the decoding matrix can be modeled as a stochastic process Z ={Z, k € N},
where the RV Z; denotes the rank after a node d receives all the encoded packets
created by the k-th native packet. Note that Z is memoryless because Z; depends
only on the total number of innovative packets received after k—1 native packets (i.e.,
Zk-1). Therefore, Z is a discrete-time Markov chain and its state space is [0, g] € N.
In the following, we focus on analysing the best case performance of RLNC in

order to illustrate its full potential for providing increased delivery efficiency. We
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Figure 4.1: Proposed Markov chain at time (k—1,k],k > [N (d)|.

discuss the case of non-optimal performance in Section 4.2.4. Suppose that, at time
k—1, the rank of the decoding matrix of node d is i, i.e., Z;_1 =1, and that d receives
j—1i < |N(d)| encoded packets. If n;, denotes the number of the encoded packets
that are also innovative, then 7, =i + n;,. Note that n;, <j—1i. Furthermore, 7, <k
because at time k only £ native packets have been added in the generation. This
implies that n;, <k—i. Therefore, n;, <min{j—i,k—i}. The best performance occurs
when the rank of the matrix is maximal or, equivalently, n;, is maximal. When j <k,
the best performance is when n;, =j—i, i.e., all the received encoded packets are also
innovative. In this case, Z, =i+ (j—i) = j and the transition probability from state
i to state j is therefore equal to the probability of receiving j—i encoded packets.
However, when j >k, only £—i out of the j—¢ encoded packets are innovative because
Z, cannot exceed k. In this case, Z, =i+ (k—i) =k and the transition probability from
state ¢ to state k is equal to the probability of receiving £—i or more encoded packets.

Summarizing, the transition probabilities in the interval (k—1,%|, 1<k <g are:

(
(h—1) @) o . ,
T = P{X=w} j—i<|N(d)|,j=k,i<k (4.3)
w=k—1
\0 otherwise
For k>g, ﬂgﬁ_l) =1and ﬂgﬁ_l) =0, Vj #i since after time k=g no native packets are

added in the generation. Note that the Markov chain is time-inhomogeneous. Fig. 4.1
illustrates the transition probabilities for the time interval (k—1,k],k > |[N(d)|. The
initial distribution is P{Z,=0}=1 and P{Z;=i} = 0, Vi > 0. Therefore:

g
P{Zc =i} = piP{Z = w}=pf] 4.4
w=0
where p((]’fi) is the element of table [I*¥ =#x©@7® ... 7w* in the position (0,7) and =

are the transition matrices constructed using (4.3). Decoding is possible when Z,=k
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because k innovative packets are required for decoding the k native packets that exist
in a generation at time k'. Furthermore, decoding of exactly k packets occurs when
Z =k but no further decoding is possible, i.e., Z,, <w, Vw > k. As a result, the expected

delivery rate is:

g g
>, |kP{Zy=k} II (1 —-P{Z,=w})
9
where []? _, ., (1-P{Z,=w}) is the probability that no decoding is possible for w>k.

In XOR-based coding, packets are encoded under the requirement that each re-
cipient node will decode at maximum one native packet. In other words, receiving an
encoded packet is equivalent to receiving a copy of a native packet. Since receiving a
single copy is enough, the expected delivery rate is Dx =1—-P{X =0}. Note that, this

is the best case performance as we do not take into account decoding failures.

4.2.4 Probabilistic broadcasting considered harmful

Fig. 4.2a illustrates the expected delivery rate for RLNC and XOR-based coding when
combined with flooding (w=1). More specifically, the delivery rate is plotted versus the
node degree using different values of ¢ and p. RLNC exhibits high levels of resilience
to transmission impairments and dominates XOR-based coding even when ¢ and p
increase. A simple explanation is that using RLNC in broadcasting enables a node
to exploit message redundancy (or equivalently path diversity) to recover not just a
single packet but any packet from the generation. This is possible through the creation
of new encoded packets in each intermediate node, which allows a node to receive a
plethora of possibly useful packets. This also explains why RLNC fails when message
redundancy is absent (JNV(d)| =1). RLNC-based schemes should specially treat such
cases. As a final note, the proposed Markov chain can be easily generalized to describe
the cases that a node receives less than the maximum number of innovative packets
per native one. Our results indicate that RLNC continues to dominate the best-case
performance of XOR-based coding (for a wide range of ¢ and p values). The only
exception is when a node receives, at maximum, only one innovative packet for each
native, i.e., again when diversity is absent. Nevertheless, such a situation is highly
unlikely.

The advantage of XOR-based schemes is the reduced cost, since coding is utilized

TWe underestimate the decoding probability since decoding may be possible even if Z; <k
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Figure 4.2: Analysis of RLNC’s delivery efficiency: (a) comparison with XOR-based
coding, (b) impact of probabilistic forwarding (¢=0.1,p=0.2).

towards reducing transmissions. Instead, RLNC-based schemes resort to probabilistic
forwarding for reducing cost. Fig. 4.2b depicts the performance of RLNC when com-
bined with probabilistic forwarding for different values of w. The plotted results are
in accordance with other reported simulation data [60]. Clearly, pruning transmis-
sions significantly impairs RLNC’s performance. This performance degradation has
also been identified, implicitly [23] or explicitly [67], however the problem has been
treated within the context of probabilistic broadcasting. We believe that the key factor
for RLNC’s performance degradation is the unsystematic way of pruning transmis-
sions, which does not take into account information about connectivity. The strategy
to prune transmissions based on heuristics that account for the node degree [23] is
towards the correct direction. However, we feel that such heuristics should also take
into account topology-related information of non-local scope. Some of this informa-
tion is difficult to obtain and even if this was possible, it would require a complex
analytical model to define the optimal w. Therefore, we opt for a more systematic and

self-configuring pruning mechanism that takes into account the network topology.

4.3 The synergy of RLNC and deterministic broadcasting

Following the previous observations, we adopt RLNC. Yet, contrary to the common

approach, we implement it on top of a deterministic broadcast algorithm. We choose
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Partial Dominant Pruning (PDP) [27] from the class of Dominant Pruning (DP) algo-
rithms. DP algorithms distributively construct a CDS in order to broadcast messages.
Our intuition is that the CDS will provide a topology-aware, self-configuring process
for reducing transmissions. However, establishing this synergy, without damaging
RLNC’s coding efficiency, is not a trivial task. PDP’s forwarding rules need to be
redesigned so as to treat packets as members of a group, i.e., the generation. Random
Linear network coding over Dominant Pruning (RLDP) incarnates the aforementioned

concepts.

4.3.1 Basic concepts

In DP algorithms, a node v, with a message to broadcast, decides which of its neigh-
bors should act as forwarders and informs them by piggybacking on the message
the corresponding list, called the forwarding set (fs(v)). The process is then repeated
by every forwarder until a termination criterion is met [27]. Forwarders should be
elected so as to deliver the message to (or “cover” according to the set cover termi-
nology) the set of nodes that lie exactly 2-hops away from v. This latter set is also
called the universal set U(v), i.e., U(v)=N (N (v))—N (v), where N'(N(v)) is the set of
nodes lying within 2-hops from v. The set of candidate forwarders C(v) consists of
v’s neighbors, i.e., C(v)=N(v). Note that U(v)C Uy,ec() (N (u) =N (v)) and that C(v)
can be seen as a set of sets if each node u € C(v) is replaced by N (u)—N(v), thus
the set cover problem. The problem is solved using the well-known greedy set cover
(GSC) algorithm [92], however other approximation algorithms exist [25,95]. PDP
makes the observation that, when v receives a message from u, both C(v) and U(v)
can be reduced by eliminating the nodes covered by u, i.e., C(v)=N(v)—N(u) and
UW)=N (N (v))-N(v)-N (u)-N (N (u) NN (v)).

Broadcasting is inherently coupled with some degree of message redundancy, i.e.,
a node receives multiple copies of a message, due to path diversity. RLNC takes ad-
vantage of this property to enhance error resilience. The idea is to allow forwarders to
create new random linear combinations of the generation contents so that a node re-
ceives many different encoded packets. Proposed algorithms [23,60,61] use RLNC and
build a generation using packets from the same source (intra-source coding) or from
different sources (inter-source coding). In the context of RLNC-based broadcasting,

inter-source coding operates on an end-to-end basis similar to the intra-source one,
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i.e., packets are linearly encoded at the source, re-encoded at intermediate nodes and
only decoded at the destinations after traveling multiple hops. The only difference is
in the composition of the generation. Therefore, this implementation of inter-source
coding is also oriented towards resilience to transmission failures. The idea of mixing
packets from different sources/sessions is not new and has been extensively used in
the literature of network coding based unicast routing [107]. In this line of research
inter-source coding is also used for enhancing multi-hop communication but it works
on a hop-by-hop basis, i.e., requires decoding and re-encoding at each hop. This also
applies to hybrid approaches that combine intra- and inter-source coding [108—112],
where the former works on an end-to-end basis while the latter on a hop-by-hop one.
This hop-by-hop coding approach is reasonable because mixing packets from differ-
ent flows (i.e., traveling between different source/destination pairs) is meaningful at
flow intersection points. Packets from different flows should then be decoupled in
the next (probably non common) hop in order to be delivered to the different desti-
nations. On the contrary, in broadcasting packets from different sources are destined
to every node in the network, i.e., they share the same set of destinations. Therefore
coding and decoding of packets can be performed at the communication end points

(i.e., in an end-to-end fashion).

4.3.2 Coding rules

RLDP adopts inter-source coding in the light of empirical evidence which demonstrates
that it increases the coding efficiency when combined with intra-source coding com-
pared to the case that only intra-source coding is used [61]. However, in this case the
problem of generation management is not trivial. In contrast to the usual approach,
which is to operate inter-source and intra-source coding in parallel [23,60,61], in
RLDP, each source can add only one packet in each generation. In other words, we
adopt inter-source coding but do not allow intra-source coding. We call this strategy
strictly inter-source coding (SIS).

Our approach stems from the observation that, in the context of multi-source
energy efficient broadcasting, intra-source coding may pose performance issues for
poorly connected source-receiver pairs. To understand this recall that the perfor-
mance of RLNC degrades under poor connectivity because of the limited message re-

dundancy experienced by a receiver. In inter-source coding however, various sources
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enroll in a generation. While some sources may form poorly connected pairs with a
given destination, it is possible that the opposite holds for some other. This latter set
of sources can compensate for the limited redundancy provided by the former one,
thus increasing the decoding probability. In other words, inter-source coding exploits
what we call “spatial diversity”, i.e., the fact that sources located in various parts of
the network can provide different levels of message redundancy to a specific destina-
tion. Clearly, when the number of sources reduces, the coding gains of SIS deteriorate
because it is more probable that a destination will experience poor connectivity with
all the sources. In the case of intra-source coding, the only way to overcome the
problem of a poorly connected source-destination pair is to employ “temporal redun-
dancy”, i.e., to allow each intermediate node to subsequently transmit more coded
packets. Although this is an efficient approach for unicast scenarios, in the case of
broadcasting it results in rapidly increasing the overall number of transmissions be-
cause a non trivial percentage of the nodes in the network act as forwarders. Besides
the apparent impact on the energy cost, our observation is that this approach may
also significantly increase the end-to-end delay. The reason is the elevated number of
collisions that can delay the decoding of a generation. Consequently, we have chosen
to rule out intra-source coding and focus on SIS. We validate the effectiveness of
our approach in various settings (Section 4.5 and Section 4.6), including scenarios
with limited number of sources. Of course, in the extreme case of a single source the
only way to enjoy the benefits of coding is to use the intra-source approach. A node
can use its decoding matrix to detect such cases and switch to a strictly intra-source
operation. We do not examine this scenario since we focus on the multi-source case.
As a final note, adopting SIS also allows us to simplify the generation management,
i.e., make it easier for source nodes to collectively agree on the grouping of packets
into generations. We discuss generation management in detail in Section 4.4.
Similar to every RLNC scheme, each node maintains a decoding matrix for each
known generation. A generation is considered known if the node either created it or
has received at least one encoded packet belonging to it. After creating a new native
packet, the source node either starts a new generation or chooses from the set of
known ones in order to add the packet (we discuss in detail this issue in Section 4.4).
Then, it immediately creates and transmits a new encoded packet. The rationale of
this strategy is twofold; first it aims to ensure that the new information carried by the

native packet will be propagated through the network with minimum delay. Second, it
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facilitates partial decoding, which reduces end-to-end delay. To understand this, bear
in mind that non zero rows of a decoding matrix correspond to innovative packets
while non zero columns correspond to native packets. Consequently, the strategy
of immediately transmitting a new encoded packet, increases the probability that the
decoding matrix contains a full rank square submatrix, thus enabling partial decoding.

A node can attempt to perform partial decoding instead of waiting for the de-
coding matrix to become full rank. Deleting the decoding matrix and the packets
of a generation is an important decision for managing storage. A frequently used
practice is to employ feedback information that allows a receiver to indicate that it
has successfully decode a generation, e.g., [67,72]. However, such approaches require
an extremely large number of control messages in the context of broadcasting. This
is because all nodes act as receivers and most of them are involved in the forwarding
process. Proposed techniques for reducing control messages, e.g., using local scope
advertisements [67,73], are not suitable for mobile networks. A more flexible approach
is to allow a node to define a time threshold after which a generation is deleted. The
threshold represents the maximum acceptable delay for receiving a packet and can
be adjusted to also take into account each node’s storage profile.

Besides being a receiver, a node may be required to act as an intermediate and
forward an encoded packet after receiving an innovative one. In that case, the node
forwards a new encoded packet. The latter can be created using the packets received
up to that time without the need to decode the native ones. In the following, we

delineate the conditions under which a node should act as a forwarder.

4.3.3 Forwarding rules

In order to achieve the synergy of RLNC and PDP, we need to enable the propagation
of generations through the CDS formed by PDP. Note that, in DP algorithms, a node
v reacts to the reception of a packet only if it has been selected as a forwarding
node. Furthermore, recall that, in RLNC, only a subset of the encoded packets, the
innovative ones, carry useful information about a generation. Therefore, the first

intuitive approach is to adopt the following forwarding strategy:

Definition 4.1 (Innovative-based criterion). A forwarding node produces and trans-

mits a new encoded packet iff it receives an innovative packet.
In the context of DP, the Innovative-based criterion is actually a termination
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criterion, i.e., the execution of the algorithm stops when a non innovative packet
is received. This criterion is the analogous of the stopping conditions adopted by
schemes that implement RLNC on top of probabilistic broadcasting [23,61]. Given
the Innovative-based criterion, we can prove the correctness of RLDP2, i.e., that all
network nodes can fully decode a generation in a lossless network. First, we prove

that:

Lemma 4.1. Every node v, which is not the source node of a native packet q, receives at

least one innovative packet after q is added in a generation.

Proof. The source node s, after adding ¢ to a generation i, defines a forwarding set
fs(s)={f1, f2,...} and transmits a new encoded packet es;. Every node v € N (s)
will receive this packet, which is innovative since it “contains” ¢q. Furthermore, the
solution of the set cover problem guarantees that, given a node ueN (N (s)), there
is at least one forwarder f € fs(s) that covers wu. Since feN(s), it will receive the
innovative packet e,; and will transmit a new encoded packet e;;. As a result, each
node u € N(N(s)) will receive at least one encoded packet ef;. The first of these
packets is clearly innovative since it “contains” g. The same reasoning can be used in

subsequent hops to include all network nodes. O]
Moreover, we can prove that:

Lemma 4.2. Every node v, which is not the source node of a native packet q. receives

exactly one innovative packet after q is added in a generation.

Proof. According to Lemma 4.1, if g native packets are added in generation i, then
each node v will receive ¢’>¢ innovative packets. It suffices to show that ¢’=g. Note
that the row rank of G,,; (which equals ¢') cannot exceed the column rank (which

equals g), i.e., ¢">g is not possible. [
We use this lemma to prove that:

Theorem 4.1 (Correctness of RLDP). Every node can decode a generation in a lossless

network.

Proof. Lemma 4.2 secures that, any non source node v will receive exactly g innovative

packets for a generation of size g, thus G, ; has a full rank. Furthermore, each source

3We assume that the probability of producing linearly dependent encoded packets is negligi-

ble [100]. This assumption is common in the related literature.
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Figure 4.3: Example of broadcasting with RLDP (Single-Innovative criterion).

s will receive exactly g—1 innovative packets, one for each native packet added by the

other sources. This is sufficient since s only needs to decode g—1 packets. O]

According to Lemma 4.2, the Innovative-based criterion is equivalent to the strat-
egy of forwarding one encoded packet for each native one added in a generation.
However, in the presence of transmission errors, if a native packet is added in a gen-
eration, a node v will receive more than one innovative packet. This happens when
the rank of its decoding matrix is lower than the rank of the decoding matrices of its
neighbors. Using the Innovative-based criterion in such cases will result in v trans-
mitting more than one encoded packet for each native one. To explain the situation,
let us examine the example in Fig. 4.3. In this example, we monitor the decoding
matrices (¢ =3) in a part of a network. At some point in time (¢y), the generation
contains already two native packets (added by some other nodes in the network). As
a result, each node has received at most two innovative packets and populated its
matrix accordingly (entries marked with ;). Note that, due to transmission errors, v;
and vs; have received only one innovative packet. At some point, v; acts as a source,
adds a packet in the generation and after selecting the forwarding set (in this case
fs(v1)={ve,v3}), transmits an encoded packet (the transmitted innovative packets are
illustrated with dashed lines along with the corresponding encoding vectors). Both
vy and wvs receive an innovative packet and update their matrices (entries marked
with #;). Then, vy (a forwarder that received an innovative packet) transmits an en-
coded packet which is received by vs, v, and vs (entries marked with t;). Note that
v3 receives two innovative packets (one from v; and one from v5) and, according to

the Innovative-based criterion, should transmit two encoded packets. We make the

76



observation that, in the context of Dominant Pruning, not all innovative packets need to

result in the transmission of a new encoded packet. In fact, we introduce the following

policy:

Definition 4.2 (Single-innovative criterion). A forwarding node produces and trans-
mits a new encoded packet only for the first innovative packet that is received as a

result of the addition of a native packet in a generation.

The rationale of this policy is clear and, in part, is expressed by Lemma 4.2 and
Theorem 4.1; in the absence of transmission errors only one innovative packet per
native is adequate while, in the presence of transmission errors, a node should only rely
on the path diversity provided by the network to recover from transmission errors. To further
explain, let us go back to the example of Fig. 4.3. When the Single-innovative criterion
is used, vs receives two innovative packets and decodes the generation. However, v
will transmit only one new encoded packet. Note that this new packet is enough
for v to decode the generation (entry marked with ¢3). Furthermore, observe that vg
actually receives two encoded packets (the second one is from v, and is not illustrated
since it is not innovative). If the rank of vs’s decoding matrix was initially one, both
of the received packets would be innovative. Therefore, v could take advantage of
path diversity and decode the generation. Clearly, there is still the probability that a
node will not be able to decode a generation. In general, this probability increases for
nodes with low connectivity.

One solution to eliminate failures would be to allow a node to relax the Single-
innovative criterion based on the connectivity of its neighbors or even based on
feedback information. We further examine this solution in Section 4.6. For now,
we refrain from investigating the impact of such methods, as well as the related cost,
since our primary objective is to illustrate that using deterministic broadcasting, even
without such methods, results in less decoding failures compared to a probabilistic
scheme.

An important issue is how to implement the Single-innovative criterion. To do
so, we need to provide some kind of association between a native packet ¢ and the
innovative ones produced after node s adds ¢ in a generation . Since in RLDP a
node adds only one native packet into a generation, this task can be tackled by
using the value pair (s, i), i.e., the source address and the generation id, which is

contained in a packet’s header. Another requirement is to allow a forwarding node
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Algorithm 4.1 Pseudocode of RLDP’s forwarding procedure.

RLDP(prev_node u,cur node v,packet p,generation id g¢id)

1: if (!Innovative(p)) then

2:  DropPacket(p)

3: end if

4: UpdateDecodingMatrix(p)

5: if (v & p. forwarders || |Single-innovative(p.src, gid) then
6:  DropPacket(p)

7: end if

8: newp=RandomLinearCoding(gid)

9: fwset=GSC(N (v), N(N(v)), u)

10: newp.set( fwset)

11: transmit newp

v to track whether an innovative packet with the same value pair (s,i) has already
been received. The most efficient way is to use direct addressing [92] due to the
fast dictionary operations. The space complexity of such an approach (O(yg) for a
generation of size g) is reasonable since the generation size is usually kept low in
order to reduce the decoding cost. The forwarding procedure of RLDP is illustrated

in algorithm 4.1.

4.4 Distributed generation management

In order to practically implement RLNC, packets should be grouped into generations.
This task, known as generation management, is easier to handle when intra-source
coding is used since the required decisions involve a single node and thus are made
locally. In this case, the main challenge is to select the generation size g so that it max-
imizes a chosen performance feature (e.g., [113]). However, generation management
becomes more complicated in the case of inter-source coding since the sources should
agree on a common grouping of packets in a distributed fashion. In the following,
we focus on the challenges that arise from this requirement:

1) Decide which generation to choose for adding a native packet and when to start a

new generation: Choosing a generation is the first important decision to make because
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it affects the overall performance. Observe that, when inter-source coding is used, a
node v may be unaware of the existence of a generation or have incomplete view of
the number of packets added in it. The reason is that when another node u adds a
packet to an existing generation or starts a new one, node v becomes aware of this after
receiving an encoded packet produced from this generation. Therefore, the challenge
is to ensure that the number of packets added in each generation will be close to the
predefined size g. Let GS, denote the set of generations which are known to v (i.e.,
v has received at least one encoded packet from or created the generation) and their
size, according to v’s view, has not exceeded the size g. The common approach is that
a source s will add a new packet to a randomly chosen generation from GS; [23,60].
Another approach is to choose from a subset of GS; which contains generations
initiated from nodes that lie certain hops away from s [23,61]. A new generation is
started if GS=0) [23,60,61] or when the chosen generation already contains a packet
from s [60]. All the proposed strategies aim at reaching the predefined generation
size, in order to increase performance [60]. However, under transmission errors, a
large generation size increases the decoding delay. The reason is that it takes longer
to collect the number of encoded packets that is required for decoding. Following
this observation, we opt for reduced delay. Therefore, in RLDP, a source s adds a
new packet to the most recently seen generation, if this belongs to GS; (algorithm 4.2
presents the process for selecting a generation). If no such generation is found or the
selected generation already contains a packet from s (strictly inter-source coding),
then a new generation is created. Note that, the size of the produced generations
will not necessarily be close to g. However, we believe that this will not have a
significant impact on the decoding efficiency. This intuition is based on reported
empirical data [23,60], also confirmed by the analysis in Section 4.2, which indicate
that a relatively small generation size is enough for providing the coding benefits. We
confirm our intuition through simulation in Section 4.5.

2) Provide an addressing scheme for packets within a generation: Another problem,
although rarely discussed in the literature, is to uniquely identify packets within a
generation. To understand this requirement, recall that each encoded packet carries
an encoding vector, i.e., the coefficients (ci,...,¢,) used to mix the native packets.
In order for decoding to be possible, it is necessary that all nodes will be able to
agree on and use the same mapping between native packets and coefficients. This is

a challenging task in a distributed environment. A practical solution is to provide a
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unique id for each native packet, so as to enable sorting based on this id, and associate
it with the corresponding coefficient. The simplest way to accomplish this is by using
the pair (node_id, seq_num), where seq_num is a sequence number generated locally
at the source and node_id is the source address [61]. The use of seq_num enables
two packets from the same source to coexist in a generation. RLDP takes a simpler
approach. Since strictly inter-source coding is used, there is no way that two native
packets from the same source will reside in the same generation. Therefore, only
node_tid can be used for uniquely identitying a packet in the generation. Our strategy,
besides using a smaller identifier for packets, does not involve any overhead for
managing sequence numbers.

3) Provide an addressing scheme for generations: The next important task is to
uniquely identify generations so that each node can decide to which generation an
encoded packet belongs to. The problem arises when a source, due to the incom-
plete knowledge of existing generations, uses an id to start a new generation without
knowing that this has already been used by another source. Consequently, a node
may receive two encoded packets with the same generation id but constructed using
different native packets. The downside is that it is possible to destroy the one-to-
one mapping between the native packet ids and the coding coefficients. To tackle
the problem, the usual approach is that a node will randomly choose the genera-
tion id [23,60,61]. Choosing from a sufficient large space minimizes the probability
that two different nodes will choose the same generation id. In RLDP however, two
sources can use the same generation id without destroying the aforementioned map-
ping. This is because, in any case, a generation will contain, at maximum, only one
native packet per source and this will be uniquely identified by node_id. Therefore,
when a source starts a new generation, increases by one the most recently seen gen-
eration id and uses this as the new id (algorithm 4.2). This strategy allows sources
to coordinate their views about the generations in use, thus enabling them to effec-
tively populate the generations with packets. Eliminating the random selection of

generation ids allows the use of a smaller address space.
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Algorithm 4.2 Pseudocode for selecting a generation in RLDP.

GetGeneration(set GS;,generation_id last_seen)
1: if (last_seen € GS;) then

2 if (AlreadyUsed(last_seen) == TRUE) then

3 last_seen = last_seen + 1  //create a new generation
4 end if

5: else

6 last_seen = last_seen + 1  [/create a new generation

7: end if

8

. return last_seen

4.5 Evaluation of RLDP

To evaluate RLDP’s performance, we compare it with two algorithms. The first one,
proposed in [23], is the most representative of RLNC-based algorithms. In the fol-
lowing, we will use the term RLNC to refer to this algorithm. The second algorithm,
CodeB [21], utilizes XOR-based coding. Regarding RLNC, we use two variants, namely
RLNCP and RLNCE. The first, uses the distributed generation management described
in [23]. In the second, we assume that each node has global coding information,
i.e., perfect knowledge of the coding status of other nodes. This scheme achieves the
optimal allocation of packets across generations. Although it is unrealistic, we use
it to illustrate the performance bounds of RLNC. Furthermore, RLNC employs the
forwarding heuristic described in [23, Algorithm 6B] with k=2. We chose this setting
after extensive experimentation which showed that it yields the best performance in
our experiments, i.e., it results in the best possible trade-off between delivery efficiency
and the number of forwards.

Set up and methodology: All investigated algorithms are implemented in the ns2 simula-
tor [96], using the CMU extension. Furthermore, RLNC and RLDP were implemented
based on the network coding ns2 module [114]. We present the average values over
20 independent simulation runs, each with a duration of 900 seconds. The confidence
level, for all reported confidence intervals, is 95%.

Network model: The default number of nodes is 100, the propagation model is the
TwoRay ground with a transmission range of 250m and the nominal bit rate is
2Mbps. The nodes move in a square area according to the Random Waypoint (RW)
model [97]. To avoid transient artifacts in nodes’ movement, we use the perfect sim-

ulation algorithm [99]. We examine two network densities; “Dense” and “Sparse”.
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Similar to [21], in the “Dense” topology, the average neighborhood size is 30 while
in the “Sparse” topology it is 15. Note that, we could not use a lower density in the
“Sparse” scenario since, in such a case, frequent partitions would occur. Simulations
showed that in the ‘Sparse” scenario, there exist many nodes (those moving near the
boundaries) that experience very low connectivity. All algorithms collect neighbor-
hood information by periodically exchanging hello messages with an interval of 1
second.

Network traffic: Traffic is generated by broadcast sessions, each stemming from a differ-
ent source node and starting at a random time. The size of each message is set to 256
bytes. Furthermore, both the number of sources and the maximum generation size
are fixed to 30. We chose the generation size after extensive experimentation, which
showed that using a larger size does not improve performance but rather increases
the related costs. We used a GF of size 25.

Fig. 4.4a and 4.4b depict the cumulative packet delivery ratio (PDR) versus the
end-to-end delay, i.e., the cumulative fraction of native packets received by a node
within a delay limit, for “Sparse” and “Dense” networks. We only consider decodable
packets for calculating PDR. Moreover, for the calculation of a packet’s end-to-end de-
lay we use the time instant that decoding of this packet becomes feasible. However, we
do not consider the decoding delay because it depends on the implementation specifics
of each scheme, thus making it impossible for a fair comparison. We choose the afore-
mentioned presentation style in order to capture both the delivery efficiency and the
timeliness of each algorithm. The results provide a confirmation of the effectiveness of
random linear network coding. Both RLDP and RLNC¢ outperform CodeB. The main
reason is that XOR-based coding schemes introduce delay in order to detect coding
opportunities. As expected, in the “Sparse” topology, the performance of all schemes
degrades. For CodeB, a low density topology reduces the coding opportunities. As a
result, more transmissions occur (compare Fig. 4.4c and 4.4d) and increase the prob-
ability of collisions. In the case of random linear coding, the witnessed degradation
is in accordance to the analysis in Section 4.2 because in low density topologies the
average neighborhood size is smaller. Nonetheless, RLDP outperforms both RLNC”
and RLNC®, which uses global knowledge. This justifies our approach to combine
random linear coding with deterministic broadcasting. Note that, in sparse topologies,
RLNCP fails to keep up with other schemes. This highlights the importance of dis-

tributed generation management. Also, observe that, RLDP’s generation management
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Figure 4.4: Performance for different network densities (A=1 pkt/sec/source, max
speed:1 m/sec): (a) Cumulative PDR vs delay (“Sparse”,N =100) (b) Cumulative
PDR vs delay (“Dense”, N=100) (¢) Avg. number of forwards vs number of nodes

(“Sparse”) (d) Avg. number of forwards vs number of nodes (“Dense”).

does not compromise the coding gains. We tested networks of various sizes (from 60
to 140 nodes) and found qualitatively similar results. Fig. 4.4c and 4.4d illustrate
the average number of forwards versus the network size for “Sparse” and “Dense”
networks. The results confirm the intuition that the CDS, used by RLDP to forward
messages, provides an efficient pruning process. More specifically, RLDP manages a
reduction from 17% to 38% in “Sparse” and from 19% to 56% in “Dense” networks,
compared to RLNC variants. Interestingly, RLDP performs similar to CodeB, despite
the fact that the latter uses coding for reducing transmissions.

In the following experiments, we only examine the delivery efficiency since we ob-
served similar findings as far as the number of forwards is concerned. Furthermore,
we focus on the more challenging scenario of “Sparse” networks. Fig. 4.5 presents

the delivery efficiency under different levels of mobility. Clearly, increased mobility
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levels impacts the performance of RLDP and CodeB. The reason is that both schemes
use deterministic broadcasting, which is affected by topology variations. Moreover,
mobility also increases the decoding failures in CodeB since successful decoding de-
pends on the accuracy of information about the neighbors’ coding status. On the
contrary, RLDP minimizes the impact of mobility on the deterministic broadcasting
algorithm due to the use of random linear coding. Both RLNCP and RLNC¢ are
virtually unaffected by mobility. This is attributed to the higher message redundancy
produced by the probabilistic forwarding scheme. Nevertheless, message redundancy
results in a significantly increased cost (more than 30% compared to RLDP) in terms

of transmissions. In any case, observe that only the unrealistic RLNC® outperforms
RLDP when mobility is very high.
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In Fig. 4.6, we evaluate the algorithms for different levels of traffic load. Under
low traffic (Fig. 4.6a), RLDP outperforms all algorithms. CodeB needs to wait an
increased amount of time in order to find coding opportunities since fewer packets
coincide in the network. Both RLNC variants suffer from increased delay as they need
more time to fill the generations. On the other hand, RLDP outperforms all schemes
because its generation management is oriented towards reducing delay. The tradeoff
is a reduced number of packets allocated to each generation (refer to Section 4.4).
However, this does not impair the delivery efficiency. When congestion levels increase
(Fig. 4.6b), the performance of all algorithms degrades. However, RLDP exhibits a
remarkable resilience due to the combination of deterministic broadcasting and ran-
dom linear coding. The former reduces the levels of congestion and thus decreases the
probability of collisions. The latter uses path diversity to enhance delivery efficiency.
Both mechanisms are equally important. CodeB and RLNC variants fail because they

use only one of them.

4.6 Coping with poorly connected nodes

The analysis in Section 4.2 has demonstrated that RLNC’s performance deteriorates
in poorly connected nodes, i.e., nodes with a small number of neighbors (or equiva-
lently limited message redundancy), even in the absence of probabilistic forwarding
(refer to Fig. 4.2a where w = 1). The phenomenon intensifies as the probability of
transmission failures p increases. Therefore, it becomes evident that we should enhance
message redundancy in a topology-aware fashion, i.e., increase the number of encoded
packets received by poorly connected nodes. Before implementing such a strategy, we
make two important observations. The first is that, in RLDP, the message redundancy
experienced by a node v depends on the number of forwarders that are located in
N (v) (et [N (v)| denote this number). This is in contrast to gossip-based forwarding,
where the message redundancy depends on [N (v)|. Consequently, a node v for which
INF(v)] is small is considered as poorly connected. The second important observation
is that only forwarding nodes can enhance message redundancy because they are the
only ones that transmit. Thus, any action for enhancing message redundancy should
be taken by forwarders.

To tackle the aforementioned problem, the first important question is whether a
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forwarding node should try to enhance the message redundancy experienced by its
neighbors or not. Our approach is that this should be done by a forwarding node

that is a:

Definition 4.3 (Border Forwarder). A forwarding node that is the only one to cover

one or more network nodes.

Equivalently, a forwarding node f; is a border forwarder when there exists at least
one neighbor v for which f; is the only forwarder in N (v), i.e., IN¥(v)| = 1. More
formally, f; € fs(u), where fs(u) is the forwarding set constructed by node u, is a

border node iff:

Jve WN(fi) =N(u) :v g N(f;), VS # fi € [s(u) (4.6)

The rationale of using border forwarders is straightforward; a border forwarder
should take action because it is responsible for delivering the message to at least
one poorly connected node v because |[N"(v)| = 1. The advantage of this approach
is that, at the same time, there is a high probability that other nodes, located in the
neighborhood of the border forwarder, are also experiencing relatively poor connec-
tivity and could benefit from its actions. Let us examine the example in Fig. 4.7a.
Node vg is only covered by vs, therefore v; is a border forwarder. At the same time,
node vy, although covered by two forwarders (v3 and vs), is relatively poorly con-

nected, i.e.,

N¥(vy)| = 2. Consequently, both v and v, could benefit if v3 decides to
act for enhancing message redundancy.
In order for a forwarding node f; to identify itself as a border forwarder, it suffices

to check whether there exists a node v € (N(f;) — N'(u)) such that:

Vfi # fi € fs(u), f; ¢ N(v) (4.7)
Note that all required information for performing this test, i.e., fs(u), N(u) and
N©W),Yv # u € N(f;) is available to f;. However, this test is based on local scope
information, therefore f; may falsely identity itself as a border forwarder.

To illustrate this, let us examine the example in Fig. 4.7b. Again, v; identifies itself
as a border forwarder although vs is now covered by two forwarders (v3 and v,). This
happens because v; is not aware of the fact that v;, at a later time, chooses v4 as a
forwarder. Nonetheless, we do not wish to eliminate the occurrence of such events. The

reason is that, although a false decision does not indicate a node covered by a single
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Figure 4.7: Example of a node (v3) a) correctly and b) falsely identifying itself as a

border forwarder.

forwarder, it is highly correlated with the identification of poorly connected nodes,
which are also in need of enhanced message redundancy. For example, although v
is not anymore covered only by w3, it is still a poorly connected node.

After deciding which forwarding node should act, the next important decision is
what policy it should implement to increase the message redundancy. A first sim-
ple approach would be to transmit multiple encoded packets each time the Single-
Innovative criterion is activated, i.e., when the first innovative packet is received as
a result of the addition of a native packet in a generation. The main drawback of
this approach is that it is not straightforward how to derive the appropriate num-
ber of encoded packets. Therefore, we take a more elaborate approach. We let bor-
der forwarders to relax the Single-Innovative criterion and instead implement the
Innovative-based one. More specifically, we introduce the following termination cri-

terion:

Definition 4.4 (Hybrid-Innovative criterion). A forwarding node implements the
Innovative-based termination criterion if it is a border forwarder and the Single-

Innovative criterion in any other case.

There are two advantages in this approach. The first is that it is topology-aware
due to the use of border forwarders. The second is that it can adapt to network
conditions. When the probability of transmission failures is small most packets are
delivered and the rank of a node’s decoding matrix is close to the maximum. Thus,
the number of innovative packets decreases and transmissions are suppressed. On the

other hand, when loss rate is high, the rank of many nodes falls behind the maximum
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possible rank, therefore more packets are innovative. As a result, this termination

criterion will result in more packets being sent to poorly connected nodes.

4.6.1 Evaluation of RLDP-HI

To evaluate the new termination criterion and compare its performance to the other
algorithms, we experiment by introducing transmission failures in the channel. More
specifically, we use the error model in ns2 [96]. The model defines a loss rate [ as
the result of channel impairments. When a node transmits a message, each of its
neighbors receives the message with a probability 1 — [. We tested the algorithms for
values of [ from 0 to as high as 0.4. Note that [ only captures the packet losses due
to channel impairments while p refers to all packet losses, including those owned to
collisions or even stale neighborhood information. Therefore, p > [ and [ = 0 does
not imply that packets losses do not occur. In the experiment, we vary [ because the
packet losses due to collisions and stale neighborhood information depend on traffic
levels and node mobility, respectively, thus it is impossible to quantify p.

Fig. 4.8a-4.8c illustrate the cumulative PDR vs the end-to-end delay for all schemes
and for various values of [. We use RLDP-HI to denote RLDP with the Hybrid-
Innovative termination criterion. The results confirm our approach. Introducing the
Hybrid-Innovative criterion to RLDP improves the performance even when [ = 0
(recall that even in this case p > 0, so there is room for improvement). RLDP-HI
presents a remarkable resilience to transmission failures and it is outperformed only
by RLNCY and only when [ is as high as 0.4. The latter is a reasonable result since
RLNCY features the unrealistic scenario of perfect knowledge about generations. On
the other hand, all fully distributed schemes experience a higher performance degra-
dation because the increased loss rate has an impact on the accuracy of a node’s local
information about generations. In any case, RLDP-HI outperforms all other fully dis-
tributed schemes, including CodeB. Although CodeB does not use packet generations,
its performance declines for different reasons. Recall that, in CodeB, a node v main-
tains information about the packets received by another node u (previously denoted
as B?) in order to identify coding opportunities and secure that successful decoding
is possible. Nonetheless, packet losses significantly invalidate the information in By,
thus leading to decoding failures.

As expected, introducing the Hybrid-Innovative termination criterion results in
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number of forwards vs loss rate.

more transmissions (Fig. 4.8d). Nevertheless, the increase is minimal, proving the
efficiency of the criterion. This result is more impressive if we bear in mind that the
number of transmissions and the delivery rate are correlated; dropping a packet aborts
future transmissions, thus creating a bias in favour of the other schemes. Indeed,
RLDP-HI performs close to CodeB, in terms of transmissions, but at the same time
improves the delivery rate by ~3% when [ = 0 and ~17% when [ = 0.4. Besides being
efficient due to its topology-awareness, the Hybrid-Innovative criterion also presents
a remarkable adaptability to the loss rate, i.e., it performs equally well, in terms of
transmissions, for small and high loss rates. This is a confirmation of the rationale that
led us to the introduction of the Hybrid-Innovative termination criterion. Moreover,
this performance characteristic renders RLDP-HI as the best solution regardless of

the loss rate.
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Next, we tested all schemes by changing the number of sources that are present
in the network. As discussed in Section 4.3.2, the source count affects the perfor-
mance of RLDP. Obviously, the impact is more severe in the presence of losses since
message redundancy deteriorates. Therefore, we have chosen to present the results
in the presence of channel loss rate (I=0.2) and found analogous results for values of
| € [0,0.4]. Fig. 4.9 presents the performance of RLDP-HI, RLNC® and CodeB when
there exist 2, 10 or 30 sources in the network. We also present the performance of
RLNCY for various values of k. As expected, the performance of RLDP-HI, in terms of
the cumulative PDR vs the end-to-end delay (Fig. 4.9a-4.9c), degrades as the num-
ber of sources decreases. This is reasonable because less packets are included in a
generation and therefore there are less opportunities to exploit the “spatial diversity”

that we discussed about in Section 4.3.2. However, the degradation is limited since
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less traffic results in less packet collisions. Interestingly enough, a similar, but more
severe, performance degradation is witnessed for RLNC regardless of the value of
k. Although part of this degradation (mostly in the case of 2 and 10 broadcasting
sources) can be attributed to the time required for filling a generation, the major
reason is related to intra-source coding and the use of temporal redundancy. Recall
that RLNCY implements both inter- and intra-source coding. When the number of
sources decreases, the coding process resembles a pure intra-source approach since
more packets from the same source are included in a generation. As a result, the role
of “temporal redundancy” (i.e., the ability of an intermediate node to transmit more
encoded packets), which is necessary for coping with losses in this case, becomes
more critical in decoding a generation. However, in the context of broadcasting, the
“temporal redundancy” comes at the cost of delay, thus the performance degradation.
To explain this, observe that in broadcasting many forwarders may find themselves
within each other’s transmitting range. Consequently, there is an increased probability
of collisions which can delay the decoding of a generation because a destination may
need to wait for subsequent transmissions in order to receive the required amount
of encoded packets. Reasonably, increasing the “temporal redundancy” (through k)
improves the performance of RLNC® but there are two downsides. The first is that
there is a limit for £ after which no improvement is possible and the performance
actually degrades (compare for example k =4 and k=5 in Fig. 4.9a). The reason
is that the impact of collision-related failures increases to a level that invalidates the
benefits of redundancy. The second and more critical disadvantage is that any per-
formance improvement comes at the expense of a surge in cost (Fig. 4.9d). In the
case of CodeB, the performance actually degrades when the number of sources in-
creases. At first, this seems surprising since packets from more sources provide more
coding opportunities. However, the higher traffic load increases the collision-related
transmission failures. Besides the fact that XOR-based schemes are not error resilient,
transmission failures also invalidate the information used to make coding decisions,
thus leading to decoding failures. Finally, note that, RLDP-HI either outperforms
all schemes or it performs close to RLNC® but with much less cost although the
latter is rather unrealistic and features a much better performance compared to the
more realistic RLNC”. However, we chose RLNC® in order to focus on the perfor-
mance characteristics of intra-source coding and rule out other factors related to the

distributed implementation.
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Figure 4.10: Performance of all schemes under Rayleigh fading (A=1 pkt/sec/source,
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number of forwards

Finally, we conducted a set of experiments with the presence of channel fading
using the well-known Rayleigh model. The model is appropriate for environments
with many obstacles that block the line-of-sight between the transmitter and the
receiver. In this experiment we do not introduce errors using an error model. Instead,
transmission failures occur due to fading and are more frequent as the distance
between the communicating nodes increases. Fig. 4.10a depicts the cumulative PDR
vs the end-to-end delay. The performance of all schemes degrades compared to the
case that there is no fading (Fig. 4.8a). The reasons are the same as those explained
in the experiment with the uniform error model. Still, RLDP-HI outperforms all
distributed schemes while its performance is comparable to that of RLNCY. CodeB
experiences a notable increase of the average number of forwards (Fig. 4.10b). This
is because the effective transmission range is smaller than 250m since more distant
nodes experience very poor link quality. As a result, the underlying PDP algorithm
uses more forwarders to cover the same network area. Although both RLDP and
RLDP-HI also rely on PDP, their efficient termination criteria allow them to suppress

transmissions and outperform both RLNC and CodeB.
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4.7 Summary

Random linear network coding is used to enhance the resilience of protocols to packet
losses. We proved, through analysis, that we need to utilize a topology-aware algo-
rithm in order to maximize its benefits. To this end, despite the common approach in
the literature, which is to use random linear coding on top of probabilistic forward-
ing schemes, we chose the synergy with a CDS-based broadcast algorithm. Further-
more, we proposed an extension of the basic algorithm in order to enhance topology-
awareness and cater for poorly connected nodes, especially when the packet loss rate is
high. We demonstrated, through simulation, the efficiency of both approaches. More-
over, we provided a distributed mechanism for managing generations. The mecha-
nism does not compromise the coding efficiency even in cases of high mobility and

increased packet loss rate.
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CHAPTER DO

ENERGY-EFFICIENT ROUTING IN

OPPORTUNISTIC NETWORKS

5.1 Preliminaries

5.2 Problem formulation and motivation

5.3 Coordinating replication decisions towards energy etliciency
5.4 Evaluation

5.5 Reducing the routing cost through past exclusions

5.6 Summary

In order to cope with the intermittent connectivity of OppNets, routing schemes uti-
lize the “store-carry-and-forward” paradigm constructing end-to-end paths gradually
across time. Nodes store packets until they come in contact, i.e., move into the commu-
nication range of, other nodes. The dominant routing strategy uses packet replication
to enhance the delivery efficiency. However, this strategy can lead to the creation
of an excessive number of replicas thus exhausting the limited node resources such
as energy and storage capacity. In this chapter, we present a simple yet efficient
replication-based routing strategy that significantly improves the energy efficiency

without compromising the overall performance in terms of delivery rate and delay.

94



5.1 Preliminaries

Replication-based strategies have been extensively used [1,31-36,78] in the context
of routing in opportunistic networks in order to tackle the problem of intermittent
connectivity, i.e., the absence of end-to-end paths. The idea is simple; spreading more
replicas increases the probability that a node carrying the packet will meet, i.e., move
into the communication range of, the destination. Although this strategy achieves
high performance in terms of delivery rate and delay, this comes at the cost of more
transmissions and increased storage requirements.

Controlling the level of replication allows for a trade-off between delivery rate and
cost (both energy and storage related). To this end, utility-based replication [32-34,
36] is probably the most appealing strategy due to its capacity to adjust to diverse
network characteristics. The idea here is to introduce a utility metric that captures
the fitness (or quality) of a node for delivering and/or forwarding the packet and
then create replicas by comparing the utility metrics of the nodes in contact. As
discussed in section 2.2, there exists a diverse range of metrics [32—-34, 36,78-85]
that are constructed from a node’s feature such as the frequency or the regularity of
its contacts, its importance in a social context, etc. Although the choice of the utility
metric significantly impacts performance, it is common ground that, regardless of the
metric used, utility-based replication frequently involves a high cost due to increased
packet replication.

In order to reduce replication without significantly impacting the delivery rate,
Delegation Forwarding (DF) [36] exploits the knowledge about past replication de-
cisions by enabling each node to record the highest utility among its past contacts.
This recorded value is the node’s perception of the highest utility in the network,
therefore no replication is performed if the contacting node has a lower utility. To
further reduce the routing cost, Chen et al. [115] extend the delegation criterion by
probabilistically pruning the set of possible packet carriers. However, this approach
can lead to performance degradation in terms of packet delivery. Furthermore, deter-
mining the optimal probability for ignoring a possible carrier of the packet is a quite
challenging task that strongly depends on the network characteristics. Gao et al. [116]
also address the elimination of packet redundancy. However, their work considers
only a subclass of destination independent utility metrics that are constructed as the

sum of a node’s ability to reach every other network node.
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Our work builds on the premises of Delegation forwarding [36] due to its effi-
ciency and its generic nature which allows it to be implemented with virtually any
utility metric. We aim at further minimizing the replication cost without however
sacrificing effectiveness by probabilistically suppressing replication. Instead, we take
a deterministic approach and reduce the cost by taking advantage of the cooperation

between nodes.

5.2 Problem formulation and motivation

To clearly demonstrate the motivation of our work, we first examine the approach
taken in [36] which is to model the replication process using the well-known problem
of optimal stopping theory known as the hiring problem [117]. The problem concerns
a small start-up company with the ambition to develop into a colossal and successful
enterprise. To this end, the company interviews candidates in order to expand its
work force and maximize the average employee quality. The only constraint is that
the decision to hire or not a candidate must be instantaneous. According to this
modeling, a node carrying a packet corresponds to the interviewer while the nodes
that it contacts correspond to the possible employees. Furthermore, note that each
node receiving a packet copy may immediately also replicate this packet. This, in
the context of the hiring problem, is equivalent to the scenario where each chosen
applicant immediately acts as a job interviewer and meets new applicants. In other
words, the company’s hiring process contains multiple interviewers that evaluate
candidates in parallel. One of the solutions to the hiring problem is known as the
max strategy [117]. This strategy dictates that each candidate that has better quality
from all current employees qualifies for a post in the company. Its main drawback is
that it results in hiring a candidate more and more rarely as the time goes on [117].
However, in the aforementioned model, this drawback is eliminated by the parallel
interviews which lead to a speed-up in the hiring rate [36]. This is why Delegation
Forwarding (DF) [36] implements a policy for producing replicas which resembles
the max strategy, i.e., a node receives a copy if its utility is higher than the highest
recorded utility so far.

We make the observation that DF’s policy on packet replication deviates from the

max strategy producing unnecessary packet copies. More specifically, there are cases
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where nodes with lower utility than the highest in the network receive a replica. This
is because each carrier node in DF generates and forwards packet replicas using its
local view of the maximum utility. Instead, the replication process could be signif-
icantly improved if nodes are allowed exchange their view’s. This is equivalent to
say that, in the context of the hiring problem, the interviewers are able to exchange
information about the hired employees. To this end, we propose a new routing strat-
egy that, without incurring additional cost, exploits the recurring contacts between
the packet carriers in order to coordinate them to an up to date view of the highest
utility seen in the network. Moreover, we provide a lightweight extension based on
bloom filters that further improves the energy efficiency by allowing nodes to deny

receiving replicas for which they were previously rejected.

5.3 Coordinating replication decisions towards energy efficiency

We introduce the Coordinated Delegation Forwarding (COORD) algorithm which
targets at reducing packet redundancy across the network. In COORD, each network
node makes replication decisions by taking into account not only its own perception
of the highest utility in the network but also the highest utility as perceived by other
nodes. To accomplish this, the proposed algorithm utilizes the recurring contacts
between nodes as well as contacts between nodes that already carry a packet replica.
Fig. 5.1 illustrates an example where node v utilizes its recurring contact with node
u in order to update its view regarding the highest utility in the network. This is
in contrast to the common case where recurring contacts are never exploited. After

the contact, both nodes use the same coordinated utility value, i.e., U/

max?’

to perform

replication and avoid unnecessary future replications.

5.3.1 Protocol overview

COORD works in cooperation with any utility metric that portrays the node’s fitness
for delivering and/or forwarding a packet. In addition to U,, which corresponds to

v’s value for a utility metric, COORD introduces the concept of:

Definition 5.1 (Coordinated Threshold: c7,). The highest utility value among the

nodes that carry a packet p which is known to node v at time ¢.
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Figure 5.1: Example where node v exploits its recurring contact with node v in order
to update its perception of the highest utility value in the network. Status of both
nodes: (a) before the recurring contact arises, and (b) after the recurring contact

occurs and coordination of the nodes’ views takes place.

Each node maintains a coordinated threshold for each packet that it carries. This
threshold is initialized with the utility of the node ( ¢7), = U,) when the packet
is initially received. Then, replication is performed by comparing the coordinated
threshold of the node carrying the packet and the utility value of the candidate
node. In the event of a contact between nodes v and u at time ¢, node v executes
the forwarding procedure described in algorithm 5.1. More specifically, a packet p,
carried by v but not by u, is replicated only if ¢, < U, (line 5, algorithm 5.1), i.e.,
only if node u’s utility is higher than the highest utility known to v. Furthermore, the
coordinated threshold is updated, i.e., ¢y, < U,, since U, is the new highest value
known to v.

The innovation of COORD is that a node v, when in contact with node u, is able
to take advantage of the coordinated threshold of u for each packet that both nodes
carry (line 2, algorithm 5.1), i.e., ¢7}, « c7, if ¢7}, > c¢7r),. This is done in order
to allow v to increase its own coordinated threshold and therefore reduce future
replication.

To illustrate the rationale behind COORD’s approach, let us express more formally
the update process of the coordinated threshold. Let K, denote the set of v’s contacts
up to time t. Furthermore, let <u,7 > denote a contact of v with node u at time 7.

Then, the coordinated threshold of v for packet p can be expressed as:
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Algorithm 5.1 COORD’s forwarding procedure when node v encounters v at time ¢.

1: for every packet p € Buf, do
2: if p € Buf, and c7}, < c7, then

3: CTyy = CTyy

4:  else

5: if c¢r;, < U, then

6: Forward p to node u
7: Ty < Uy

8: end if

9: end if
10: end for

CTg,t = max {CT::,T’ Uva Uu} (51)

V<u,T>€EKy
Note that U, is the maximum value when the packet is first received by v while
U, is the maximum value when v replicates the packet to u (in this case it is also
cth » = U,). Moreover, observe that the approach of DF is equivalent to the following

update process:

7, = max {U,,U,} (5.2)

V<u, T>€EKy
where 7, denotes the corresponding threshold in the case of DF. It is clear from
(5.2) that in DF v uses only information regarding the utility of the nodes it meets.
On the contrary, in COORD, v is able to exploit the utility of nodes which has never
contacted. This is possible through c77 ;. since it contains a “summary” of the utilities
of u’s contacts which, in general, are different from v’s contacts. In other words,
COORD exploits the recurring meetings between nodes in order to disseminate the
highest utility seen across the network. To further illustrate the advantages of our
approach, consider the example in Fig. 5.2. The figure is composed of two parts; the
replication tree of a packet p originated at node S and the contact table containing
all node contacts that occurred from p’s generation until its delivery. At time ¢3 node
C, which has a high utility value, receives p. DF uses this information to suppress
future replication performed only by node S. On the other hand, COORD exploits
the recurring contacts, at time instances t4 and t;, to coordinate the views of nodes

CS,A and B. More specifically, A and B update their threshold values for packet p
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Figure 5.2: Example where COORD achieves a reduction of ~55% in the number of
replications compared to DF. The table describes the node meetings with the corre-
sponding utility values, while the replication tree shows the replications performed

by both algorithms.

to 0.9 although they never meet C. As a result, the probability of performing future
replication is also reduced for A and B. The outcome is a cost reduction of ~55%.
Finally, it is important to note that our approach comes at no additional cost, as no
additional storage or transmissions of control packets are required compared to DF.
The nodes in contact just need to exchange, for the packets that both carry, their

coordinated thresholds instead of exchanging their utilities.

5.3.2 Cost analysis

Similar to the plethora of multi-copy routing protocols we define the routing cost as
the total number of packet replications that occur across the network. This definition
captures both the number of transmissions, which is associated with node energy, as
well as the packet load which is correlated to the storage ability of nodes. Without
loss of generality, in the following we focus on the case of routing a single packet p.
Furthermore, we assume that for a node v both U, and cr,; are normalized and take
values in [0, 1]. Since DF is proved to have a lower cost than the Compare & Replicate
scheme [36], we focus on showing that COORD’s cost is lower than that of DF. To

this end, we first show that:

Lemma 5.1. The coordinated threshold for a packet p at a node v is always greater or equal

to the corresponding threshold of DF, i.e., ct}, > 7., Vt.

Proof. We prove this Lemma by induction. Let 7, denote the time of the contact over
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which node v first receives p. Then, according to (5.1) and (5.2), c7yr, = Tpz, = Uy’
since v receives a copy only if U, is the highest value. Let 7" denote the time that the
(k-1)-th contact occurs while 7" denotes the time of the k-th contact and u denotes
the contacting node with utility U,. Furthermore, for simplicity, we use 7 to denote
the threshold of u regardless of whether COORD or DF is used. Note that if u already
has a copy of p then, by definition, 7 > U, otherwise 7 is undefined. Since in both
algorithms the threshold of a node is updated in a contact basis, it is sufficient to show
that if ¢r,» > 7,1 then cr, v > 7, v Fig. 5.3 illustrates all the cases that, according

to (5.1) and (5.2), result in updating c7, -+ and/or 7,

e Case A: Node u already has a copy of p and U, € [0,7,.] while 7 > ¢7,,. In
this case the new thresholds are 7, ,» = 7, and c7, ,» = 7. In other words, the
coordinated threshold is updated while the same does not happen for the DF

case and as a result c7, v > 7, 1.

* Case B: Node u does not carry a copy of p and U, > c7,,. The new thresholds

are c7y, = Ty = Uy.

¢ Case C: Node u already has a copy of p and c7,, < U, < 7. After the update

process 7, .+ = U, and c7, » = 7, therefore cr, ;v > 7, 1.

e Case D: Node u does not carry a copy of p and U, € [T, ,cT,r]. The update

process will result in 7, .» = U, and c7, ,» = c7, and consequently c7, .+ > 7, 1.

¢ Case E: Node u already has a copy of p and 7,, < U, < 7 < ¢, 1. After the

update 7, ,» = U, and c7, v = c7,r and as a result c7, ;v > T, 1.

* Case F: Node u already has a copy of p and 7, < U, < c7,,» < 7. The updated

thresholds are 7, ,» = U, and c7, ;v = 7 which results in c7, -+ > 7, 1.

Note that in all of the aforementioned cases c7,,» > 7, .. Furthermore, in all other

cases, the utility levels remain the same and consequently again cr, ;v > 7, ;. OJ
With the help of Lemma 5.1 we can now prove that:

Theorem 5.1. The routing cost of COORD is lower or equal to the routing cost of Delegation

forwarding.

'Hereafter, for simplicity, we omit the superscript p in the related notation.
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Figure 5.3: Node v encounters node u: cases that result in an update of cr, ,» and/or

Ty, !

Proof. If N is the number of nodes in the network then the average cost for routing

a single packet p is defined as:
R=1+) (1—-pn)
Yv

where pn_ is the probability that a network node v will not receive a copy of p. This
probability is equal to the probability that the utility of v is lower than the lower

threshold among the nodes that v meets, i.e.:

pni =P[ min {cr?,} > U,

V<u, T>€EKy

in the case of COORD while in the case of DF:

an =P[ min {rgyT} > U]

V<u, T>eKy

Hence, it suffices to show that pn¢ > pnP, Vv or equivalently:

3 P 3 P
omin {erf p > min {7}

which is directly derived from Lemma 5.1 since the lemma holds for all nodes. [

Note that R¢ = RP, i.e., the routing cost of COORD is equal to that of DF, only when
a packet is replicated to nodes with increasingly higher utility even if the replication

is performed by different nodes. It is clear that this is a rather unlikely case.

5.4 Evaluation

In this section we evaluate the performance of COORD under various opportunistic
environments. To this end, we developed an event-driven simulator, called Ady-

ton [118], that operates on a contact basis and is capable of processing real world
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Table 5.1: Properties of opportunistic traces

Trace Name # Nodes|Duration (days)| Area
Infocom 05 [121] 41 3 conference
Sigcomm ’09 [123] 76 3.7 conference
MIT Reality [125] 97 283 campus
Milano pmtr [127] 44 18.9 campus
Cambridge upmce [129]|| 52 11.4 city

traces [119]. Adyton includes a plethora of routing protocols and real-world con-
tact traces, while it also provides several congestion control mechanisms and buffer
management policies. More information on Adyton’s implementation and features is

presented in section 6.1.

5.4.1 Simulation environment

We use three classes of traces, each one corresponding to an opportunistic envi-
ronment of different scale. The first class consists of two conference traces, the In-
focom’05 [120,121] and the Sigcomm’09 [122,123]. The second class consists of
campus traces, where the participants are students and faculty members that move
in a larger area than in the conference case. We use the well known MIT Reality
dataset [124,125] and the Milano pmtr dataset [126,127]. The latter utilizes a short
beaconing scheme to achieve a more fine-grained view of contact records. Finally, the
last dataset is the upmec/content [128, 129], collected in the city of Cambridge, UK.
This is actually a city-level trace in which the network expands to the city limits.
Table 5.1 summarizes the characteristics of the used traces.

As previously mentioned, COORD is designed to synergistically operate with any
utility metric of the literature. Nevertheless, the choice of the corresponding utility
metric has a significant impact on COORD’s performance gain. To map such depen-
dencies, we assess the performance of COORD when combined with various utility
metrics both destination dependent and independent ones. Furthermore, we experi-
ment on hybrid utility metrics that are composed of multiple individual destination
dependent and independent metrics. More specifically, we use the following utility

metrics:
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LTS [32,80]: This is a destination dependent metric with values in [0, 1]. It is
calculated as 1/(1 + LastTime), where LastTime is the elapsed time since the

last contact with the destination.

ENC [34,78]: This metric captures the total number of contacts with all network

nodes (destination independent).

SPM [83, 84]: Social Pressure Metric is a destination dependent metric that
captures the friendship between network nodes. It is estimated locally by each

node using the frequency, the longevity and the regularity of past node contacts.

PRoPHET [81,82]: PRoPHET is destination dependent metric utilized by the
well-known PRoPHET algorithm. It is based on the delivery predictability that
measures the probability of encountering a node. The metric is calculated locally
at each node and is updated on a contact basis. Moreover, it is enhanced with

an aging mechanism as well as the transitive property.

e SimBetTS [33]: SimBetTS is a hybrid metric that is composed of five individual
utility metrics; one destination independent and four destination dependent.
The destination independent metric is Betweenness Centrality [86] that mea-
sures to what extend the node lies on the shortest paths from all nodes to
all other. The distributed version of this utility, i.e., Ego Betweenness [85], is
calculated using the local contact graph (i.e., ego network) of each node. The
local contact graph is also used to calculate the Similarity metric that is destina-
tion dependent and measures the number of common neighbors between two
nodes. The remaining metrics are tie strength indicators [87] that measure how
strong or weak is the relationship among network nodes. The frequency metric
is based on the number of encounters of node with the other network nodes, the
intimacy/closeness metric uses the duration of the encounters between network
nodes, while the recency metric is based on the amount of time passed since

the last contact between two nodes.

The reported results are obtained as the average of 50 repetitions. In each repeti-
tion we randomly select the source/destination pair and the generation time for each
packet. Furthermore, packets are generated uniformly in the interval during which

both the source and the destination are present in the network. To avoid statistical
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Table 5.2: Average packet delay of COORD normalized to that of DF (traffic load:

5000 packets, storage capacity: unlimited)

Trace LTS ENC SPM |PRoPHET|SimBetTS
MIT Reality 1.016 1.019 1.020 1.017 1.081
Milano pmtr 1.003 1.001 1.000 0.999 1.003
Infocom *05 1.006 | 1.003 1.005 1.003 1.029
Sigcomm ’09 1.002 | 0.989 | 0.996 1.001 1.011
Cambridge upme|| 1.0 0.956 1.001 1.001 1.022

bias, we use a warm-up and a cool-down period during which packets are not gen-
erated. We chose the duration of each period to be 20% of the total trace duration
in order to perform simulations when the network is in steady state. In all cases, the
confidence interval (with a 95% confidence level) of the reported results is less than

0.9%.

5.4.2 Simulation results

We conducted three sets of simulations to examine the performance gains of COORD
over DF. For the comparison, we use the following three performance indexes: the
delivery ratio (i.e., the fraction of generated packets delivered to their destination),
the routing cost (i.e., the total number of transmissions) and the average packet delay.

In the first set of simulations, we assess the performance of COORD and DF under
a diverse range of real world traces. We assume that the storage capability of each
node is unlimited. We will explore the limited storage case in the third experiment.
Fig. 5.4 illustrates the performance of both COORD and DF for the five different
opportunistic traces. Each of the first five plots corresponds to a different trace. It
depicts the delivery ratio vs the routing cost for both DF and COORD when various
utilities are used. The last plot in Fig. 5.4 presents an overview of COORD’s routing
cost gains, i.e., its routing cost normalized to that of DF. Note that for the first five
plots in Fig. 5.4 the best performing protocol is the one that lies closer to the top
left corner of the graph, i.e., it achieves the highest delivery ratio and the lowest
routing cost. COORD clearly achieves a remarkable routing cost reduction compared
to DF. More specifically, the resulting gain ranges from 10% to 60% depending on

the utility metric and the trace under consideration. As previously discussed, slowing
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Figure 5.4: Performance comparison of COORD and DF under different opportunistic
environments (traffic load: 5000 packets, storage capacity: unlimited): (a) MIT Reality
(b) Milano pmtr (¢) Infocom 05 (d) SigComm ’09 (e) Cambridge upmc (f) Total gain

in the routing cost

down packet replication, and thus pruning transmissions, could result to performance
degradation in terms of delivery ratio and end-to-end delivery delay. Interestingly,
COORD’s cost gains come with no or minor impact on the delivery ratio and the
end-to-end delay. More specifically, in the case of destination dependent metrics (LTS,

SPM and PRoPHET) there is no apparent impact on the delivery ratio. Likewise, the
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increase of the average end-to-end delay is less than 2% (Table 5.2). In the case of
destination independent metrics (ENC), there is a marginal impact (less than 2% in the
worst case) on both delivery ratio and the end-to-end delay. To explain this, recall that
COORD avoids replicating packets to nodes with low utility values assuming that a low
value corresponds to a limited capability for delivering the packet. However, when a
destination independent metric is utilized this is not always the case, e.g., a node that
has a secondary role in maintaining network’s connectivity (low utility value) may
have an increased capability to deliver a specific packet. However, this can hardly be
considered as a shortcoming of COORD at it is actually a well-known disadvantage of
destination independent metrics. In the case of hybrid metrics (SimBetTS) the impact
on the delivery ratio and the end-to-end delay is insignificant for most of the traces
under consideration. In the worst case there is a delivery ratio reduction of less than
3.2% while in most cases the increase in average delay is less than 2.9%. The only
exception is the MIT Reality trace where the average packet delay increases by 8.1%
(Table 5.2). We attribute this behavior to the SimBetTS metric which is a sum of other
metrics (both destination dependent and independent ones). Keeping just a single
coordinated threshold cr fails to correctly identify good forwarding opportunities.
To better understand this, consider a scenario where nodes v and © meet. Assume
that the used utility is a hybrid one with two components, one destination dependent
and the other independent. Now assume that node v has a coordinated threshold
cT, that is better than «’s utility value, i.e., ¢, > U,. As a result, node u will never
receive a packet replica from v. However, this is not always the best decision. The high
value of c7, may be the result of a high destination independent component while U,
may contain a high destination dependent component. In this case, replicating the
packet to node u could be advantageous. To overcome this problem, a better approach
would be to utilize one coordinated threshold for each component rather than one
coordinated threshold for the hybrid utility. We plan to investigate such an approach
in the future.

In the second set of simulations we explore the performance gains of COORD over
DF when a Time-to-Live (TTL) deletion mechanism is utilized. The key idea behind
this mechanism is to discard packets that exceed a predefined time limit. Deleting old
packet replicas indirectly bounds replication and reserves network resources. How-
ever, predefining a proper TTL value is very hard since it directly affects the delivery

efficiency of the routing algorithm. In the following, we will focus on the MIT Reality
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Figure 5.5: Performance comparison of COORD and DF under different TTL values
(real-world trace: MIT Reality, traffic load: 5000 packets, storage capacity: unlimited):

(a) Delivery rate (b) total gain in the routing cost

trace although we observed similar findings for all other traces. Fig. 5.5a illustrates the
correlation between TTL value and packet delivery for COORD and DF. We present
results for the best (LTS) and worst (ENC) performing utility metric. In both cases,
small TTL values (equal to one day) result in poor delivery performance (~20%)
while larger TTL values (larger than a month) allows the delivery of most packets.
Interestingly, COORD exhibits the same delivery efficiency as DF does regardless of
the TTL value. At the same time it achieves a remarkable reduction of routing cost
that in some cases is close to ~60% (Fig. 5.5b). Overall, the results confirm that CO-
ORD successfully prunes redundant packet replications even when small TTL values
limit the replication process. For larger values of TLL COORD manages a substantial
routing gain that becomes more evident as TTL increases.

Despite the technological advancements in hardware the required memory for
storing packets still raises concerns. Furthermore, using a large storage space in-
creases the processing requirements as packet handling becomes more challenging.
Therefore, in the last set of simulations we examine COORD and DF in a network
of nodes with limited storage capacity. Stored packets are served using the FIFO
policy and the oldest packet is discarded when the storage buffer gets full. Fig. 5.6a
demonstrates the delivery efficiency of COORD and DF for different values of stor-
age capacity (in packets). Again, only the best and worst performing utility metrics
are presented since all other utilities demonstrate a similar behavior. As expected,

the storage restrictions severely affect the delivery performance in all cases. Finite
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Figure 5.6: Performance comparison of COORD and DF under varying storage ca-
pacity (real-world trace: MIT Reality, traffic load: 5000 packets): (a) Delivery rate (b)
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storage buffers limit the number of packet replicas across the network decreasing the
overall delivery probability. Observe however that COORD appears to outperform DF
in terms of both delivery efficiency and routing cost. While the gain in cost is well ex-
pected based on COORD’s design, the improvement of delivery efficiency is somehow
less clear. Since COORD creates less replicas the available storage space in each node
is higher. Consequently, less packets are dropped and thus they have an increased
probability of being delivered. When the storage capacity is minimal (5 packets) CO-
ORD and DF perform similar because in this case the storage capacity is so limited
that every node is under congestion even with minimal packet replication. On the
other hand, COORD performs increasingly better as the storage capacity increases.
However, we have observed that when the storage capacity increases beyond a limit
COORD and DF converge again to the same delivery efficiency. This is reasonable

because in this case the packet dropping rate becomes negligible.

5.5 Reducing the routing cost through past exclusions

So far we have focused on the synchronization of nodes that make replication deci-
sions. However, a closer look at the replication process reveals that non-carrier nodes,
i.e., nodes that do not hold a replica, could also be part of the synchronization pro-

cess instead of playing a passive role just waiting for carriers to make replication
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decisions. This would be beneficial to the replication process since non-carriers nodes
can provide valuable information to the carrier ones. Such information is whether the
non-carrier node has been rejected as a carrier of a packet in the past. To understand
how this information could be of use let us consider a simple scenario of a node v
coming into contact with node u. Suppose that v would normally replicate the packet
to u, i.e., U, > c7,. If some node z rejected replication to u in the past this means
that c¢r, > U, and therefore a node with a higher utility value already exists in the
network. Therefore v should cancel replication. For efficiency, instead of burdening
the carrier node we implement the aforementioned policy at the non-carrier side by

allowing it to reject a packet replica according to the following criterion:

Definition 5.2 (Exclusion criterion). Node u refrains from receiving a copy of packet

m, if there exists a node z that, in the past, denied u the replication of that packet.

We call the extended algorithm COORD-EC (COORD with exclusion criterion). Note
that the exclusion criterion is fully compatible with COORD’s strategy to replicate
packets only to nodes that hold a better utility value than the highest utility value
in the network. Its novelty is that it allows carrier nodes to coordinate indirectly by
using non-carrier ones. This ability is more critical when carriers have inconsistent
views of the highest utility value in the network. This is a rather common case due
to the infrequent contact rate in such networks. By engaging non-carrier nodes in
the replication process the rate of useful contacts increases, allowing a more complete
coordination that results in better replication decisions.

To better understand the benefits using the exclusion criterion, consider the ex-
ample depicted in Fig. 5.7. Initially, nodes v and z hold a replica of packet m, while
node u is unaware of m. Furthermore, assume that z’s view of the highest utility in
the network is cr, = 0.9 while v’s is only 0.5. Node u has the opportunity to become
a carrier for packet m at time instances t; and ¢, (to > t;) when it meets nodes z
and v, respectively. Node z rejects packet replication in v at ¢; since v has a smaller
utility value than z’s threshold, i.e., U, <c7,. In case that the exclusion criterion is not
utilized (Fig. 5.7a), node v copies m to node u at ¢ due to its inconsistent perception
of the highest utility in the network. On the contrary, when the exclusion criterion is
used (Fig. 5.7b), node u exploits its previous rejection from z and refuses a replica
of m from v, thus saving an extra transmission.

There are two requirements for implementing the exclusion criterion. The first
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Figure 5.7: Example of the replication process under (a) COORD and (b) COORD-EC

where the exclusion criterion is used.

is that a node should be able to identify packets for which was not selected as
a carrier. Recall that such information is not distributed during the anti-entropy
session [1], typically used by all multi-copy routing protocols at the beginning of a
contact. Fortunately, obtaining such information requires no additional exchange of
control messages. Bear in mind that during the anti-entropy session a node typically
receives a list of packets carried by the encountered node in order to determine the set
of unknown packets. By comparing this list with the list of packets that it eventually
receives, the node can infer the set of packets for which it was not selected as a
carrier. In the example of Fig. 5.7, not receiving packet m during the contact with z
allows node u to infer that z had denied the replication of m. The second and more
challenging requirement relates to storing and efficiently accessing what we call the
denial list, i.e., a list containing all the packets ids for which a node was not selected as
a carrier. The size of such a list calls for an efficient and cost effective representation
method. To this end, we utilize Bloom filters [130], a data structure of low storage
requirements that provides fast membership queries. We examine the use of Bloom
filters and its implications in the following.

To explore the gains of using the exclusion criterion, we run a series of simulations
using Adyton [118]. We use two versions of COORD; one that corresponds to the
basic protocol as described in section 5.3 (identified as COORD) and one that utilizes

the exclusion criterion (identified as COORD-EC). For brevity, we only report our
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Figure 5.8: Routing gain of COORD and COORD-EC compared to Delegation For-
warding (trace: MIT Reality, traffic load: 5000 pkts, storage capacity: 20 pkts)

Table 5.3: Average packet delivery ratio (%) of DF, COORD and COORD-EC (trace:
MIT Reality, traffic load: 5000 pkts, storage capacity: 20 pkts)

Protocol LTS | ENC | SPM |PRoPHET|SimBetTS

DF 82.73|57.45(76.49| 74.53 82.14
COORD 84.7460.52|78.27| 78.81 81.08
COORD-EC||84.07/62.10|78.91| 77.39 80.86

Table 5.4: Average packet delay (days) of DF, COORD and COORD-EC (trace: MIT
Reality, traffic load: 5000 pkts, storage capacity: 20 pkts)

Protocol LTS |[ENC|SPM|PRoPHET|SimBetTS

DF 6.10(7.32/16.03| 6.01 6.10
COORD 6.29|7.1816.20| 6.24 6.30
COORD-EC(C||6.32/6.97(6.16| 6.29 6.20

findings using the MIT Reality real-world trace but we observed qualitatively similar
results for the other traces as well. In our simulation scenario we generate 5000
packets with random source/destination pairs. Each packet replica has a maximum
TTL value equal to 20% of the total trace duration, which in the MIT Reality case is
approximately two months. Furthermore, in order to be more realistic, we limit the
storing ability of nodes to a maximum of 20 packets. When the storage buffer of a
node is depleted, then the oldest packet is discarded.

Fig. 5.8 illustrates the routing cost gain of COORD and COORD-EC compared to

Delegation Forwarding. In this experiment we use a version of COORD-EC where we
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assume an ideal data structure for implementing the denial list, i.e., every node can
store an unlimited number of packet identifiers. This allows us to examine the upper
performance bound when we use the exclusion criterion. Later on, we examine the
performance of a more realistic version of COORD-EC. The results justify our ap-
proach; COORD-EC exhibits an enhanced pruning efficiency which results in an up
to 25% improvement compared to COORD. With respect to Delegation Forwarding,
COORD-EC produces 35% to 60% less transmissions, depending on the utility met-
ric in use. Reducing packet replicas also alleviates the storage requirements at each
node. As a result, nodes use the saved space in their buffers to store other replicas,
improving, in most cases, the overall delivery rate (Table 5.3). However, for some
utility metrics the exclusion criterion introduces a slight increase in delivery delay
(Table 5.4). Not only this increase is negligible but to this extent it is also reasonable
if we bear in mind that the efficiency of a utility metric is limited. This means that
there are some rare cases where forwarding replicas to nodes with smaller utility
values can lead to faster delivery paths. However, such cases should be tackled by
the utility metric itself and not by the utility-based replication mechanism.

As previously discussed, the challenge in COORD-EC lies in the efficient imple-
mentation of the denial list. We wish to use limited space for storing such a list of
packet identifiers and at the same time quickly access the list for making a decision
on whether an identifier is in it or not (membership query). A Bloom filter is a
data structure that can provide these operational characteristics. More specifically, a
Bloom filter can be used for representing a set summary. It consists of an array of
M bits and a small number of & hash functions. An element (packet id in our case)
is added by setting to 1 the k bits identified by the k£ hash functions when the input
is the element itself. The membership query is fast (O(k)) since it only involves the
use of the £ hash functions. The trade-off for the space efficiency of Bloom filters
is their probabilistic nature, i.e., there is always a false positive probability f, when
performing a membership query. That is, the response that an element exists in the
filter may be erroneous. In our context, this corresponds to an erroneous reply that
a packet identifier exists in the denial list. It is clear that such false positives may
impair the routing process by erroneously abolishing essential replication decisions.
For that reason, the false positive probability f, should be kept as low as possible.
Note that f, depends on k, M as well as the maximum number of elements stored in
the filter El,,,, [130]:
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The actual false positive probability is less than the one defined in the previous
equation if the number of elements stored in the filter is smaller than Fl,,,,. Keeping
in mind that usually a node has a predefined storage space, we can use the previous
equation to determine the maximum number of packet ids (Fl,,,,) that can be stored
in the Bloom filter in order for f, not to exceed a predefined value. Since a denial list
is continuously populated with more packet ids, we decided to reset the Bloom filter
each time a node accumulates El,,,,+1 packet ids. This approach guarantees that

the false positive rate never exceeds the predefined value therefore the impact in the
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replication process is limited. On the other hand, deleting old packet entries means
that the replication process for those packets switches to the typical COORD operation,
i.e., the replica pruning capability for those packets deteriorates. Therefore, it is clear
that, for a given false positive rate, the size of the filter (or equivalently the maximum
number of elements) determines COORD-EC’s pruning efficiency. The greater the size
the better the pruning capability and vise-versa.

To study the aforementioned trade-off we use the previous simulation environment
and examine the routing cost of COORD-EC with Bloom filters of different sizes. Recall
that according to (5.3), for a given false positive rate, the filter size determines the
maximum number of stored elements. We use a maximum false positive rate of 0.1%
for securing minimal impact on the algorithm’s delivery efficiency. Furthermore, we
choose k=5 as a realistic setting for quick membership decisions in a real-life scenario.
Fig. 5.9 illustrates the routing cost of COORD-EC normalized to that of COORD for
different sizes of the Bloom filter and for different utilities. In the x-axis, along with
the filter size we also report the corresponding FEl,,,, value. For comparison, we
also report the performance of the ideal case of COORD-EC, i.e., the one that every
node stores all packets ids. Note that both COORD and the ideal case of COORD-
EC do not use Bloom filters so their performance is unaffected (both displayed in
dashed lines). Clearly, when the Bloom filter size is small, COORD-EC tends to behave
similar to COORD. This is reasonable since in this case only 50 packet ids can be
stored in the denial list. As a result, the list is frequently reset and a node has little
information for denying redundant replicas. On the other hand, as the Bloom filter
size increases COORD-EC converges to the performance of the ideal case. A bigger
filter size corresponds to an increased El,,.,. As a result, packet ids are deleted more
infrequently and a node has more time to use the information for rejecting replicas.
Even when the filter is reset, the deleted information is probably not of use since it
refers to old packets for which the replication process is probably already completed.
Interestingly, in all cases of our simulation scenarios, a Bloom filter of ~2.95KB can
deliver a performance close to that of the ideal case while a filter as small as ~1.5KB
is sufficient for providing most of the performance improvement. As a final note, it is
important that we can enjoy such gains using filters of relatively small size even when
we choose a low false positive rate such as 0.1%. This secures a minimal impact on

the protocol’s delivery efficiency which is confirmed by our results.
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5.6 Summary

We proposed an energy-efficient multi-copy routing strategy that can work in synergy
with virtually any utility metric in OppNets. The algorithm allows nodes to coordinate
their views regarding the replication process and in this way achieves to significantly
reduce the energy consumption at intermediate nodes without sacrificing its efficiency
in terms of delivery rate and end-to-end delay. We demonstrated, through analysis
and extensive simulations in a diverse range of opportunistic environments, the per-
formance gains of the proposed algorithm over delegation forwarding, which is one
of the state-of-the-art algorithms in this category. Furthermore, we provided an ex-
tension to the proposed algorithm that further improves the energy efficiency by
allowing nodes to deny receiving replicas for which they were previously rejected in

their past contacts.
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CHAPTER O

OTHER CHALLENGES IN OPPORTUNISTIC

NETWORKS

6.1 Performance evaluation through simulation
6.2 Large scale synthetic traces
6.3 The need for congestion control

6.4 Summary

In this chapter we discuss some challenging issues faced when conducting research
on opportunistic networks. In particular, we focus on methods and tools for evaluat-
ing the performance of routing protocols, techniques for producing large scale traces
and congestion control mechanisms for opportunistic networks. We present our solu-
tions for each of the aforementioned issues. Specifically, we present a simulation tool
specially designed to operate on real-world traces, a paradigm for generating large
scale traces using real-world ones and a congestion control algorithm that provides

an effective trade-off between fairness and efficiency.
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6.1 Performance evaluation through simulation

Over the past decade a diverse set of routing algorithms has been proposed in the liter-
ature of opportunistic networks. Building large scale testbeds for evaluating these al-
gorithms is hard since a large number of devices and human participants are required.
Furthermore, the absence of a killer application for opportunistic networks [131] ren-
der the deployment of real-world testbeds even more difficult. For these reasons,
the research community focused on simulation for evaluating the performance of the
proposed routing algorithms.

The initial simulators used for evaluating routing algorithms for OppNets where
the ones used for simulating networking protocols in MANETs. The most common
simulation tools of this category, e.g., ns2 [96], use synthetic mobility models to
generate the node movement. These tools were gradually replaced when the first
real-world experiments on exploring the human interactions appeared. During these
experiments, special devices are distributed among students/faculty or conference
attendees and monitor the interactions between them. The contacts between the par-
ticipants along with their corresponding duration constitute what is known as a
real-world trace. Since existing tools (used for simulating MANETS) are not capable
to process real-world traces, researchers turned to non-generic custom simulators.
However, this approach received a lot of criticism since reproducing and comparing
the results from different custom simulators is very difficult. Furthermore, in most
cases custom simulators are limited to specific algorithms and real-world traces. A
simulation tool that gained popularity and used in many works over the last years
is ONE [132]. This simulator, implemented in Java, is able to generate and simu-
late node movement using various synthetic movement models. Furthermore, it can
import mobility data from real-world traces or other mobility generators. However,
transforming real-word traces to a format compatible with ONE is left to the user. As
a result, each work in the literature that utilizes ONE for evaluation purposes uses
its own method for importing real-word traces. In most occasions, information about
the conversion method used is absent. This complicates the process of reproducing
the simulation results.

Following a different approach from the existing tools, we implemented Ady-
ton [118], a new simulation framework. Adyton is specially designed for evaluating

networking algorithms using real-world traces. Instead of relying on node move-
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Table 6.1: Real-world traces supported by Adyton

Trace Name Environment|Participants|Duration (days)| Type

Intel [121] lab 9 4.15 encounters
Cambridge haggle [120,121]|]lab 12 5.27 encounters
Infocom 05 [121,133] conference 41 2.94 encounters
Infocom 06 [121] conference 98 3.91 encounters
Sigcomm 09 [122,123] conference 76 3.71 encounters
Lyon [134,135] school 242 1.35 encounters
MIT Reality [124,125] campus 97 282.74 encounters
Milano pmtr [127,136] campus A 18.90 encounters
uCsD [137] campus 266 78 AP-based
Dartmouth [138,139] campus 739 119 AP-based
Nodobo [140,141] campus 27 143.89 encounters
SASSY [142,143] campus 25 74.23 encounters
Cambridge upmec [129,144] |[city 52 11.43 encounters
Rollernet [145,146] city 62 0.12 encounters
DieselNet [147,148] city (buses) 37 123.1 encounters
Cabspotting [149,150] city (taxis) 536 23.97 GPS-based

ments, Adyton operates directly on node contacts provided in almost all real-world
traces. For each contact in the trace Adyton simulates the communication among
the participating nodes and applies the forwarding/replication decisions of the cor-
responding routing protocol. Since real-world traces have different formats, Adyton
provides the necessary tools to process the original traces and transform them in
a common compatible format. Table 6.1 summarizes the real-world traces currently
supported by Adyton. We gathered and processed several real-world traces of differ-
ent scale ranging from lab-level to city-level opportunistic environments. Moreover,
Adyton is able to operate on a wide range of synthetic traces as well. More specifi-
cally, it supports traces produced by BonnMotion [151] which is a well-known tool
for creating and analyzing synthetic mobility scenarios proposed in the literature.
As previously mentioned, Adyton operates on a contact-basis which facilitates
an implementation based on the well known event-driven simulation model. This

model is known to be faster and provide more accurate results compared to time-
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Figure 6.1: Packets exchanged during a node contact between Alice and Bob when

Epidemic routing [1] is utilized.

driven simulation. We followed the same approach as most of the existing simulation
tools for opportunistic networks focusing on the network layer and abstracting the
physical and MAC layers. Furthermore, in the current version of Adyton, we assume
that, during a contact, nodes are able to exchange an unlimited number of packets.
In contrast to existing simulation tools, Adyton captures more than the data pack-
ets exchanged among the network nodes. It also simulates the extra communication
required for sharing vital routing information, e.g., nodes’ utility values. This type
of communication is simulated using control packets which are exchanged during a
contact and before any data transmission takes place. The number of control packets
as well as their contents depend on the corresponding routing protocol. For ex-
ample, Fig. 6.1 depicts two sequence diagrams illustrating the packets exchanged
during a contact when Epidemic routing [1] and SimBet [79] protocols is utilized, re-
spectively. Before any data packet transmission, both protocols exchange additional
routing information. In Epidemic routing (Fig. 6.1a), nodes exchange two control
packets which incarnate what is known as anti-entropy session. On the other hand,
SimBet (Fig. 6.1b) requires twice more control packets than Epidemic routing. The

first half updates the contact graph of the node that initiated the contact, i.e., Alice.
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Table 6.2: Routing protocols implemented in Adyton

Routing protocol Strategy |Utility-based
Direct [88] single-copy -
Epidemic [1] multi-copy —
PRoPHET [81,82,152] single-copy v
SimBet [79] single-copy v
SimBetTS [33] multi-copy v
Bubble Rap [153,154] single-copy v
Spray and Wait [31] multi-copy -
LSF Spray and Wait [32] multi-copy v
MSF Spray and Wait [32] multi-copy v
LSF Spray and Focus [35] multi-copy v
Encounter-Based Routing [34] multi-copy v
Delegation Forwarding [36] multi-copy v
Coordinated Delegation Forwarding [155]| multi-copy v
Compare and Replicate multi-copy v
PRoPHET Spray and Wait multi-copy v

The second half is used for advertising Alice’s packets along with their correspond-
ing utility values that allows Bob to request the packets for which is better forwarder
than Alice. It is clear that capturing the overhead introduced by control packets is
important since this overhead is protocol-specific. Table 6.2 summarizes the routing
protocols currently implemented in Adyton. In contrast to the existing tools, Ady-
ton includes a plethora of routing algorithms composing of both single-copy and
multi-copy schemes. Furthermore, Adyton’s design facilitates the incorporation of
new routing algorithms providing the means to easily reuse existing code, e.g., im-
plementation of utility metrics.

Besides selecting a real-world trace and a routing protocol the user can further
customize the simulation by changing the traffic generation scheme and setting the
storage capacity of the network nodes. For storage capacity of finite size Adyton pro-
vides further options for customization. More specifically, the user can select among
a list of drop policies [156,157] that define which packet is dropped when a node’s
buffer gets full. Also, the user is able to set a scheduling policy [157,158] which de-
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termines the transmission sequence of data packets at the sending nodes. Moreover,
Adyton offers a diverse range of congestion control mechanisms' [159-163] that have
been proposed in the literature. In case of multi-copy algorithms, Adyton supports
different deletion mechanisms, i.e., the mechanism for deleting the packet replicas
in the network when one of them reaches the destination. The implemented dele-
tion mechanisms include multiple variations of the TTL approach and the VACCINE
scheme [164].

Adyton’s source code is publicly available under GPLv3 on GitHub?. Currently,
we work towards lifting some of the assumptions made during the initial design, e.g.,

allow the user to adjust the sending capabilities (data rate) of the network nodes.

6.2 Large scale synthetic traces

Real-world traces are extensively used in the field of opportunistic networks. They
are valuable tools for capturing and analyzing the social ties between the participants
that in most cases are humans. Furthermore, they are widely used for evaluating the
performance of networking mechanisms. As a result, real-world traces significantly
influence the design of protocols. However, most real-world traces are of small scale.
As a result, an open research problem is to produce large scale traces of human con-
tacts in order to assess the scalability of the algorithms that provide communication
in opportunistic networks.

Towards this direction, the research community focused on generating synthetic
traces [165] based on modelling user mobility. All proposed schemes model mo-
bility as a result of human activities and social ties. In order to increase realism,
recent approaches target at inheriting certain characteristics that appear in real-world
traces [166,167]. The synthetic traces produced in this way exhibit a power law with
an exponential decay dichotomy distribution of inter-contact periods, similar to the
one observed in real traces [168], as well as a similar distribution of contact duration.

Although reproducing certain characteristics that appear in real-world traces is

essential, there are additional characteristics of equal importance that should be care-

!In the current version of Adyton some of the scheduling policies and congestion control mecha-
nisms are supported only by single-copy routing protocols. Their use in multi-copy protocols is still

experimental.
https://github.com/npapanik/Adyton
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Figure 6.2: Visualized example of CrossWorld output using three building blocks
based on MIT Reality trace

fully examined when generating large scale synthetic traces. Motivated by research
efforts that reveal the “small world” phenomenon when examining the shortest path
in real-world traces [169—171], we focus on the degree of separation between network
nodes. This is a structural network characteristic which is defined as the minimum
number of hops required for delivering a message from one node to another. After
statistically analyzing the hop count of the minimum hop path in various real-world
traces, we observed that all traces exhibit a low degree of separation, i.e., starting from
a node all other nodes can be reached within two hops in most cases. We attribute this
finding to the nature and characteristics of the experimental networks used to collect
the real-word traces. In all examined cases the experiment for collecting the human
contacts: (i) takes place in a limited geographical area, e.g., university campus, and
(ii) the participants are related at least by a “loose” relationship, e.g., some type of
enrolment in the same campus. However, it is reasonable to assume that large scale
networks will not simply involve more nodes but also larger geographical areas and
nodes will not share any kind of social relationship or be geographically co-located.
In fact, the statistical analysis of large scale location traces of mobile users has con-
firmed that individuals live and travel in different confined regions [172]. Therefore,
it is reasonable to expect that large scale opportunistic networks will exhibit a larger
degree of separation.

Current synthetic mobility models are not designated to produce large scale traces
with increased degree of separation. Therefore, we designed a new paradigm tailored
for this task, called CrossWorld [173]. Instead of modelling user mobility, CrossWorld
uses existing real-world traces as the building blocks of a larger network. Each block

represents a network that evolves in a specific geographic area and its users are related
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at least by a “loose” relationship, e.g., people enrolled in a campus. Some users have
multiple enrolments in different small scale networks, being in this way the “glue”
that brings together the building blocks. The building blocks in our model can be
seen as groups of users that move in a confined region and happen to be located
in the same area and/or share some kind of social relationship [172]. At the same
time, users with multiple enrolments may be associated with individuals moving in
larger regions, therefore travelling over longer distances and producing contacts with
nodes in different building blocks. Fig. 6.2 visualizes an example of a CrossWorld
trace consisting of three building blocks in a linear arrangement. In this example,
each building block is based on the MIT Reality real-world trace [124,125] resulting
in an opportunistic network composed of 291 nodes.

CrossWorld produces large scale synthetic traces that preserve a set of attributes
that have been witnessed in the real-world traces. More specifically, the generated
traces exhibit: (i) a high clustering coefficient, (ii) a power law distribution of inter-
contact time with an exponential decay dichotomy, and (iii) a distribution of contact
duration similar to that of real-world traces. However, the most important feature of
CrossWorld is its capability to produce large scale traces with a configurable degree
of separation. Moving a step further, we set up an experimental study assessing the
performance of state-of-the-art routing protocols under large scale synthetic traces
with varying degree of separation produced by CrossWorld. Our experimental results
emphasize the need for designing new routing approaches for large scale oppor-
tunistic networks. More specifically, we reveal that current schemes face significant

performance challenges when the degree of separation increases.

6.3 The need for congestion control

The prominent routing approach in Opportunistic networks is utility-based routing.
Network nodes exploit the contacts that occur between them in order to make greedy
decisions based on a utility metric that captures the fitness of each node for delivering
and forwarding packets to their destinations. Despite its efficiency, this approach is
known to cause the phenomenon of highly unbalanced loading of the nodes [174].
This results in a small subset of nodes handling most of the traffic load in the whole

network. In the case of a realistic opportunistic network, where the resources of
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nodes are limited, the aforementioned phenomenon has a severe impact on routing
performance because it induces a large number of packet drops. As a result, one of
the challenges in opportunistic networks is to design congestion control mechanisms
that prevent packet drops and leave the routing efficiency unaffected.

Several approaches that aim to minimize the performance degradation due to
congestion have been proposed [175]. These approaches can be classified into those
applicable to multi-copy routing protocols and those tailored for single-copy ones.
The approaches in the first class benefit from the existence of multiple packet repli-
cas that mitigate the effects of packet drops to some extent. In the latter case, the
problem of congestion control is more challenging since a single packet drop has
an immediate impact on the delivery efficiency. Two types of single-copy congestion
control approaches can be identified: (i) those that aim at enhancing fairness [160],
and (ii) those that aim at avoiding storage congestion and strive for a better delivery
performance [159]. The rationale in the first category is that energy is a limited re-
source therefore fairness is required in using the nodes as relays. However, fairness
is achieved at the expense of delay. The idea behind the second category is to exploit
alternative paths in order to bypass the area of congestion. However, this approach
is usually poor in fairness and at the same time induces an increased cost in terms
of transmissions in order to reduce delay and vice versa.

Motivated by the observation that a profitable trade-off between fairness and effi-
ciency can be achieved, we devise a novel congestion control mechanism that maxi-
mizes the delivery efficiency while achieving a low end-to-end delay at the expense of
a reasonably low cutback in fairness. The proposed algorithm called Congestion Con-
trol with Adjustable Fairness (CCAF) [163] incarnates the described functionality in a
generic manner that can be incorporated into virtually any utility-based routing pro-
tocol. CCAF provides, through a tunable parameter, a trade-off between fairness and
end-to-end delay without impacting and in some cases improving the delivery ratio.
Furthermore, we provide a method for dynamically adjusting the tunable parameter
based on the social ties among the network nodes. Each network node acts as a relay
and offers its resources to carry packets destined to its friends rather than strangers.
Delivering a packet to a friend is easier than delivering it to a stranger resulting in
nodes carrying packets for smaller amounts of time and significantly improving the
routing performance. Our approach is also suitable for cases of social selfishness in

opportunistic networks [176] where nodes are willing to exchange packets only with
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those whom they have social relationships. We validated the effectiveness of CCAF
through simulations in a wide range real-world traces using SimBetTS as the under-
lying routing protocol. In all cases, the overall routing performance is significantly
improved. At the same time, CCAF exhibits a varying level of fairness that depends on
the network traffic. More specifically, CCAF maximizes fairness in cases it is needed
the most, i.e, when the offered network load increases.

In our ongoing work, we are investigating other methods to tune the trade-off
between fairness and routing performance based on local and network-wide infor-
mation. Furthermore, we examine possible ways to extend CCAF in order to work in

synergy with multi-copy routing algorithms.

6.4 Summary

We examined a series of heterogeneous topics in opportunistic networks closely re-
lated to the context of this thesis. From realistic simulation and large scale synthetic
traces to the need for congestion control, we discussed the open research problems

and provided efficient solutions.
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CHAPTER 7

ConcLusioNs AND FuTurRe WoORK

7.1 Conclusions

7.2 Future work

7.1 Conclusions

One of the main challenges in wireless ad hoc networks is designing energy efficient
networking protocols. In this thesis, we focused on two well-known classes of wire-
less ad hoc networks; MANETs and OppNets. In both classes, there are situations
where fair communication is only provided through protocols that spread multiple
packet instances across the network. This approach is extensively used in efficient
broadcasting in MANETSs and routing in OppNets. In both cases, we investigated the
impact of using multiple packet duplicates on the energy efficiency of networking
algorithms. Furthermore, we introduced novel schemes that target at minimizing the
energy efficiency through the reduction of the number of transmissions (replications),
without impacting the overall performance.

In the field of broadcasting in MANETS, we examined energy-efficient schemes that
combine traditional algorithms with network coding. Initially, we focused on XOR-
based broadcasting where we: (i) fixed a performance issue due to the incompatibility
between network coding and the underlying broadcast algorithm, (ii) addressed some
implementation concerns of network coding, and (iii) demonstrated how XOR-based

coding can be used towards reducing delay. We demonstrated through extensive ex-
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periments that the common approach of applying XOR-based network coding over
conventional broadcasting suffers from performance breakdowns. To tackle the prob-
lem, we provided a solution proposing a novel termination criterion for the underly-
ing broadcasting algorithm that is fully compatible with XOR-based network coding.
Moving a step further, we designed a XOR-based broadcast algorithm that, in addition
to the new termination criterion, utilizes a lightweight method for detecting coding
opportunities. The proposed algorithm also exploits information originally used only
for coding purposes to reduce the number of transmissions. Finally, we introduced
the concept of “Coded Redundancy” that, in contrast to existing approaches, uses
XOR-based network coding towards reducing the end-to-end delay without compro-
mising the overall delivery and energy efficiency.

Along with XOR-based coding approaches, we investigated energy efficient broad-
cast schemes that utilize random linear network coding (RLNC). Our key contribution
in this field is that, for the first time, we combined the resilience of RLNC with the
pruning efficiency of CDS-based broadcasting. We developed an analytical model that
highlights RLNC’s increased resilience to packet losses compared to XOR-based cod-
ing. However, our model also revealed that the common approach in the literature
which is to apply random linear coding on top of probabilistic forwarding impairs the
performance of coding. To this end, we devised a novel RLNC-based broadcast algo-
rithm that combines RLNC with a deterministic underlying scheme specially designed
to prune transmissions. In order to increase reliability in poorly connected nodes, we
proposed an extension of the basic algorithm that enhances the topology-awareness.
Moreover, we provided a practical distributed scheme for managing packet genera-
tions that is key issue in RLNC-based broadcasting when inter-source coding is used.
Through extensive experiments, we demonstrated that our proposed algorithms sig-
nificantly reduce the energy costs of broadcasting while at the same time achieve a
better and faster delivery performance compared to state-of-the-art.

In the second part, we examined routing in OppNets focusing on replication-based
schemes that use multiple packet instances to increase routing efficiency. Motivated
by approaches that perform packet replication dynamically using the utility values
of carrier nodes, we proposed a novel routing scheme that significantly enhances
the energy efficiency at negligible cost and without compromising the overall routing
performance compared to the state-of-the-art algorithms. To accomplish this, our ap-

proach allows carrier nodes to coordinate their views regarding the replication process
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and make forwarding/replication decisions accordingly. Furthermore, we provided an
extension that further increases the energy efficiency by allowing non-carrier nodes
to play a more active role in the replication process. Each non-carrier node refrains
from receiving replicas for which it was previously rejected. For the proposed exten-
sion, we presented a lightweight implementation based on bloom filters tailored for
opportunistic environments where the storage capacity of network nodes is limited.
Finally, we demonstrated the performance gains of our solutions through analysis as
well as extensive simulations on real-world opportunistic traces.

We also provided solutions to some additional issues that arise when researching
OppNets and are closely related to the context of this thesis. In particular, we imple-
mented an event-driven simulator for evaluating the performance of routing schemes
under a diverse range real-world and synthetic opportunistic traces. Furthermore, we
developed a new paradigm for constructing large scale synthetic traces that exhibit a
configurable degree of separation and similar characteristics with real-world traces.
Finally, we highlighted the need for congestion control when routing in OppNets
with sparse resources and devised a novel congestion control algorithm that can be

easily incorporated into virtually any single-copy utility-based algorithm.

7.2 Future work

In the following, we discuss some short-term and long-term perspectives for improv-
ing the energy efficiency in wireless ad hoc networks.

In chapters 3 and 4, we demonstrated the ability of network coding to signifi-
cantly enhance the energy efficiency of broadcasting in MANETS. However, applying
network coding requires additional node resources in terms of processing and stor-
age space. That is true regardless of the coding technique utilized. Although we have
already examined the aforementioned impact to some extent, there is still work to be
done. This is because such a task strongly depends on the implementation specifics of
the network coding techniques that cannot be captured through simulation. There-
fore, we plan to examine practical ways to deploy the proposed schemes on real
hardware and create a testbed for experimentation. Furthermore, we plan to inves-
tigate the viability of coding-based broadcast schemes that utilize XOR and RLNC

simultaneously. XOR coding can be used for pruning transmissions while RLNC can
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provide resilience to packet loss. Towards this direction, we envision a coding scheme
where XOR operates over RLNC allowing intermediate nodes to take advantage of
local coding opportunities by XORing RLNC packets in a hop-by-hop fashion.

In the field of routing in OppNets we have already emphasized the need for de-
signing new routing strategies. Through extensive simulations on large scale synthetic
traces produced with CrossWorld (section 6.2), we revealed that state-of-the-art rout-
ing algorithms exhibit a systematic performance degradation when the degree of sepa-
ration increases. Despite its effectiveness on real-world cases, COORD (Chapter 5), also
faces the same performance challenges. A promising direction towards coping with
such cases is to utilize multiple utility metrics in the routing process. This approach
is suitable for large scale traces comprised of nodes that tend to form distinct com-
munities. Destination dependent utilities can be used to deliver packets inside a com-
munity, while destination independent metrics can be utilized for inter-community
communication. Furthermore, we plan to investigate how other network mechanisms
affect the routing efficiency in OppNets. Typical examples include packet scheduling
policies, buffer management algorithms and congestion control mechanisms. Towards
this direction, we intend to expand the Adyton simulator (section 6.1) that we recently
released under GPLv3.

A long-term perspective lies in designing XOR-based routing algorithms for Opp-
Nets. Similar to RLNC [177-179], XOR coding can be utilized to enhance the routing
performance in OppNets. However, incorporating XOR coding into routing in Opp-
Nets is a challenging task. In most cases, nodes come into contact in pairs due to
intermittent connectivity. As a result, exploiting packet overhearing that is essential
for applying traditional XOR coding is not possible. We plan to explore alternative
ways to utilize XOR coding for enhancing the routing performance in OppNets. An
interesting idea is to use XOR coding towards economizing on storage space and
reducing the packet drops. Assuming that senders temporarily store the packets that
generate, intermediate nodes can exploit coding opportunities to XOR packets to-
gether in order to save buffer space. Then, by using the same routing principles the

encoded packets can be forwarded to the corresponding destinations to be decoded.

130



BIBLIOGRAPHY

[1]

[2]

[3]

[4]

[5]

[6]

[7]

A. Vahdat, D. Becker, et al., “Epidemic routing for partially connected ad hoc
networks,” in Duke University, C5-200006,2000.

D. Miorandi, S. Sicari, F. D. Pellegrini, and I. Chlamtac, “Internet of things:
Vision, applications and research challenges,” Ad Hoc Networks, vol. 10, no. 7,
pp. 1497 — 1516, 2012.

D. G. Reina, S. L. Toral, F. Barrero, N. Bessis, and E. Asimakopoulou, “The
role of ad hoc networks in the internet of things: A case scenario for smart en-
vironments,” in Internet of Things and Inter-cooperative Computational Technologies
for Collective Intelligence (N. Bessis, F. Xhafa, D. Varvarigou, R. Hill, and M. Li,
eds.), pp. 89-113, Berlin, Heidelberg: Springer Berlin Heidelberg, 2013.

P. Bellavista, G. Cardone, A. Corradi, and L. Foschini, “Convergence of manet
and wsn in iot urban scenarios,” IEEE Sensors Journal, vol. 13, no. 10, pp. 3558—
3567, 2013.

G. Fanti, Y. B. David, S. Benthall, E. Brewer, and S. Shenker, “Rangzen: Cir-
cumventing government-imposed communication blackouts,” University of Cal-
ifornia, Berkeley, Tech. Rep. UCB/EECS-2013-128, 2013.

F. Rebecchi, M. D. de Amorim, V. Conan, A. Passarella, R. Bruno, and M. Conti,
“Data offloading techniques in cellular networks: A survey,” IEEE Communi-

cations Surveys Tutorials, vol. 17, no. 2, pp. 580-603, 2015.

M. Conti and S. Giordano, “Mobile ad hoc networking: milestones, challenges,
and new research directions,” IEEE Communications Magazine, vol. 52, no. 1,
pp- 85-96, 2014.

131



[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

V. F. Mota, F. D. Cunha, D. F. Macedo, J. M. Nogueira, and A. A. Loureiro,
“Protocols, mobility models and tools in opportunistic networks: A survey,”

Computer Communications, vol. 48, pp. 5 — 19, 2014.

B. Williams and T. Camp, “Comparison of Broadcasting Techniques for Mobile
Ad Hoc Networks,” in ACM Proc. Int. Symp. Mobile Ad Hoc Networking &
Computing (MobiHoc), pp. 194-205, 2002.

P. Ruiz and P. Bouvry, “Survey on Broadcast Algorithms for Mobile Ad Hoc
Networks,” ACM Comput. Surv., vol. 48, no. 1, pp. 8:1-8:35, 2015.

I. Stojmenovic and J. Wu, “Broadcasting and activity scheduling in ad hoc
networks,” in Mobile Ad Hoc Networking (S. Basagni, M. Conti, S. Giordano, and
I. Stojmenovic, eds.), ch. 7, pp- 205-229, Wiley-IEEE Press, 2005.

O. Liang, Y. A. Sekercioglu, and N. Mani, “A survey of multipoint relay based
broadcast schemes in wireless ad hoc networks,” IEEE Communications Surveys
& Tutorials, vol. 8, no. 4, pp. 30—-46, 2006.

D. Reina, S. Toral, P. Johnson, and F. Barrero, “A survey on probabilistic broad-
cast schemes for wireless ad hoc networks,” Ad Hoc Networks, vol. 25, Part A,
pp- 263 — 292, 2015.

M. Abolhasan, T. Wysocki, and E. Dutkiewicz, “A review of routing protocols
for mobile ad hoc networks,” Elsevier Ad hoc Networks, vol. 2, no. 1, pp. 1-22,
2004.

A. Boukerche, B. Turgut, N. Aydin, M. Z. Ahmad, L. B6léni, and D. Turgut,
“Routing protocols in ad hoc networks: A survey,” Computer Networks, vol. 55,
no. 13, pp. 3032 — 3080, 2011.

A. N. Mian, R. Baldoni, and R. Beraldi, “A survey of service discovery protocols
in multihop mobile ad hoc networks,” IEEE Pervasive Computing, vol. 8, no. 1,
pp. 66—74, 2009.

C. Ververidis and G. Polyzos, “Service discovery for mobile Ad Hoc networks:

a survey of issues and techniques,” IEEE Communications Surveys Tutorials,
vol. 10, no. 3, pp. 30-45, 2008.

132



[18] Y. Luo and O. Wolfson, “Mobile P2P Databases,” in Encyclopedia of GIS, pp. 671—
677, Springer US, 2008.

[19] R. Ahlswede, N. Cai, S.-Y. Li, and R. Yeung, “Network information flow,” IEEE
Trans. Information Theory, vol. 46, no. 4, pp. 1204-1216, 2000.

[20] S. Katti, H. Rahul, W. Hu, D. Katabi, M. Medard, and J. Crowcroft, “Xors in
the air: Practical wireless network coding,” IEEE/ACM Trans. on Networking,
vol. 16, no. 3, pp. 497-510, 2008.

[21] L. Li, R. Ramjee, M. Buddhikot, and S. Miller, “Network Coding-Based Broad-
cast in Mobile Ad-hoc Networks,” in Proc. IEEE Int. Conf. Computer Commu-
nications (INFOCOM), pp. 1739-1747, 2007.

[22] P. A. Chou, Y. Wu, and K. Jain, “Practical network coding,” in Proc. Allerton
Conf. Communication, Control and Computing, pp. 40-49, 2003.

[23] C. Fragouli, J. Widmer, and J.-Y. Le Boudec, “Efficient Broadcasting Using
Network Coding,” IEEE/ACM Trans. Networking, vol. 16, no. 2, pp. 450-463,
2008.

[24] J. Yu, N. Wang, G. Wang, and D. Yu, “Connected dominating sets in wireless
ad hoc and sensor networks — A comprehensive survey,” Elsevier Computer

Communications, vol. 36, no. 2, pp. 121-134, 2013.

[25] A. Qayyum, L. Viennot, and A. Laouiti, “Multipoint relaying for looding broad-
cast messages in mobile wireless networks,” in Proc. Annu. Hawaii Int. Conf.
System Sciences, pp. 3866-3875, 2002.

[26] H. Lim and C. Kim, “Flooding in wireless ad hoc networks,” Elsevier Computer

Communications, vol. 24, no. 3—4, pp. 353-363, 2001.

[27] W. Lou and ]J. Wu, “On reducing broadcast redundancy in ad hoc wireless

networks,” IEEE Trans. Mobile Computing, vol. 1, no. 2, pp. 111-122, 2002.

[28] S.-Y. Li, R. Yeung, and N. Cai, “Linear network coding,” IEEE Trans. Information
Theory, vol. 49, no. 2, pp. 371-381, 2003.

133



[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

T. Ho, R. Koetter, M. Medard, D. Karger, and M. Effros, “The benefits of coding
over routing in a randomized setting,” in IEEE Proc. Int. Symp. Information
Theory, p. 442, 2003.

Z. Zhang, “Routing in intermittently connected mobile ad hoc networks and
delay tolerant networks: overview and challenges,” IEEE Communications Sur-

veys Tutorials, vol. 8, no. 1, pp. 24-37, 2006.

T. Spyropoulos, K. Psounis, and C. S. Raghavendra, “Efficient routing in in-
termittently connected mobile networks: the multiple-copy case,” IEEE/ACM
Trans. Netw., vol. 16, no. 1, pp. 77-90, 2008.

T. Spyropoulos, T. Turletti, and K. Obraczka, “Routing in delay-tolerant net-
works comprising heterogeneous node populations,” IEEE Trans. Mobile Com-
put., vol. 8, no. 8, pp. 1132-1147, 2009.

E. M. Daly and M. Haahr, “Social network analysis for information flow in
disconnected delay-tolerant MANETs,” IEEE Trans. Mobile Comput., vol. 8,
no. 5, pp. 606-621, 2009.

S. C. Nelson, M. Bakht, and R. Kravets, “Encounter-based routing in DTNs,”
in Proc. IEEE Int. Conf. Comput. Commun. (INFOCOM), pp. 846-854, 2009.

T. Spyropoulos, K. Psounis, and C. Raghavendra, “Efficient routing in inter-
mittently connected mobile networks: The multiple-copy case,” IEEE Trans.
Netw., vol. 16, no. 1, pp. 77-90, 2008.

V. Erramilli, M. Crovella, A. Chaintreau, and C. Diot, “Delegation Forwarding,”
in Proc. ACM Int. Conf. Mobile Ad Hoc Netw. and Comp. (MobiHoc), pp. 251-260,
2008.

S.-Y. Ni, Y.-C. Tseng, Y.-S. Chen, and J.-P. Sheu, “The broadcast storm problem
in a mobile ad hoc network,” in ACM/IEEE Proc. Int. Conf. Mobile Computing
and Networking, pp. 151-162, 1999.

J. Wu and H. Li, “On calculating connected dominating set for efficient routing
in ad hoc wireless networks,” in ACM Proc. Int. Workshop Discrete Algorithms
and Methods for Mobile Computing and Communications, pp. 7-14, 1999.

134



[39] F. Dai and J. Wu, “Distributed dominant pruning in ad hoc networks,” in IEEE
Int. Conf. Communications (ICC), pp. 353-357, 2003.

[40] J. Wu, F. Dai, and S. Yang, “Iterative local solutions for connected dominating
set in ad hoc wireless networks,” IEEE Trans. on Computers, vol. 57, pp. 702—
715, 2008.

[41] C. Adjih, P. Jacquet, and L. Viennot, “Computing connected dominated sets with
multipoint relays,” Ad Hoc and Sensor Wireless Networks, Old City Publishing,
vol. 1, no. 1-2, pp. 27-39, 2005.

[42] ]J. Wu, “An enhanced approach to determine a small forward node set based on
multipoint relays,” in IEEE Vehicular Technology Conf. (VTC), vol. 4, pp. 2774—
2777, 2003.

[43] J. Wu, W. Lou, and F. Dai, “Extended multipoint relays to determine connected
dominating sets in manets,” IEEE Trans. on Computers, vol. 55, no. 3, pp. 334—

347, 2006.

[44] X. Chen and ]. Shen, “Reducing connected dominating set size with multi-
point relays in ad hoc wireless networks,” in IEEE Proc. Int. Symp. Parallel
Architectures, Algorithms and Networks, pp. 539-543, 2004.

[45] W. Peng and X.-C. Lu, “On the reduction of broadcast redundancy in mobile
ad hoc networks,” in IEEE Annual Workshop Mobile and Ad Hoc Networking and
Computing, pp. 129-130, 2000.

[46] I. Stojmenovic, M. Seddigh, and ]. Zunic, “Dominating sets and neighbor
elimination-based broadcasting algorithms in wireless networks,” IEEE Trans.

Parallel Distributed Systems, vol. 13, no. 1, pp. 14-25, 2002.

[47] 1. Stojmenovic, “Comments and corrections to “Dominating sets and neighbor
elimination-based broadcasting algorithms in wireless networks”,” IEEE Trans.

Parallel Distributed Systems, vol. 15, no. 11, pp. 1054-1055, 2004.

[48] A. A.Khan, I. Stojmenovic, and N. Zaguia, “Parameterless broadcasting in static
to highly mobile wireless ad hoc, sensor and actuator networks,” in IEEE Int.

Conf. Advanced Information Networking and Applications, pp. 620-627, 2008.

135



[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

F. J. Ros, P. M. Ruiz, and I. Stojmenovic, “Acknowledgment-based broadcast
protocol for reliable and efficient data dissemination in vehicular ad hoc net-
works,” IEEE Trans. Mobile Computing, vol. 11, no. 1, pp. 33—46, 2012.

D. Nguyen and P. Minet, “Analysis of MPR Selection in the OLSR Proto-
col,” in IEEE Int. Conf. Adv. Information Networking and Applications Workshops
(AINAW), vol. 2, pp. 887-892, 2007.

F. J. Ros and P. M. Ruiz, “Minimum broadcasting structure for optimal data
dissemination in vehicular networks,” IEEE Trans. Vehicular Technology, vol. 62,
no. 8, pp. 3964-3973, 2013.

J. H. Ahn and T. J. Lee, “A multipoint relay selection method for reliable
broadcast in ad hoc networks,” in IEEE Int. Conf. ICT Convergence (ICTC),
pp. 616-617, 2011.

M. Khabbazian, I. F. Blake, and V. K. Bhargava, “Local broadcast algorithms
in wireless ad hoc networks: Reducing the number of transmissions,” IEEE

Trans. Mobile Computing, vol. 11, no. 3, pp. 402-413, 2012.

W. Lou and J. Wu, “Double-covered broadcast (DCB): a simple reliable broad-
cast algorithm in manets,” in Proc. IEEE Int. Conf. Computer Communications
(INFOCOM), vol. 3, pp. 2084-2095, 2004.

S. Wang, A. Vasilakos, H. Jiang, X. Ma, W. Liu, K. Peng, B. Liu, and Y. Dong,
“Energy Efficient Broadcasting Using Network Coding Aware Protocol in Wire-
less Ad Hoc Network,” in IEEE Int. Conf. Communications (ICC), pp. 1-5, 2011.

S. Wang, C. Wang, K. Peng, G. Tan, H. Jiang, and Y. Dong, “Network coding
over connected dominating set: energy minimal broadcasting in wireless ad

hoc networks,” Springer Wireless Networks, vol. 20, no. 5, pp. 1023-1036, 2013.

T. Kunz and L. Li, “Broadcasting in multihop mobile tactical networks: To
network code or not,” in ACM Proc. Int. Wireless Communications and Mobile
Computing Conf., pp. 676-680, 2010.

P. Ostovari, J. Wu, and A. Khreishah, “Deadline-aware broadcasting in wireless
networks with local network coding,” in Proc. IEEE Int. Conf. Computing,
Networking and Communications (ICNC), pp. 1123-1127, 2012.

136



[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

S. Yang and ]J. Wu, “Efficient Broadcasting Using Network Coding and Di-
rectional Antennas in MANETS,” IEEE Trans. Parallel and Distributed Systems,
vol. 21, no. 2, pp. 148-161, 2010.

J. Widmer and ].-Y. Le Boudec, “Network Coding for Efficient Communica-
tion in Extreme Networks,” in Proc. ACM SIGCOMM Workshop Delay-tolerant
Networking (WDTN), pp. 284-291, 2005.

T. Kunz, K. Mahmood, and A. Matrawy, “Broadcasting in multihop wireless
networks: The case for multi-source network coding,” in Proc. IEEE Int. Conf.
Communications (ICC), pp. 6679-6684, 2012.

N. Papanikos and E. Papapetrou, “Deterministic broadcasting and random lin-
ear network coding in mobile ad hoc networks,” Computing Research Repository
(CoRR), vol. arXiv:1411.4465, 2014.

N. Kadi and K. Agha, “Network coding for MPR-based flooding in ad hoc
wireless networks under mobility conditions,” Springer-Verlag Annals Telecom-

munications, vol. 66, no. 5-6, pp. 319-329, 2011.

S. Wang, G. Tan, Y. Liu, H. Jiang, and T. He, “Coding Opportunity Aware
Backbone Metrics for Broadcast in Wireless Networks,” IEEE Trans. Parallel
and Distributed Systems, vol. 25, pp. 1999-2009, Aug 2014.

N. Rahnavard, B. N. Vellambi, and F. Fekri, “CRBcast: a reliable and energy-
efficient broadcast scheme for wireless sensor networks using rateless codes,”
IEEE Trans. Wireless Communications, vol. 7, no. 12, pp. 5390-5400, 2008.

B. Vellambi, N. Rahnavard, and F. Fekri, “FTS: A distributed energy-efficient
broadcasting scheme using fountain codes for multihop wireless networks,”
IEEE Trans. Communications, vol. 58, no. 12, pp. 3561-3572, 2010.

A. Asterjadhi, E. Fasolo, M. Rossi, J]. Widmer, and M. Zorzi, “Toward network
coding-based protocols for data broadcasting in wireless Ad Hoc networks,”
IEEE Trans. Wireless Communications, vol. 9, no. 2, pp. 662-673, 2010.

I. Hou, Y. Tsai, T. Abdelzaher, and I. Gupta, “Adapcode: Adaptive network
coding for code updates in wireless sensor networks,” in Proc. IEEE Int. Com-
puter Communications (INFOCOM), pp. 1517-1525, 2008.

137



[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[77]

[78]

S. Y. Cho and C. Adjih, “Wireless Broadcast with Network Coding: Dynamic
Rate Selection,” in Advances in Ad Hoc Networking: Proc. Annual Mediterranean
Ad Hoc Networking Workshop, pp. 191-202, 2008.

Z. Yang, M. Li, and W. Lou, “R-Code: Network coding-based reliable broadcast
in wireless mesh networks,” Elsevier Ad Hoc Networks, vol. 9, no. 5, pp. 788-798,
2011.

J. Subramanian, R. Morris, and H. Balakrishnan, “UFlood: High-throughput
flooding over wireless mesh networks,” in Proc. IEEE Int. Conf. Computer
Communications (INFOCOM), pp. 82-90, 2012.

S. Chachulski, M. Jennings, S. Katti, and D. Katabi, “Trading structure for ran-
domness in wireless opportunistic routing,” ACM SIGCOMM Comput. Commun.
Rev., vol. 37, no. 4, pp. 169-180, 2007.

D. Koutsonikolas, Y. C. Hu, and C.-C. Wang, “Pacifier: High-throughput,
Reliable Multicast Without “Crying Babies” in Wireless Mesh Networks,”
IEEE/ACM Trans. Networking, vol. 20, no. 5, pp. 1375-1388, 2012.

P. Ostovari, A. Khreishah, and J. Wu, “Deadline-aware broadcasting in wireless
networks with network coding,” in Proc. IEEE Conf. Global Communications
(GLOBECOM), pp. 4435-4440, 2012.

A. Chaintreau, P. Hui, ]J. Crowcroft, C. Diot, R. Gass, and ]. Scott, “Impact of
human mobility on opportunistic forwarding algorithms,” IEEE Transactions

on Mobile Computing, vol. 6, no. 6, pp. 606—620, 2007.

A. Chaintreau, A. Mtibaa, L. Massoulie, and C. Diot, “The diameter of op-
portunistic mobile networks,” in ACM Proc. CoNEXT Conf., pp. 12:1-12:12,
2007.

S. Gaito, E. Pagani, and G. P. Rossi, “Strangers help friends to communicate
in opportunistic networks,” Computer Networks, vol. 55, no. 2, pp. 374 — 385,
2011.

V. Erramilli, A. Chaintreau, M. Crovella, and C. Diot, “Diversity of forwarding
paths in pocket switched networks,” in Proc. ACM SIGCOMM Internet Meas.
Conf. (IMC), pp. 161-174, 2007.

138



[79]

[80]

[81]

[82]

[83]

[84]

[85]

[86]

[87]

[88]

[89]

E. M. Daly and M. Haahr, “Social network analysis for routing in disconnected
delay-tolerant manets,” in ACM Proc. Int. Symposium Mobile Ad Hoc Netw. and
Comput. (MobiHoc), pp. 32-40, ACM, 2007.

H. Dubois-Ferriere, M. Grossglauser, and M. Vetterli, “Age matters: efficient
route discovery in mobile ad hoc networks using encounter ages,” in Proc.
ACM Mobile Ad Hoc Netw. and Comput. (MobiHoc), pp. 257-266, 2003.

A. Lindgren, A. Doria, and O. Schelén, “Probabilistic routing in intermittently
connected networks,” ACM SIGMOBILE Mobile Comput. and Commun. Rev.,
vol. 7, no. 3, pp. 19-20, 2003.

S. Grasic, E. Davies, A. Lindgren, and A. Doria, “The evolution of a dtn routing
protocol - prophetv2,” in Proc. ACM Workshop Challenged Netw. (CHANTS),
pp- 27-30, 2011.

E. Bulut and B. K. Szymanski, “Friendship based routing in delay tolerant
mobile social networks,” in Global Telecommunications Conference (GLOBECOM
2010), 2010 IEEE, pp. 1-5, IEEE, 2010.

E. Bulut and B. K. Szymanski, “Exploiting friendship relations for efficient
routing in mobile social networks,” IEEE Trans. Parallel Distrib. Syst., vol. 23,
no. 12, pp. 2254-2265, 2012.

P. V. Marsden, “Egocentric and sociocentric measures of network centrality,”
Social networks, vol. 24, no. 4, pp. 407-422, 2002.

L. C. Freeman, “A set of measures of centrality based on betweenness,” Sociom-

etry, pp. 3541, 1977.

M. S. Granovetter, “The strength of weak ties,” American journal of sociology,
pp. 1360-1380, 1973.

R. C. Shah, S. Roy, S. Jain, and W. Brunette, “Data mules: Modeling and analysis
of a three-tier architecture for sparse sensor networks,” Ad Hoc Networks, vol. 1,
no. 2, pp. 215-233, 2003.

T. Spyropoulos, K. Psounis, and C. S. Raghavendra, “Efficient routing in inter-
mittently connected mobile networks: The single-copy case,” IEEE/ACM Trans.
Netw., vol. 16, no. 1, pp. 63-76, 2008.

139



[90]

[91]

[92]

[93]

[94]

[95]

[96]

[97]

[98]

W. Woon and K. Yeung, “Enhanced Termination Condition for Deterministic
Broadcasting Protocols in Mobile Ad Hoc Networks,” in IEEE Vehicular Tech-
nology Conference Fall (VTC), pp. 1-5, Sept 2010.

L. Zhu, B.-S. Lee, B.-C. Seet, K.-J. Wong, G. Liu, S.-Y. Huang, and K.-K. Lee,
“Performance of New Broadcast Forwarding Criteria in MANET,” in Information
Networking. Networking Technologies for Broadband and Mobile Networks, vol. 3090

of Lecture Notes in Computer Science, pp. 34—43, Springer Berlin Heidelberg,
2004.

T. H. Cormen, C. Stein, R. L. Rivest, and C. E. Leiserson, Introduction to Algo-
rithms. McGraw-Hill Higher Education, 2nd ed., 2001.

M. Baysan, K. Sarac, R. Chandrasekaran, and S. Bereg, “A polynomial time
solution to minimum forwarding set problem in wireless networks under unit
disk coverage model,” IEEE Trans. Parallel and Distributed Systems, vol. 20,
no. 7, pp. 913-924, 2009.

M. Baysan, K. Sarac, and R. Chandrasekaran, ‘“Polynomial time solution to
minimum forwarding set problem in wireless networks under disk coverage

model,” Elsevier Ad Hoc Networks, vol. 10, no. 7, pp. 1253 — 1266, 2012.

S. Agathos and E. Papapetrou, “On the Set Cover Problem for Broadcasting
in Wireless Ad Hoc Networks,” IEEE Communications Letters, vol. 17, no. 11,
pp- 2192-2195, 2013.

S. McCanne and S. Floyd, “ns2 - Network Simulator.” http://www.isi.edu/
nsnam/ns/.
C. Bettstetter, G. Resta, and P. Santi, “The node distribution of the random

waypoint mobility model for wireless ad hoc networks,” IEEE Trans. Mobile
Computing, vol. 2, no. 3, pp. 257-269, 2003.

J. G. Jetcheva and D. B. Johnson, “Adaptive demand-driven multicast routing
in multi-hop wireless ad hoc networks,” in ACM Proc. Int. Symp. Mobile Ad
Hoc Netw. and Comput. (MobiHoc), pp. 33—44, 2001.

140


http://www.isi.edu/nsnam/ns/
http://www.isi.edu/nsnam/ns/

[99] J.-Y. Le Boudec and M. Vojnovic, “Perfect simulation and stationarity of a

2

class of mobility models,” in Proc. IEEE Int. Conf. Computer Communications

(INFOCOM), pp. 2743-2754, 2005.

[100] Y. Wu, P. Chou, and K. Jain, “A comparison of network coding and tree pack-
ing,” in IEEE Proc. Int. Symp. Information Theory, p. 143, 2004.

[101] M. Penrose, Random geometric graphs (Oxford Studies in Probability), vol. 5. Oxford
University Press Oxford, 2003.

[102] P. Nain, D. Towsley, B. Liu, and Z. Liu, “Properties of random direction mod-
els,” in Proc. IEEE INFOCOM, pp. 1897-1907, 2005.

[103] C. Reis, R. Mahajan, M. Rodrig, D. Wetherall, and J. Zahorjan, “Measurement-
based models of delivery and interference in static wireless networks,” ACM
SIGCOMM Computer Communication Review, vol. 36, pp. 51-62, Aug. 2006.

[104] Z.]. Haas, J. Y. Halpern, and L. Li, “Gossip-based ad hoc routing,” IEEE/ACM
Trans. Networking, vol. 14, no. 3, pp. 479-491, 2006.

[105] D. A. Levin, Y. Peres, and E. L. Wilmer, Markov chains and mixing times. Amer.
Math. Soc., 2006.

[106] M. J. Appel and R. P. Russo, “The connectivity of a graph on uniform points
on [0, 1]4,” Statist. & Probability Lett., vol. 60, no. 4, pp. 351-357, 2002.

[107] L. Xie, P. H. Chong, I. W. Ho, and Y. Guan, “A survey of inter-flow network
coding in wireless mesh networks with unicast traffic,” Elsevier Computer Net-
works, vol. 91, pp. 738 — 751, 2015.

[108] H. Seferoglu, A. Markopoulou, and K. Ramakrishnan, “I*?NC: Intra- and inter-
session network coding for unicast flows in wireless networks,” in IEEE Proc.
INFOCOM, pp. 10351043, 2011.

[109] C. Qin, Y. Xian, C. Gray, N. Santhapuri, and S. Nelakuditi, “I2MIX: Integration
of intra-flow and inter-flow wireless network coding,” in IEEE Proc. Annu.

Conf. Sensor, Mesh Ad Hoc Commun. Netw. Workshops (SECON), pp. 1-6, 2008.

141



[110] X. Zhu, H. Yue, Y. Fang, and Y. Wang, “A batched network coding scheme for
wireless networks,” Springer Wireless Networks, vol. 15, no. 8, pp. 1152-1164,
20009.

[111] A. Khreishah, I. Khalil, and J. Wu, “Low complexity and provably efficient
algorithm for joint inter and intrasession network coding in wireless networks,”
IEEE Trans. Parallel and Distrib. Syst., vol. 24, no. 10, pp. 2015-2024, 2013.

[112] J. Krigslund, J. Hansen, M. Hundeboll, D. E. Lucani, and F. H. P. Fitzek, “CORE:
COPE with MORE in wireless meshed networks,” in IEEE Veh. Technol. Conf.
(VTC), pp. 1-6, 2013.

[113] J. Sundararajan, D. Shah, M. Medard, S. Jakubczak, M. Mitzenmacher, and
J. Barros, “Network coding meets tcp: Theory and implementation,” Proc. of
the IEEE, vol. 99, no. 3, pp. 490-512, 2011.

[114] “ns2 simulation code for wireless network coding.” http://telecom.dei.unipd.

it/simulation.

[115] X. Chen, J. Shen, T. Groves, and J. Wu, “Probability delegation forwarding in
delay tolerant networks,” in Proc. IEEE Int. Conf. Comput. Commun. and Netw.
(ICCCN), pp. 1-6, 2009.

[116] W. Gao, Q. Li, and G. Cao, “Forwarding Redundancy in Opportunistic Mobile
Networks: Investigation and Elimination,” in Proc. IEEE Int. Conf. Comput.
Commun. (INFOCOM), pp. 2301-2309, 2014.

[117] A.Z. Broder, A. Kirsch, R. Kumar, M. Mitzenmacher, E. Upfal, and S. Vassilvit-
skii, “The Hiring Problem and Lake Wobegon Strategies,” in Proc. ACM-SIAM
Symp. Discrete Algorithms, pp. 1184—1193, 2008.

[118] N. Papanikos, D.-G. Akestoridis, and E. Papapetrou, “CRAWDAD toolset
tools/simulate/uoi/adyton (v. 2016-04-21).” Downloaded from http://crawdad.
org/tools/simulate/uoi/adyton/20160421, Apr. 2016.

[119] T. H. David Kotz, “CRAWDAD: A Community Resource for Archiving Wireless
Data At Dartmouth.” http://crawdad.cs.dartmouth.edu.

142


http://telecom.dei.unipd.it/simulation
http://telecom.dei.unipd.it/simulation
http://crawdad.org/tools/simulate/uoi/adyton/20160421
http://crawdad.org/tools/simulate/uoi/adyton/20160421

[120] P. Hui, A. Chaintreau, J. Scott, R. Gass, J. Crowcroft, and C. Diot, “Pocket
switched networks and human mobility in conference environments,” in Proc.
ACM SIGCOMM Workshop on Delay-tolerant Networking (WDTN), pp. 244—251,
2005.

[121] J. Scott, R. Gass, J. Crowcroft, P. Hui, C. Diot, and A. Chaintreau,
“CRAWDAD data set cambridge/haggle (v. 2006-01-31).” Downloaded from
http://crawdad.org/cambridge/haggle/, Jan. 2006.

[122] A.-K. Pietildinen and C. Diot, “Dissemination in opportunistic social networks:
The role of temporal communities,” in Proc. ACM Int. Symp. Mobile Ad Hoc
Netw. Comput. (MobiHoc), pp. 165-174, 2012.

[123] A.-K. Pietilainen, “CRAWDAD data set thlab/sigcomm2009 (v. 2012-07-15).”
Downloaded from http://crawdad.org/thlab/sigcomm2009/, July 2012.

[124] N. Eagle and A. Pentland, “Reality mining: sensing complex social systems,”
Pers. and Ubiq. Comput., vol. 10, no. 4, pp. 255268, 2006.

[125] N. Eagle and A. S. Pentland, “CRAWDAD data set mit/reality (v. 2005-07-01).”
Downloaded from http://crawdad.org/mit/reality/, July 2005.

[126] S. Gaito, E. Pagani, and G. P. Rossi, “Strangers help friends to communicate in

opportunistic networks,” Comput. Netw., vol. 55, no. 2, pp. 374-385, 2011.

[127] P. Meroni, S. Gaito, E. Pagani, and G. P. Rossi, “CRAWDAD data set unimi/pmtr
(v. 2008-12-01).” Downloaded from http://crawdad.org/unimi/pmtr/, Dec.
2008.

[128] J. Leguay, A. Lindgren, J. Scott, T. Friedman, and J. Crowcroft, “Opportunistic
content distribution in an urban setting,” in Proc. ACM SIGCOMM Workshop
Challenged Netw. (CHANTS), pp. 205-212, 20086.

[129] J. Leguay, A. Lindgren, and T. Friedman, “CRAWDAD data set upmc/content (v.
2006-11-17).” Downloaded from http://crawdad.org/upmc/content/, Nov. 2006.

[130] S. Tarkoma, C. Rothenberg, and E. Lagerspetz, “Theory and practice of bloom
filters for distributed systems,” IEEE Commun. Surveys Tutorials, vol. 14, no. 1,

pp. 131-155, 2012.

143



[131] A. Lindgren and P. Hui, “The quest for a killer app for opportunistic and
delay tolerant networks: (invited paper),” in ACM Proc. Workshop on Challenged
Networks (CHANTS), pp. 59-66, 2009.

[132] A. Kerénen, J. Ott, and T. Kéarkkéinen, “The ONE Simulator for DTN Protocol
Evaluation,” in ICST SIMUTools: Proc. Int. Conf. Simulation Tools and Techniques,
pp. 55:1-55:10, 2009.

[133] P. Hui, A. Chaintreau, J. Scott, R. Gass, J. Crowcroft, and C. Diot, “Pocket
switched networks and human mobility in conference environments,” in Proc.

ACM SIGCOMM workshop on Delay-tolerant networking, pp. 244-251, ACM, 2005.

[134] ]. Stehlé, N. Voirin, A. Barrat, C. Cattuto, L. Isella, J. Pinton, M. aggiotto, W. Van
den Broeck, C. Régis, B. Lina, and P. Vanhems, “High-resolution measurements

of face-to-face contact patterns in a primary school,” PLOS ONE, vol. 6, 08
2011.

[135] V. Gemmetto, A. Barrat, and C. Cattuto, “Mitigation of infectious disease at

school: targeted class closure vs school closure.,” BMC infectious diseases, vol. 14,
p. 695, Dec. 2014.

[136] S. Gaito, E. Pagani, and G. P. Rossi, “Opportunistic forwarding in workplaces,”
in ACM Proc. Workshop Online Social Networks, pp. 55-60, ACM, 2009.

[137] M. McNett and G. M. Voelker, “Access and mobility of wireless pda users,”
SIGMOBILE Mob. Comput. Commun. Rev., vol. 9, no. 2, pp. 40-55, 2005.

[138] T. Henderson, D. Kotz, and 1. Abyzov, “The changing usage of a mature
campus-wide wireless network,” Computer Networks, vol. 52, no. 14, pp. 2690
— 2712, 2008.

[139] D. Kotz, T. Henderson, I. Abyzov, and J. Yeo, “CRAWDAD dataset dart-
mouth/campus (v. 2009-09-09).” Downloaded from http://crawdad.org/
dartmouth/campus /20096909, Sept. 2009.

[140] S. Bell, A. McDiarmid, and ]. Irvine, “Nodobo: Mobile phone as a software
sensor for social network research,” in IEEE Vehicular Technology Conference
(VTC), pp. 1-5, May 2011.

144


http://crawdad.org/dartmouth/campus/20090909
http://crawdad.org/dartmouth/campus/20090909

[141]

[142]

[143]

[144]

[145]

[146]

[147]

[148]

[149]

A. McDiarmid, J. Irvine, S. Bell, and J. Banford, “CRAWDAD dataset
strath/nodobo (v. 2011-03-23).” Downloaded from http://crawdad.org/strath/
nodobo/20110323, Mar 2011.

G. Bigwood, D. Rehunathan, M. Bateman, T. Henderson, and S. Bhatti, “Ex-
ploiting self-reported social networks for routing in ubiquitous computing en-
vironments,” in IEEE Int. Conf. Wireless and Mobile Computing, Networking and
Communications, pp. 484—489, Oct 2008.

G. Bigwood, T. Henderson, D. Rehunathan, M. Bateman, and S. Bhatti,
“CRAWDAD dataset st_andrews/sassy (v. 2011-06-03).” Downloaded from
http://crawdad.org/st_andrews/sassy/20110603, Jun 2011.

J. Leguay, A. Lindgren, J. Scott, T. Friedman, and J. Crowcroft, “Opportunistic
content distribution in an urban setting,” in ACM Proc. SIGCOMM Workshop
on Challenged Networks, pp. 205-212, 2006.

P. U. Tournoux, J. Leguay, F. Benbadis, V. Conan, M. D. de Amorim, and
J. Whitbeck, “The accordion phenomenon: Analysis, characterization, and im-
pact on dtn routing,” in Proc. IEEE Int. Conf. Comput. Commun. INFOCOM),
pp- 11161124, April 2009.

F. Benbadis and ]. Leguay, “CRAWDAD dataset upmc/rollernet (v. 2009-
02-02).” Downloaded from http://crawdad.org/upmc/rollernet/20090202, Feb
2009.

X. Zhang, J. Kurose, B. N. Levine, D. Towsley, and H. Zhang, “Study of a bus-
based disruption-tolerant network: Mobility modeling and impact on routing,”
in ACM Proc. Ann. Int. Conf. Mobile Computing and Networking (Mobicom),
pp- 195-206, 2007.

J. Burgess, J. Zahorjan, R. Mahajan, B. N. Levine, A. Balasubramanian,
A. Venkataramani, Y. Zhou, B. Croft, N. Banerjee, M. Corner, and D. Towsley,
“CRAWDAD dataset umass/diesel (v. 2008-09-14).” Downloaded from http:
//crawdad.org/umass/diesel/20080914, Sep 2008.

M. Piorkowski, N. Sarafijanovoc-Djukic, and M. Grossglauser, “A Parsimonious
Model of Mobile Partitioned Networks with Clustering,” in Proc. Int. Conf.
Commun. Syst. and Netw., pp. 1-10, 2009.

145


http://crawdad.org/strath/nodobo/20110323
http://crawdad.org/strath/nodobo/20110323
http://crawdad.org/st_andrews/sassy/20110603
http://crawdad.org/upmc/rollernet/20090202
http://crawdad.org/umass/diesel/20080914
http://crawdad.org/umass/diesel/20080914

[150]

[151]

[152]

[153]

[154]

[155]

[156]

[157]

[158]

[159]

M. Piorkowski, N. Sarafijanovic-Djukic, and M. Grossglauser, “CRAWDAD
dataset epfl/mobility (v. 2009-02-24).” Downloaded from http://crawdad.org/
epfl/mobility/20090224, Feb 2009.

N. Aschenbruck, R. Ernst, E. Gerhards-Padilla, and M. Schwamborn, “Bonn-
motion: A mobility scenario generation and analysis tool,” in ICST SIMUTools:

Proc. Int. Conf. Simulation Tools and Techniques, pp. 51:1-51:10, 2010.

A. Lindgren, A. Doria, E. B. Davies, and S. Grasic, “Probabilistic Routing Pro-
tocol for Intermittently Connected Networks.” RFC 6693, Oct. 2015.

P. Hui, J. Crowcroft, and E. Yoneki, “Bubble rap: Social-based forwarding in
delay tolerant networks,” in ACM Proc. Int. Symp. Mobile Ad Hoc Netw. and
Comput. (MobiHoc), pp. 241-250, 2008.

P. Hui, J. Crowcroft, and E. Yoneki, “Bubble rap: Social-based forwarding
in delay-tolerant networks,” Mobile Computing, IEEE Transactions on, vol. 10,
no. 11, pp. 1576-1589, 2011.

N. Papanikos and E. Papapetrou, “Coordinating Replication Decisions in Multi-
copy Routing for Opportunistic Networks,” in Proc. IEEE Int. Conf. Wireless
and Mobile Comput., Netw. and Commun. (WiMob), pp. 8-13, 2014.

J. A. Davis, A. H. Fagg, and B. N. Levine, “Wearable computers as packet
transport mechanisms in highly-partitioned ad-hoc networks,” in IEEE Proc.
Int. Symp. Wearable Computers, pp. 141-148, 2001.

V. Erramilli and M. Crovella, “Forwarding in opportunistic networks with re-
source constraints,” in ACM Proc. Workshop on Challenged Networks (CHANTS),
pp- 41-48, 2008.

A. Lindgren and K. S. Phanse, “Evaluation of queueing policies and forwarding
strategies for routing in intermittently connected networks,” in IEEE Int. Conf.

Communication Systems Software Middleware, pp. 1-10, 2006.

S. Burleigh, E. Jennings, and J. Schoolcraft, “Autonomous congestion control

for an interplanetary internet,” in SpaceOps 2006 Conference, pp. 59-70, 2006.

146


http://crawdad.org/epfl/mobility/20090224
http://crawdad.org/epfl/mobility/20090224

[160]

[161]

[162]

[163]

[164]

[165]

[166]

[167]

[168]

J. M. Pujol, A. L. Toledo, and P. Rodriguez, “Fair routing in delay tolerant
networks,” in Proc. IEEE Int. Conf. Comput. Commun. (INFOCOM), pp. 837—
845, 2009.

J. Lakkakorpi, M. Pitkédnen, and J. Ott, “Using buffer space advertisements
to avoid congestion in mobile opportunistic dtns,” in IFIP Proc. Int. Conf.
Wired/Wireless Internet Communications (WWIC) (X. Masip-Bruin, D. Verchere,
V. Tsaoussidis, and M. Yannuzzi, eds.), pp- 386-397, Springer Berlin Heidel-
berg, 2011.

K. Wei, S. Guo, and K. Xu, “Cacc: A context-aware congestion control ap-
proach in smartphone networks,” IEEE Communications Magazine, vol. 52, no. 6,
pp- 42-48, 2014.

D. G. Akestoridis, N. Papanikos, and E. Papapetrou, “Exploiting social pref-
erences for congestion control in opportunistic networks,” in IEEE Int.
Conf. Wireless and Mobile Computing, Networking and Communications (WiMob),
pp- 413-418, 2014.

T. Small and Z. J. Haas, “Resource and performance tradeoffs in delay-tolerant
wireless networks,” in Proc. ACM SIGCOMM Workshop Delay Tolerant Netw.
(WDTN), pp. 260-267, 2005.

S. Batabyal and P. Bhaumik, “Mobility models, traces and impact of mobility on
opportunistic routing algorithms: A survey,” IEEE Commun. Surveys Tutorials,
vol. PP, no. 99, 2015.

W. jen Hsu, T. Spyropoulos, K. Psounis, and A. Helmy, “Modeling spatial
and temporal dependencies of user mobility in wireless mobile networks,”
IEEE/ACM Trans. Netw., vol. 17, no. 5, pp. 1564-1577, 2009.

S. Kosta, A. Mei, and ]. Stefa, “Large-scale synthetic social mobile networks
with swim,” IEEE Trans. Mobile Comput., vol. 13, pp. 116-129, Jan 2014.

T. Karagiannis, J.-Y. Le Boudec, and M. Vojnovic, “Power law and exponen-
tial decay of intercontact times between mobile devices,” IEEE Trans. Mobile
Comput., vol. 9, no. 10, pp. 1377-1390, 2010.

147



[169]

[170]

[171]

[172]

[173]

[174]

[175]

[176]

[177]

[178]

[179]

A. Chaintreau, A. Mtibaa, L. Massoulie, and C. Diot, “The diameter of op-
portunistic mobile networks,” in ACM Proc. CoNEXT Conf., pp. 12:1-12:12,
2007.

A.-D. Nguyen, P. Senac, and M. Diaz, “Understanding and modeling the small-
world phenomenon in dynamic networks,” in Proc. Int. Conf. Modeling, Analysis

and Simulation Wireless and Mobile Systems, pp. 377-384, ACM, 2012.

S. Bayhan, E. Hyytia, J. Kangasharju, and J. Ott, “Analysis of hop limit in
opportunistic networks by static and time-aggregated graphs,” in IEEE Int.
Conf. Communications (ICC), pp. 3287-3292, June 2015.

M. C. Gonzalez, C. A. Hidalgo, and A.-L. Barabasi, “Understanding individual
human mobility patterns,” Nature, vol. 453, pp. 779-782, Jun 2008.

A. Koufoulis, “Routing in large scale social opportunistic networks,” Master’s
thesis, Dept. of Computer Science and Engineering, University of Ioannina,
Greece, Jun 2015.

A. Mtibaa and K. A. Harras, “Fairness-related challenges in mobile opportunis-

tic networking,” Computer Networks, vol. 57, no. 1, pp. 228-242, 2013.

A. P. Silva, S. Burleigh, C. M. Hirata, and K. Obraczka, “A survey on congestion
control for delay and disruption tolerant networks,” Ad Hoc Networks, vol. 25,
Part B, no. 0, pp. 480-494, 2015.

Q. Li, S. Zhu, and G. Cao, “Routing in socially selfish delay tolerant networks,”
in Proc. IEEE Int. Conf. Comput. Commun. (INFOCOM), pp. 857-865, 2010.

X. Zhang, G. Neglia, J. Kurose, D. Towsley, and H. Wang, “Benefits of network
coding for unicast application in disruption-tolerant networks,” IEEE/ACM
Trans. Netw., vol. 21, pp. 1407-1420, Oct. 2013.

S. Ahmed and S. S. Kanhere, “Hubcode: hub-based forwarding using network
coding in delay tolerant networks,” Wireless Communications and Mobile Com-

puting, vol. 13, no. 9, pp. 828-846.

N. Shrestha and L. Sassatelli, “Inter-session network coding-based policies for
delay tolerant mobile social networks,” IEEE Trans. Wireless Communications,
vol. 15, no. 11, pp. 7329-7342, 2016.

148



AUTHOR’S PUBLICATIONS

Journals

1. N. Papanikos and E. Papapetrou, “Deterministic broadcasting and random lin-
ear network coding in mobile ad hoc networks,” IEEE/ACM Transactions on
Networking (ToN), vol.PP, n0.99, pp.1-15, 2017.

2. N. Papanikos and E. Papapetrou, “Revisiting XOR-based network coding for en-
ergy efficient broadcasting in mobile ad hoc networks,” Computer Communications
(COMCOM), vol. 96, pp. 1-16, 2016.

Conferences

1. N. Papanikos and E. Papapetrou, “Coordinating Replication Decisions in Multi-
copy Routing for Opportunistic Networks,” in Proc. IEEE Int. Conf. Wireless
and Mobile Comput., Netw. and Commun. (WiMob), 2014, pp. 8-13.

2. D. -G. Akestoridis, N. Papanikos, and E. Papapetrou, “Exploiting Social Pref-
erences for Congestion Control in Opportunistic Networks,” in Proc. IEEE Int.
Conf. Wireless and Mobile Comput., Netw. and Commun. (WiMob), 2014, pp. 413-
418.

3. I. Papadopoulos, N. Papanikos, E. Papapetrou, and L. Kondi, “Network-wide
MD and Network Coding for Heterogeneous Video Multicast,” in Proc. IEEE Int.
Symp. Pers. Indoor and Mobile Radio Commun. (PIMRC), 2013, pp. 3578-3582.

In preparation

1. N. Papanikos, and E. Papapetrou, “Energy-efficient Replication-based Routing

in Opportunistic Networks”.

2. A. Koufoulis, N. Papanikos, and E. Papapetrou, “Pushing the limits of separation

in Social Mobile Networks: Is Routing still feasible?”.



SHORT BIOGRAPHY

Nikolaos Papanikos was born in Kozani, Greece. He received his B.Sc. in Computer
Science and M.Sc. in Computer Systems, both from the Computer Science Depart-
ment, University of Ioannina, Greece in 2007 and 2009 respectively. In the past, he
has worked as a laboratory associate in the Technological Institute of Western Mace-
donia, Greece (2007-2013). Currently, he is a Ph.D. candidate in the Computer Science
and Engineering Department, University of Ioannina, Greece. His research interests
include mobile ad hoc and opportunistic networks with emphasis in the design of

efficient networking algorithms.



	Table of Contents
	List of Figures
	List of Tables
	List of Algorithms
	Abstract
	Εκτεταμένη Περίληψη
	Introduction
	Scope of thesis
	Contributions
	Outline

	Background and related work
	Mobile ad hoc networks
	Traditional broadcast approaches
	Broadcasting using XOR network coding
	Broadcasting using random linear network coding

	Opportunistic networks
	The store-carry-and-forward paradigm
	Utility estimation
	Routing strategy

	Summary

	XOR-based Broadcasting with Coded Redundancy
	Preliminaries
	CDS-based broadcast principles
	XOR coding specifics

	The synergy between network coding and the termination criterion
	The M/U criterion limits coding gains
	The pitfalls of using other termination criteria

	Building a coding friendly termination criterion
	Network coding broadcast with coded redundancy
	Basic operation
	Lightweight detection of coding opportunities
	Exploiting RAD to enhance the pruning process
	Reducing delay through coded redundancy

	Evaluation
	Summary

	Random Linear Network Coding over Deterministic Broadcasting
	Preliminaries
	RLNC in a nutshell
	XOR coding principles
	Complexity of coding schemes

	Analysis of RLNC's coding features
	System model
	Distribution of the number of message copies
	Delivery efficiency
	Probabilistic broadcasting considered harmful

	The synergy of RLNC and deterministic broadcasting
	Basic concepts
	Coding rules
	Forwarding rules

	Distributed generation management
	Evaluation of RLDP
	Coping with poorly connected nodes
	Evaluation of RLDP-HI

	Summary

	Energy-efficient Routing in Opportunistic Networks
	Preliminaries
	Problem formulation and motivation
	Coordinating replication decisions towards energy efficiency
	Protocol overview
	Cost analysis

	Evaluation
	Simulation environment
	Simulation results

	Reducing the routing cost through past exclusions
	Summary

	Other Challenges in Opportunistic Networks
	Performance evaluation through simulation
	Large scale synthetic traces
	The need for congestion control
	Summary

	Conclusions and Future Work
	Conclusions
	Future work

	Bibliography
	Author's Publications
	Short Biography

