Advanced Methods for Testing Multi-Core SoCs

A Dissertation

submitted to the designated
by the General Assembly of Special Composition
of the Department of Computer Science and Engineering

Examination Committee

by

Fotios 1. Vartziotis

in partial fulfillment of the requirements for the degree of

DOCTOR OF PHILOSOPHY

University of Ioannina

December 2016



Advisory Committee Examination Committee

Xrysovalantis Kavousianos Xrysovalantis Kavousianos
University of Ioannina University of Ioannina
Yiorgos Tsiatouhas Yiorgos Tsiatouhas
University of Ioannina University of Ioannina
Dimitris Nikolos Dimitris Nikolos
University of Patras University of Patras

Aristides Efthymiou
University of Ioannina

Emmanouil Kalligeros
University of the Aegean

Alkiviadis Hatzopoulos
Aristotle University of
Thessaloniki

Krishnendu Chakrabarty
Duke University, USA



DEDICATION

Y yuvalxo pou, Mapla xat ota moawdLd pou, T'dvvn xou Lwthen.
Yy uvhun tne adeppric wou Ohbvag.



ACKNOWLEDGEMENTS

First of all, T would like to sincerely thank my supervisor, Prof. X. Kavousianos, for his
guidance and support throughout this study.

Special thanks to Prof. K. Chakrabarty for providing useful feedback on my research
and assisting me many times during my study.

I want to thank A. Jain and R. Parekhji from Texas Instruments, who provided me
with data for industrial SoCs and useful comments upon my research work.

I would also like to thank Prof. G. Tsiatouhas and Prof. D. Nikolos for their support
as members of the advisory committee.

Many thanks to my colleagues V. Tenentes, G. Sfikas and P. Georgiou for their support
and the good times we had together.

I am deeply indebted to the grandparents of my children for their love and support.
And finally T would like to thank my wife Maria for being on my side during the ups and
downs of this effort.



TABLE OF CONTENTS

1 Introduction 1
1.1 System On Chip . . . . . . . .. 1
1.2 The demand for low power operation . . . . . . ... ... ... ...... 3
1.3 Power consumption SOUICeS . . . . . . . . . . 0 i e e 6
1.4 Low power design techniques . . . . . . . .. . ... .. ... .. ...... 7

1.4.1 Dynamic-power-oriented reduction techniques . . . . ... ... .. 7
1.4.2  Voltage Scaling . . . . . .. . ... o 8
1.4.3 Leakage-power-oriented reduction techniques . . . . . . . . ... .. 11
1.5 VLSI Testing . . . . . . . o o o 13
1.5.1 Terms and definitions . . . . . . . .. . ... 13
1.5.2 Fault models . . . ... .. ... . .. ... 15
1.5.3 The logic test process . . . . . . . . . ..o 19
1.5.4 Test equipment . . . . . .. .. ... 21
1.5.5 Multisite test . . . . . . ... 22
1.5.6 Thermal-aware test . . . . . . . . .. .. ... L. 24
1.5.7 Design for Testability . . . . . . .. ... ... ... ... ... ... 27
1.6 SoC Testing . . . . . . . . 32
1.6.1 Basic principles . . . . . .. ... 32
1.6.2 Test wrapper - IEEE 1500 standard . . . . . .. ... ... ..... 34
1.6.3 Test Access Mechanism . . . . . ... .. .. ... ... ....... 35
1.6.4 SoC testing requirements . . . . . . . . . . ... 36
1.6.5 Bending the cost curve . . . . . . . ... .o 37
1.7 Thesis Organization . . . . . . . . . . . ... L 38

2 Background 40

2.1 Multi—Vdd TeSt . . e e e 40
2.1.1 Resistive bridge defects . . . . . . . .. ... oL 40
2.1.2  Resistive open defects . . . . . . ..o 44
2.1.3  Multi-Vy, test and scan shift frequencies . . . . .. . ... .. ... 46
2.1.4 Multi-Vyg test methods . . . . . .. ... oo 47

2.2 Test Scheduling . . . . . .. .. .. 49
2.2.1 Basic principles . . . . . ..o 49



2.2.2  Power-aware test scheduling . . . . . .. .. ... 00000 50

2.2.3 Thermal-aware test scheduling . . . . . . .. .. ... ... ..... 53
3 Research Work 58
3.1 Research directions . . . . . . . . . ... . 58
3.2 Research objectives . . . . . . . . . . . 60
3.3 Time-Division Multiplexing for testing DVFS-based SoCs . . . . . . .. .. 61
3.3.1 Introduction . . . . . . . . . ... 61
3.3.2 Motivation . . . . . ... 62
3.3.3 TDM scheme . . . ... .. . . . ... ... 66
3.3.4 Probem formulation: notation and constraints . . . . . ... . ... 69
3.3.5 ILP-based test scheduling approach . . . . . .. ... .. .. .... 70
3.3.6 Rectangle packing and simulated annealing test scheduling approach 77
3.3.7 Test scheduling based on greedy heuristic . . . . . .. ... ... .. 82

3.4  Multi-site test optimization for multi-V;y SoCs using space- and time- di-
vision multiplexing . . . .. .. ..o Lo 83
3.4.1 Introduction . . . . . . . . . ... 83
3.4.2 DMotivation . . . . . . ... 85
3.4.3 Space-division multiplexing . . . ... ... ... 86
3.4.4  Test scheduling method . . . . ... ... ... ... .. 94

3.5 A branch-&-bound test access mechanism optimization method for multi-
Vaa SoCs .« o o o o e 96
3.5.1 Introduction . . . . . . . . . ... 96
3.5.2 Motivation . . . . . ... 97
3.5.3 Lower-Bound Analysis . . . . . .. ... .. ... ... 100
3.5.4 Branch-&-Bound TAM optimization . . .. .. ... ... ... .. 108
3.5.5 Global TAM Distribution Scheme . . . . . . ... ... .. ..... 112

3.6 Critical Path - Oriented & Thermal Aware X-Filling for High Un-modeled
Defect Coverage . . . . . . . . . . . .. e 116
3.6.1 Introduction . . . . . . . . . . ... 116
3.6.2 DMotivation . . . . . . .. .. 118
3.6.3 Proposed Method . . . . . . ... ... ... . ... ... ... ... 120
4 Simulation Framework 125
4.1 Introduction . . . . . . . . . . e 125
4.2  Design flow for benchmark cores . . . . . . . ... o000 126
4.3 Design flow for SoCs . . . . . . .. . 131
4.4 Execution flow . . . . ... 132
4.5 Presentation flow . . . ... ... L 133

i



5 Evaluation of the research work 134

5.1 Evaluation of the TDM-based test methods . . . . .. .. .. ... .. .. 134
5.2  Evaluation of the STDM-based test methods . . . . . . .. ... ... ... 144
5.3 Evaluation of the B-&-B optimization approach . . . . .. .. ... .. .. 148
5.4 Evaluation of the TAM distribution approach . . . . . ... ... ... .. 153
5.5 Evaluation of the critical path-oriented and thermal aware X-fill method
for high un-modelled coverage . . . . . . .. .. ... ... L. 157
6 Conclusions 162
A SoC configuration files in the simulation framework 183
A.1 Example of industrial SoC test configuration file . . . . . . . ... ... .. 183
A.2 Example of TAM configuration file . . . .. .. ... ... ... ...... 183
A.3 Example of benchmark core configuration file . . . .. ... ... ... .. 183
A.4 Example of configuration file for the creation of an artificial SoC . . . . . . 184
B SoCTDMScheduler 186
B.1 Introduction . . . . . . . . . . 186
B.2 SoCTDMScheduler’s functionality . . . . . . .. .. .. .. ... ... ... 186
B.2.1 TDM-based test scheduling functionality . . . . .. ... ... ... 186
B.2.2 Functionality for TAM optimization . . . . . . . .. ... ... ... 190

B.2.3 Functionality for STDM-based multi-site testing . . . . . . . .. .. 195

il



LLIST OF FIGURES

1.1
1.2
1.3
1.4
1.5

1.6

1.7

1.8

1.9

1.10
1.11
1.12
1.13
1.14
1.15
1.16
1.17
1.18
1.19
1.20
1.21
1.22

1.23

1.24
1.25

1.26

1.27
1.28

Key IoT applications [4]. . . . . . . .. .. 2
Example architectures of SoCs addressed to IoT [4]. . . . . ... ... ... 3
Power dissipation per process technology [71]. . . . . . ... ... ... .. 4
Trends in battery maximum power and chip power [74]. . . . . . .. .. .. 5
Impact of Low-Power Design Technology on SoC Consumer Portable Power

Consumption [69]. . . . . . . .. .. 6
Power Consumption in a simple inverter. . . . . . . ... ... ... .... 7
Core voltage vs frequency [47]. . . . . . . .. .. Lo oL 9
Power and energy consumption at different frequency and voltage levels[47]. 10
SoC with (a) single voltage island and (b) many voltage islands. . . . . . . 11
Multi-Vyg SoC with voltage islands. . . . . . .. .. .. .. ... ... .. 12
Typical Test. . . . . . . .. o 13
Rate of failure of integrated circuits at different phases of life [124]. . . . . 14
Example circuit and its truth table [119]. . . . . . . .. ... ... L. 16
Example CMOS NOR gate. . . .. .. .. ... ... ... .. ..., 17
Examples of bridge fault models [119]. . . . .. .. .. .. ... ... ... 18
Example circuit [119].. . . . . . .. .o 19
Fault simulation process [127]. . . . . . . . . .. . ... L. 20
Automatic test equipment from Teradyne Inc. [141].. . . . . .. .. .. .. 21
Multisite testing example. . . . . . . . ... ... o 22
Theoretical vs practical test time savings due to multisite testing [76]. . . . 23
Effect of tester efficiency as multisite count rise[76][105]. . . . . .. .. .. 24
Effect of inter-core distance in the thermal behaviour of an embedded core

201]. . o o o e, 25
Effect of ambient temperature in the thermal behaviour of an embedded

core [201]. . . . 26

Effect of power density in the thermal behaviour of an embedded core [201]. 26
Effect of test time and power density in the thermal behaviour of an em-

bedded core [201]. . . . . . . L 27
Effect of test time and power density in the thermal behaviour of an em-

bedded core [155]. . . . . . . oL 28
Controllability and Observability points. . . . . .. . ... ... ... ... 28
Example of ad-hoc methodology [127] . . . . . . .. .. ... ... . .... 29

iv



1.29
1.30
1.31
1.32
1.33
1.34
1.35
1.36
1.37

2.1
2.2
2.3
2.4
2.5
2.6
2.7
2.8
2.9
2.10
2.11
2.12
2.13
2.14
2.15
2.16
2.17
2.18
2.19
2.20

3.1
3.2
3.3
3.4

3.5

3.6
3.7
3.8
3.9

Muxed-D scan cell. . . . . . . . . 30

An example muxed-D scan design [9]. . . . . .. ... Lo 31
Built-in self-test architecture [119]. . . . . . . . . ... ... .o 31
Test compression architecture [127]. . . . . . . . .. .. .. ... 32
Non-Modular vs Modular Testing. . . . . . . .. .. .. .. ... .. .... 33
SoC generic test architecture. . . . . . . . ... Lo 0 Lo 33
IEEE 1500 standard [77]. . . . . . . . ... o 34
Example TAM structures. . . . . . . . . . . . . oo 36
Effect of testing innovation[76]. . . . . ... ..o 38
Resistive Bridge Defect [165]. . . . . . . .. .. .. .. ... .. ... 41
An example bridge fault scenario [127]. . . . . . .. ... ..o 41
Behaviour of a bridge fault at a single-Vy, setting [127]. . . . . . . . .. .. 42
Resistance values that cannot be detected at lowest Vg4 setting [89]. . . . . 43
Effect of supply voltage on bridge fault behavior [89]. . . . . . . .. .. .. 44
Examle open defects [165]. . . . . . . . .. ..o 44
A typical resistive open fault model. . . . . . . . .. .. ... .. ... ... 45
Comparison of path delays due to resistive open [90]. . . . . . ... .. .. 45
Supply voltage versus frequency for a commercial Processor [55][91]. . . . . 47
Example of the power - aware daisy-chaining scan path technique. . . . . . 49
Test schedule for an SoC with 4 cores and a TAM with 2 buses. . . . . .. 50
An example of a test architecture and a test schedule [188]. . . . . . .. .. 51
Test schedule derived by method [189]. . . . . . .. .. .. ... ... ... 52
A power compatibility graph derived by method [190]. . . . .. ... ... 52
Example of power constraint [127]. . . . . . .. .. .. ... 53
Floorplan of an example SoC and inter - core distance [202]. . . . . .. .. 54
Base case vs progressive weighting [202]. . . . . .. ..o oL L. 54
Example floorplan and thermal model [160]. . . . . .. ... ... ... .. 55
Motivation example of method [157]. . . . . . . .. .. ... ... ... 56
The finite state machine model [157]. . . . . . . .. .. .. ... ... 57
An example SoC with 3 cores and 2 voltage islands. . . . . . .. .. .. .. 64
Three test schedules generated using TDM. . . . .. .. ... .. ... ... 65
Proposed TDM scheme. . . . . . . . . ... .. L0 66
ATE_CLK, core-based clock and TAM bus waveforms for the example SoC

(Fig.3.3), when TDM isused. . . . . . ... ... .. .. .. ... ..... 67
ATE_CLK, core-based clock and TAM bhus waveforms for the example SoC

(Fig.3.3), when TDM isused. . . . . . ... .. .. ... . ... ... 68
Rectangle Packing Example. . . . . . . ... .. .. 00000 78
Power aware test scheduling using the SA-RP algorithm. . . . ... .. .. 80
Flowchart of test scheduling using the SA-RP method. . . . ... ... .. 81
Flowchart of test scheduling using the greedy method. . . . . . . .. .. .. 82



3.10
3.11
3.12
3.13

3.14

3.15

3.16

3.17
3.18

3.19
3.20
3.21
3.22
3.23
3.24
3.25
3.26
3.27
3.28
3.29

4.1
4.2
4.3
4.4
4.5
4.6
4.7

5.1

5.2
5.3
5.4
5.9
5.6
2.7

Multisite testing [227]. . . . . . . ..o 84

Comparisons between TDM and non-TDM scheme. . . . . .. ... .. .. 84
An example TAM for core wrappers with different WPP widths. . . . . . . 86
An example SoC with a wrapped core that has WPP width less than the

TAM bus width using the TDM scheme. . . . . .. .. .. ... ... ... 87
An example SoC with a wrapped core that has WPP width less than the

TAM bus width using the STDM scheme. . . . .. .. .. ... ... ... 88
An example SoC with a wrapped core that has WPP width greater than

the TAM bus width using the TDM scheme. . . . . . . .. ... .. .. .. 90
An example SoC with a wrapped core that has WPP width greater than

the TAM bus width using the STDM scheme. . . . . .. .. .. ... ... 91
Proposed STDM scheme. . . . . . . . . ... .. ... ... .. ... .... 93
ATE_CLK, core-based clock and TAM bus waveforms for the example SoC

(Fig.3.17), when STDM isused. . . . . . ... ... .. ... ... ... .. 94
STDM test scheduling method flow. . . . . . . ... .. .. .. ... .... 95
TDM and STDM test schedules. . . . . . .. .. .. ... ... ... .... 97
Variations in test time of the industrial SoC-B due to TAM configuration. . 100
Lower bound calculation in an example SoC. . . . . ... ... ... .... 103
A part of an example tree. . . . . ... Lo 107
Flowchart of the Branch-&-Bound TAM optimization method. . . . . . . . 109
Branch-&-Bound TAM optimization method for multisite testing. . . . . . 109
Example search tree . . . . . . ..o 111
Critical Area & Thermal-Safe Zone. . . . . . . . .. .. .. ... .. .... 119
Flow of Proposed Method. . . . . . . . . . ... ... ... ... ..., 121
Scan-In Transitions. . . . . . . . .. .. oL L 122
Flows in technological framework. . . . . . . . . .. .. .. ... ... ... 126
General Design Flow. . . . . .. .. .. o oo 127
Example RTL flow. . . . . . . . .. .. . 127
Automated layout generation. . . . . . ... ..o 129
Floor-plan anf placement of standard cells (Cadence Encounter). . . . . . . 130
A routed design (Cadence Encounter). . . . .. .. ... ... .. ... .. 130
SoCTDMScheduler presentation interface. . . . . . .. ... ... ... .. 133

Test time obtained using TDM for various numbers of cores connected to

abus. ..o 138
Test and CPU times for ILP. . . . . . . ... ... ... ... ... ... 141
Results obtained using SA-RP and comparison with the GRD method. . . 141
Effect of power consumption limit on test time. . . . . . ... ... . ... 145
STDM vs TDM. . . . . . . . 145
Percentage test-time reduction offered by STDM for multi-site testing. . . 147
Test-scheduling times for TAM configurations of SoC-B. . . . . .. .. .. 148

vi



5.8 Best test times for various values of Narg. . . . . . . . . . . ... 151

5.9 Test time under power constraints. . . . . . . . .. . ... ... ... ... 157
5.10 Power consumption of Ethernet core. . . . . . . .. . ... ... ... ... 158
5.11 Temperature at critical areas of Ethernet core. . . . . . . . ... ... ... 159
5.12 Transition-fault coverage ramp-up for Ethernet core. . . . . . . .. .. .. 160
A.1 SoC configuration file. . . . .. .. .. ... ... 184
A.2 TAM configuration file. . . . . . . . . . .. L 184
A.3 Benchmark core configuration file (Ethernet). . . . .. .. ... ... ... 185
A4 Artificial’s SoC configuration file. . . . . .. .. ... ... 185
B.1 Selection / creation of SoC designs in the SoCT DM Scheduler. . . . . . . 187
B.2 Test scheduling algorithms in the SoCT DM Scheduler. . . . . . .. .. .. 188
B.3 Test scheduling configuration in the SoCT DM Scheduler. . . . . . .. .. 190
B.4 Execution of the test scheduling process in the SoCT'DM Scheduler. . . . 190
B.5 Execution of the hotspot tool in the SoCT DM Scheduler. . . . . . .. .. 191
B.6 Test scheduling process presentation in the SoCT DM Scheduler. . . . . . . 191
B.7 The graph-properties window in the SoCT DM Scheduler. . . . . . .. .. 192
B.8 The TAM optimization environment in the SoCT DM Scheduler. . . . . . 193
B.9 Configuration and execution of processes in the TAM optimization envi-
TONMENT. . . . . . o o o e e e e e e 194
B.10 TAM configuration file. . . . . . . . . . ... .. ... 195
B.11 STDM-based multi-site testing in the SoC'T DM Scheduler. . . . . . . . .. 195

vil



[LIST OF TABLES

3.1

3.2

3.3

3.4

3.5
3.6

5.1

5.2

9.3

5.4
3.9
2.6

2.7

2.8

2.9

5.10
0.11
5.12
5.13
5.14
5.15
0.16

Maximum scan frequencies in MHz for IWLS cores at the 45nm process

technology. . . . . . . . . oL 63
SoC-A Test Times (in Normalized Time Units) At Maximum Scan Fre-
quencies F™ (In MHz) [231]. . . . . . . ... .. Lo 98
SoC-B Test Times (in Normalized Time Units) At Maximum Scan Fre-
quencies F™ (in MHz) [231]. . . . . . . . ... o 99
SoC-B Test Times (in Normalized Time Units) At Maximum Scan Fre-
quencies F™ (in MHz) [231]. . . . . . . ... 99
Example Distribution Table. . . . . . . ... ... o 00000 113

Fill-Adjacent X-Filling (the rightmost bit is loaded first into the scan chain).117

SoC-A Test Times (in Normalized Time Units) At Maximum Scan Fre-

quencies F™ (In MHz) [231]. . . . . . . . ... o 134
SoC-B Test Times (in Normalized Time Units) At Maximum Scan Fre-

quencies F™ (in MHz) [231]. . . . . . . . ... 135
SoC-B Test Times (in Normalized Time Units) At Maximum Scan Fre-

quencies F™ (in MHz) [231]. . . . . . . ... ..o 136
Test Time Comparisons (test times are shown in clock cycles). . . . . . . . 139
Test Time Comparisons (test times are shown in clock cycles). . . . . . . . 140
Model complexity for ILP method and CPU times for the various optimiza-

tion methods. . . . . . ... oo o 142
Model complexity for ILP method and CPU times for the various optimiza-

tion methods. . . . . . ... oL oL o 143
Test time and CPU time for many-core SoCs. . . . . . ... .. ... ... 143
SoC-A Power Consumption (in Normalized Time Units) [231]. . . . . . .. 144
SoC-B Power Consumption (in Normalized Time Units) [231]. . . . .. .. 144
SoC-B Power Consumption (in Normalized Time Units) [231]. . . . . . .. 146
Test time per proposed method with power constraints. . . . . . . . . . .. 146
Branch-&-Bound Results. . . . . ... ... .. o000 149
Branch-&-Bound Results. . . . .. . ... ... o 0L 150
Test time comparisons against [236]. . . . . . . .. ... L. 152
Results for large SoC. . . . . . . . . . . . L 153

viil



5.17

5.18

5.19

5.20
0.21
5.22
0.23
0.24

Test Times (in ps) At Maximum Scan Frequencies F/7** (in MHz) for

ISCAS cores. . . . . . . . 153
Test Times (in ps) At Maximum Scan Frequencies F/** (in MHz) for IWLS

COTES. . v v i v i it e e 154
Test Times (in ps) At Maximum Scan Frequencies £/ (in MHz) for IWLS

COTES. . . o v v v v it e i e e e e 154
Results for large SoC with benchmark cores. . . . . .. .. ... .. .. .. 155
Benchmark cores and experimental data. . . . . . . ... ... ... .... 157
Average Power Consumption (mWatt). . . . . . .. .. ... ... ... 160
Temperature (Celsius Degrees). . . . . ... .. . ... ... ... 161
Transition Fault Coverage (%). . . . . ... .. ... ... .. ... .... 161

X



FEXTENDED ABSTRACT IN ENGLISH

Vartziotis, Fotios, 1., PhD

Department of Computer Science & Engineering, University of loannina, Greece
December, 2016

Advanced Methods for Testing Multi-Core SoCs

Supervisor: Xrysovalantis Kavousianos

We are in the dawn of a new era of “Internet of Things”. Novel home and business
“things” appear rapidly, and they promise to improve the quality of our lives and grow
the world’s economy. Looking into the “brain” of these “things”, the design paradigm of
the SoC is emerged. The SoC design paradigm is not a static description of guidelines
and methodologies. In contrast, it evolves continuously trying to keep in pace with the
ever-increased requirements of the new era.

Among the most important challenges facing the SoC design industry today are cost
reduction and power management. The need for increased functionality and performance
is translated to the design of complex SoCs that use advanced but costly process tech-
nologies and power management techniques. Thus, the industry is consistently looking
for new, effective cost- and power- aware design solutions to apply at the end-products.
Such solutions are the dynamic-voltage and frequency scaling, and the partition of the
SoC into multiple voltage islands, which greatly affect the test process and test cost.

This research focuses in the development of an efficient, integrated and computational-
friendly methodology able to minimize the test cost of moderate, large and very large
multi-core, DVFS-based SoCs with voltage islands while power constraints are met. We
introduce Time Division Multiplexing (TDM), a novel method for testing DVFS-based
SoCs with multiple voltage islands. We present three power-aware test scheduling ap-
proaches able to exploit the advantages offered by TDM method at maximum level.
Specifically, an integer-linear programming approach is proposed to deliver optimal test
schedules for SoCs of moderate size, while a rectangle-packing/simulated-annealing ap-
proach is proposed to offer cost-effective solutions for large and very large SoCs. For early
design-phase decisions as well as for cases with strict CPU-time limits, a greedy approach
is proposed that offers fairly good results. Experimental results on two industrial SoCs
show the superiority of the TDM-based approach against conventional approaches.

We extend the TDM method with Space Division Multiplexing (SDM) creating a
new Space and Time Division Multiplexing (STDM) methodology that offers a highly



efficient solution for multi-site test applications with a limited number of ATE channels.
Space multiplexing permits the use of test access mechanisms (TAMs) that are narrower
than the wrappers of the embedded cores in an SoC while time multiplexing exploits
the available frequency bandwidth to parallelize test application, thereby minimizing the
additional time overhead. Experiments on an industrial SoC show that STDM is very
effective for narrow TAMs and it significantly increases the number of sites that can be
tested in parallel. Thus, the test cost is minimized.

Furthermore, we propose a branch-&-bound (B-&-B) technique to optimize the test
access mechanism for minimizing test-time when Time Division Multiplexing is used to
schedule tests. The proposed technique exploits some unique properties of TDM to set a
mathematically derived, strict, computationally simple and accurate bounding criterion
that enables the B-&-B algorithm to rapidly prune more than 99% of the ineffective TAM
configurations. In addition, a fast greedy test-scheduling approach is adopted to evaluate
and identify the most effective configurations. The use of the greedy approach is justified
by its high correlation (in evaluating TAM designs) with the very effective (but much
slower) simulated annealing approach. For very large SoCs, a global TAM distribution
approach is proposed, which optimally distributes the TAM lines into multiple SoC areas.
To the best of our knowledge, this is the first TAM optimization approach that takes
into account the unique characteristics of multi-V;; SoCs and the benefits of the highly
effective TDM approach, and offers a complete solution to the test-scheduling problem
for multi-V,; SoCs. Experiments on two industrial SoCs, as well as on two very large
artificial SoCs show the benefits of the proposed method in both single-site and multi-site
test applications.

Finally, we introduce a critical path—oriented thermal aware X—filling methodology
for high un—modelled defect coverage. The thermal activity during testing can be con-
siderably reduced by applying power-oriented filling of the unspecified bits of test vectors.
However, traditional power-oriented X-fill methods in bibliography do not correlate the
thermal activity with delay failures, and they consume all the unspecified bits to reduce
the power dissipation at every region of the core. Therefore, they adversely affect the
un-modelled defect coverage of the generated test vectors. The proposed method identi-
fies the unspecified bits that are more critical for delay failures, and it fills them in such
a way as to create a thermal-safe neighbourhood around the most critical regions of the
core. For the rest of the unspecified bits a probabilistic model based on output deviations
is adopted to increase the un-modelled defect coverage of the test vectors. Experimental
results show that the proposed method offers a fair trade—off between critical paths delay
and un—modelled defect coverage. Due to its nature, it may complement the formulation
of the problem to be solved in many existing thermal and power aware techniques.

xi



EKTETAMENH IIEPIAHUH STA EAAHNIKA

PHtioc Boptlidtng tou Iwdvvn xa tne Aaunpivic, PhD

Turua Mnyoavixdv ITinpogpopixic, Haveniotquio Inavvivey

Aexéufperog, 2016

[poywpnuévee uébodol yia Tov €heyyo opbric Aettoupylag ToOAUTUEVWY CLUOTNUATKY O
OhOXATNPOUEVA

EmfBiénovrag: XpuooPardving Kafouoiavég

Eluaote oty auyh tng véog emoyrc tou “Iviepvet Twv mpayudtev’. Néa, xaivotoua
“redyuaTta” yior Tov LT xat TiC entyetprioelc eugavilovtal ue ohogva aulavouevo pubud
%0l UTOGY0VTaL VoL BEATLOGOUY THY ToLOTNTA TNS LWhC UAS AAAS XaL THY ELXOVA TNE TAYXOOULAC
owovoptac. Kortdvrag Pabid péoa otov eyxépard twv “rpayudtoy’ unopodue vo dolue
enelepyaoTéc oy axohoufoly Tov oyedlaoud Tou cuoThHUATOC oe ohoxhnpnuévo (Xc0).
To oyedaotind nopdderypa tou XoO dev meplhaufdvel amid uia oelpd Tpoxadoplouévmy
uebodoroyldy xat odnyldy. Avtibeta, eZeilooetal cuveydhe GoTe va avtanoxpLiel ue emttuyla
OTLC ONOEVAL QUEAVOUEVES UTALTACELS TNE VEAC ETOYNS.

H uelworn tou xdotoug mapaywyng xat 1 Stayelplon TG XATAVAAOXOUEVNS Loy U0
v £o0 anotelolyv (owe TIC oNUavVTIXOTERES TROXAACEL Tou avTeTOTI el ohuepa 1)
Brounyavia xataoxeuic touc. H avdyxn yia auénuévn Aettoupyxdtnta oL anédoor) ueta-
pedletal o€ avdyxm yio Tov oyedooud toAuThoxwy o0, To omola Y enolULoTololy TEoTYUEVES
600 xou damavneég teyvohoyieg emelepyaotac xoal Texvixéc Sayelpiong toyvoc. Ynéd To
Topandve Teloua, 1 Bounyavio avalntd cUVEYOS VEES, TLO ATOTEAEOUATIXES OYESLUOTIXES
Aioelg w¢ Tpog To x6oTog xal Tn Swayelplon oyloc yia ta Tpoldvta tne. Mo and autéc
Tig Moelg elval xat 1 TEYVIX TG SUVOUXAS XALUAXWONS TS TAONE XAl TNG GUYVOTNTOC
Aettoupylae (AKTY) evéc o0, xalde xar n dnuovpyio Eeywetotdv vnoldwy tdoewmy
hettovpylac (NTA) evtéc tou LeO. Qotdoo, 1 yeron Ty nopandve texvixdy ennpedlel
onuavTd Ty dtadixacta eAéyyou opbric hettovpyiag Tou XoO 1600 we Teog TN dtadixosia
600 XUl KC TPOSC TO XOOTOC.

H épeuvd pog eotidlet otny avdntun oAoxANewUEVWY, ATOTEAECUATIXGDY XAl UTOAOYLOTL-
%8 QLAY LEHOBOAOYLOY LXAVHDY VoL EAAYLOTOTOLOOLY TO X60T0¢ EAEYY 0L 0p0YiC hettoupyiag
ULXEAY, UEYIA®Y %ol TOA UeYdAwY Tolunipnvey Xo0. Oswpolue 6Tt T o0 eqopudlovy
Teyvxéc dayelpong toybog 6mwe n AKTE xoaw oo NTA xat 61 0 €heyyog opbric hettoupyiag
die€dryeTan Und €va GUVOAO TEQLOPLOUMY GYETIXMDY UE TNV XATAVIAWGT| Loy U0¢. X TO TALATEVG
ThaloLo, eLodyouue Ua véa, xavotouo uehodo eréyyou oplvic hettoupylag, n onotla otneileta
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oty ey e ypovixrc mohunhelog (XPII). IMapouoidlouue tpelc VEeS TEYVXES YLl TOV
Ypovompoypaudationd tng dadixaoclog eréyyou ophfic Aettoupylag, o omoleg allomololy
070 uéyloto ta ogérn tne XPIL Euyxexpuuéva, npotelvouue uto uéhodo ypouulxol npoypau-
uatiouoy axepalwy, 1 onola elval teovr va tpoogépet BEATLOTEC MIGELC YLoL TOV YPOVOTRO-
Yoaupatioud Tou ehéyyou oplfic Aettoupylug oe uixpol xal uecalou ueyéhoug XoO. Enlong,
mpotelvouue Ul véo uébodo, 1 omola otnetldueyrn oTOV ATOTEAECUATIXNG GUYBUACUO TWY
alyoptfuwy ’Simulated Annealing’ xou 'Rectangle Packing’ (SA-RP), xatagépver va napdyet
UE ULXPO UTOAOYLOTIXG XOGTOC UPNANAC TOLOTNTAC YPOVOTPOYRUUUATIONS YLOL TOY EAEYYO
ueYdAwY %ot o) peydiwy XoO. T v mpduun oyedootixd gdorn tou ehéyyou opbiic
Aertoupylag xafde xat yia teptntdoele dmou 1 SLabéolun untohoytoTixn Loy Uc elval TEPLOPLOUEV,
mpotelvouue wlo “dninotn” uébodo mou odnyel oe Mok xohéc AJoELC YL TOV YPOVO-
Tpoypauuatioud tne Stadixactog ehéyyou. Ilelpauatind anotehéouata anodeixviouy Ty
AVOTEPOTNTY TV TEOTEWVOUEVWY Uebb6dwy XPII, évavtt twv ouufatixdy.

Yo mhalowa g €peuvdc uag, éyouue enextelvel tn uébodo XPII ue véoug, tpdobetoug
unyaviopolc yowpxhc mtolvthellag (XQII). Anuovpyfoaue wa véa pébodo yopixhic xo
yeovixhc mohumheZlog (XXII), wavh va Bedtidoet onuoavtixd tny extéheon TopdAAnhoy
Stadixaotdyv eréyyou (multi-site test), Wialtepa oe neptntdoeic 61ou o aplfiude Twv dabéouwny
AAVAALOY EAEY Y 0L elval TepLopLouEvog, Aoyw xéotoug. H XQUI enitpénel va uhonololue, ot
€va unyovioud tpdofaonc v éheyyo (MIIYE), dtatdhous pe uxpdtepo edpog and to ebpog
mou yenowuonoLel 1 BYpa evig teplBAfuatoc tupYva Baclouévou 6To “tpwtdxoiio 15007 yia
TNV TUpdAANAn @opTroT dedouévmy ehéyyou otouc Tuprivec Tou YaO. Tapddinha, n XPII
avohauBdver vo exuetalheuTel 0T0 Emaxpo To SLabEoLUO EUPOC TWV XAVIALGY EAEYYOU (HOTE
vaL TEPLOPLGEL TUY OV YPOVIXES AUENGELS GTOV YPOVOTIROYPAUUATIOUS AGY® TOU TECLOPLGUEVOU
aplBuol Ty dtabéoLumy xavahldy ehéyyou avd mupriva xat yevixdtepa avd o). Hepapotixnd
aroteréopata detyvouv 6TL 1 uéhodog XXII elvor Wraitepa anodotixy yio MIIYE ye uixpd
apliud xoavahldy xou audvel onuavtxd tov aplud Twv o0 mou uropolv va eheyyBHolv
TopdAAnha. Xuvende reptoptlel To x60TOC EAEYYOU.

Ipoteivovue wa teyvixd; “Awaiper xar Baoiheuve” (AB), n onola éyel wg otéyo va
Behtiotomooel tov MIIYE oe dwadixaotiec ehéyyou ophric hettoupylag, oL onolec ypovompo-
veauuatilovtal ue Ty uébodo tne XPIL. H mpotetvduevy teyvint| exueTahheVeTAL XATOLES
uovadixée Wiotnteg tng uebodou XPII dote va unoloyioel va pabnuoatixd arodedelyuévo,
UTOAOYLOTIXA oAb ahhd axplBéc xpttriplo amoxheiouot hMicewy, To onolo elval xavéd va
anoppldel dueoa neptoadtepouc and 1o 99% Ty mBavOY avatoteAeoUATIXOY OYEDAOUGDY
tou MIIYE. Axéun, wo yehyoen “dninotn” uébodoc avohaufdver vo allohoyroeL xal va
avayvweloel Tou Bértiotoug unapxtolc oyedaouols Tou MIIYE. H yerjon tne “dninotne”
uefddou Suxatoloveltar amd v LdNAY cucyétion mou TaPoUGLAloUY TA ATOTEAEGUITA
TNe e Ta anoteAéouata Tne moAU anodotxic uebBédou SA-RP, 1 omola dev umopel va
yenowornoinfetl yio Aoyoug tayvtntog. Emnpdobeta, yio tnv Bedtiotonolnor tou MIIYE
oe TOAS peydha 160, npotelvouue uia véa, ohoxhnpouévy uéhodo xatavounc xavaildy
eAEYYOU, 1) OTOlol XATAVEUEL ATOBOTIXE Tol XAVAALYL EAEYYOU OE €Vl GUVOLO TEQLOY MDY TOU
260. Me Bdon ta 60 yvopilouye 1 tpotetvouevr uéhodog AB elvar 1 mpdTn nou mpoceyyilel
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T0 Béua tne Bertiotonoinong tou MIIYE hauBdvovtac urnédn tor povadixd yopaxtnelotixd
Twv 260 ToAAATAGY TdoEwy xol allomoldviag To 0QEhn TN mohl anodoTixic uebddou
XPII npoogépoviag uta ouVohixy) Aion 6To TREOBANUO TOU YPOVOTLOYLUUUATIOUOU TWY
200 nohhamiodv tdoewyv. llelpauatixd aroteréouata oe 2 YoO tne Brounyoviac xabde
xaL og 2 TOAY peydia ey vntd Lo amodewxviouy Ta 0GERT TNC TROTELVOUEVNC UeBOSOU Yia
amAEC xoL TapdAAnAes dradixaotie ehéyyou.

Téhog, etodyouye Ul véa uéodo yia tnv Oepuixd TpooTtacia TV XploW®Y LOVOTUTLOV
oe éva mupriva evoc XoO. H npotetvduevn uéhodog enttuyydvel T0 6THY0 UECK TN ETLAEXTL-
xhc ovutAfipwons Ty adldgopwy Twody X' twv davuoudtwy eréyyou (AE), n onola
©0THG0 TEAYUUTOTOLELTOL UE TETOLO TEOTO KoTe Ta tapayoueva AE va anoxtoly ueyahltepn
LXAVOTNTOL AVOYVORLONS U1 LovTEAOTONUEVLY ogohudtoy ukxot (MMXEY). H adénon
Trc Oepuoxpaciac oe évav muphva Umopel va TeploploTel GUVORLXA UECWw TNG ETAEXTLXAC
ovurthpwone tov ‘X' tov AE, ue Ttwéc nou meplopllouy v xatavdiwen trg oy bog.
Qotéo0, oL napadooiaxéc uéhodol emhexTixnrc ouunhfpwons X’ mou cuvavtdue ot BBilo-
Yoagla dev cuoyetilouy TNy napayduevr) Hepudtnto oe uLa TepLoy Y| Tou Tuprva Ue “opdiuaTa
MoYw xabuotépnonc”, xal yenotuonololy 6heg TLg adtdpopes TWES evoc AE yia vo uetdoouy
TNV xaTavdlwon e Loyvog oe xdbe meployr Tou muphva. ‘Etol, uetdvouv tnv ixavotnta
evog AE va avayvopiler MMEY. H npotewvéuevny uébodog avayvwpiler adidgopes Tyuég
tov AE, ol onoleg unopel va arodetyBoly xplowes Yo TNV EUPAVIOY, CQIAUATOY AOYW
xafuoTépnong, XL TS CUUTATPAOVEL e TWECS, Ol OTOLEC UTOPOYY Va TEpLoploouv Tov pulud
avgnone tne Bepuoxpaciac oty TEQLOYH TOV XPIOWWY UOVOTATLGOY TOU TURTVOL AAAG xa
oTlg yertovixég meployéc. Ou umdhoineg adidpopeg TLwég Tou AE haufBdvouv Twéc ue Bdon
Ta amoTEAEOUATA EVOC LOoVTEAOU “anoxhicewy e€630U”, BOoTE Vo PEATLOVETOL 1) IXAVOTNTA
avayvéoetone MMYEY tou AE. Ilewpouoatind anotedéouata Selyvouy 6TL 1 TROTELVOUEY
uéfodog emTuyydvel ulor anodotixr avtadiayy wetall tne xabuoTtépnorc evoc LovoTaTlol
xal g wavétnrog avayvopone MMYY tov AE. Adyw tng @long tng, 1 mapamdvew
uebodoc umopel va yenowuonoinfel cuuminpwuatixd ue onoladrrnote uébodo Siayelplong
woyvog 1 / xau napaybuevng Depudtnrac.
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CHAPTER 1

INTRODUCTION
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1.7 Thesis Organization

1.1 System On Chip

In the modern era, a growing number of physical objects, at an unprecedented rate, are
equipped with “edge” devices that enhance them with computational intelligence and
Internet connection abilities, realizing the vision of Internet of Things (IoT) [1] - [3].
Nowadays, thermostats that continually look for innovative ways to reduce your energy
bill, cars that service and fix themselves whenever there is a problem, shoes that direct
you around town, toothbrushes that team up with your dentist to improve your oral
hygiene and, umbrellas that check the local weather to ensure that you never get wet are
advertised in the media.

Generally speaking, IoT refers to the transformation of everyday objects from be-
ing traditional to “smart”. It is the result of technological progress in many parallel
and often overlapping fields, including those of embedded systems, ubiquitous and per-
vasive computing, mobile telephony, telemetry and machine-to-machine communication,

wireless sensor networks, mobile computing, and computer networking. IoT is opening
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Figure 1.1: Key IoT applications [4].

tremendous opportunities for a large number of novel applications that promise to im-
prove the quality of our lives and grow the world’s economy. These applications include
home support, healthcare, inventory and product management, workplace, security and
surveillance, transportation, industrial automation, emergency response and environmen-
tal monitoring.

The so-called “Things” or “edge” devices [4] are a fusion of processing units, sensors,
actuators and software applications. They are able to sense physical phenomena, translate
them into a stream of information data, communicate them to human beings or other
devices and trigger actions on the physical world. According to market reports [5], more
than 26 billion of such devices are expected to be “connected” to our world by 2020.

Looking deeply into the hardware of these devices, the design paradigm of the System
on Chip (SoC) emerges [6], that through a great variety of embedded cores / Intellectual
Property (IP)s tries to serve the heterogeneous needs of the IoT. Application processors for
feature rich wearable devices, microcontrollers for low-end applications and smart analog
devices with power management abilities constitute a mosaic of [oT system architectures
[4].

Conventional gate-based or cell-based design methodologies are no longer sufficient.
The shift toward very deep submicron technology has enabled Integrated Circuit (IC)
designers to develop SoCs, where an entire system is implemented on a chip. To meet the
SoC design economics, increase the productivity and decrease time-to-market, the use of
out-of-house and / or previously in-house designed modules has become common practice
in SoC design. Such modules are referred to as embedded cores or IPs. It is predicted that
in the near future, embedded cores, of which 40 to 60% will be from external sources [8],
will populate 90% of a chip. Actually, a few large companies such as Intel, Toshiba, and
IBM are able for in-house manufacturing while most of the semiconductor companies are
fabless and outsource their manufacturing to a silicon foundry such as TSMC, UMC, or
IBM. This is explained by the fact that the annual sales of an IC enterprise need to exceed
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Figure 1.2: Example architectures of SoCs addressed to IoT [4].

$10B to justify the investments required at the 45 nm process, and this figure continues
to climb as processes advance [9]. Typical examples of SoCs that are used for High- and
Low- end IoT applications are shown in Fig. 1.2 [4]. As it is illustrated, each SoC architec-
ture may consist of a variety of embedded cores / IPs. Such IPs can be microcontroller,
microprocessor or Digital Signal Processor (DSP) cores (also, there are multiprocessor
SoCs, MPSoCs, that may have more than one processor core), memory blocks including
a selection of ROM, RAM, EEPROM and flash memory, timing sources including oscil-
lators and phase-locked loops, peripherals including counter-timers, real-time timers and
power-on reset generators, external interfaces, including industry standards such as USB,
FireWire, Ethernet, USART, SPI, analog interfaces including ADCs and DACs, voltage
regulators and power management circuits, buses, either proprietary or industry-standard,
connecting these blocks.

1.2 The demand for low power operation

IoT and mobile devices require sophisticated computational abilities, advanced color dis-
plays, wireless technology and increased storage. The levels of integration enabled by
SoC design and the continued advances in process and manufacturing technology made
possible their realization. However, the continuing trend in applications for ever increas-
ing functionality, performance and integration within SoCs have inadvertently pushed the
power profiles of such systems beyond acceptable power density limits [68]. As an indi-
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Figure 1.3: Power dissipation per process technology [71].

cation of the severity of the problem, we refer the Itanium2 from Intel, that consumes
almost 130 Watts [54]. Fig. 1.3 [71] shows a plot of the power density of microprocessor
chips for various technology generations.

The trend depicted in Fig. 1.3 is worrisome [7] and has forced power to become an
important challenge for higher levels of integration due to further device scaling. Higher
power density has a negative impact on the performance as well as reliability of the chip
[72]. Moreover, dissipating more heat has a large impact on the packaging, the heat
sinks and the cooling environment used in an SoC, especially in terms of cost [73]. Thus,
for almost every system architecture, reducing overall power consumption and localized
power density is essential, in order to maintain the feasibility of future applications.

An additional obvious driver for low-power systems is the tremendous increase in the
demand for battery-powered [oT and mobile devices. Limited battery life has significant
impact in the utility / value of such devices. Unfortunately, battery technology seems
unable to keep pace with the requirements for increasing complexity, functionality and
performance of the systems they power [74]. While the advances in CMOS technology have
seen a doubling in transistor density roughly every 18 months, the equivalent advancement
in battery technology is greater than every five years [7]. Fig. 1.4 illustrates the widening
gap between the trends of processor’s power consumption and the improvement in battery
power capacity. As these systems have fixed throughput requirements, a careful trade-off
between power and performance is the key to extend battery life.

Today, energy issues have become a major topic in the public debate. As the IoT vision
calls for the deployment of billions new devices [5], it is expected that the increase of the
electricity consumption of the ICT infrastructure (datacenters and network equipment)



80 1

70 1

60 1

50 - Chip Power

40 1

30 1

Power (Normalized Axis)

20 1

10 Battery Power

a—
—
— —
_——————'

04 T T T T T T 1

1997 1999 2001 2003 2005 2007 2009 2011
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to handle the so-called “Big Data”, the significant carbon footprint from the high-volume
production and the increased level of electronic waste will trigger environmental concerns
[6]. The so-called “green” initiative, especially in Europe, has already placed great pres-
sure on manufacturers of SoCs to reduce power consumption as much as possible. So,
from large desktop units to mobile and IoT devices, the drive today is towards “green”
SoCs and Design-for-the-Environment (DFE) [6].

The above discussion shows that the pursuit of efficient methods for reduction in power
consumption has moved to the forefront of the SoC design challenge. Today, satisfying the
power budget is one of the most important design goals in SoC design. Hence, designers
continuously seek effective ways to “arm” their SoCs with effective power management
techniques ready to account for mobility, SoC complexity and process technology. The
impact of low-power-oriented design on the SoC architecture is shown in Fig.1.5 [69] and
is more than encouraging, since it is predicted that in year 2026, most of the SoCs will
consume up to 8 watts.

The need for low power consumption is not confined to the functional operation of
devices only. Power issues can greatly affect the Very-Large-Scale Integration (VLSI)
testing process too. In fact, test designers face an even tougher challenge than SoC
designers. A device under test (DUT) lacks package support. In addition, typical power
management schemes are disabled and device activity may be higher during testing. The
community of VLSI testing studies for years the impact of power consumption in the
test process and has developed numerous techniques able to limit down power-related
implications.
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Figure 1.5: Impact of Low-Power Design Technology on SoC Consumer Portable Power
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1.3 Power consumption sources

Power consumption within a device can be analysed into two basic components, dynamic
power consumption Pp based on the switching activity and the static power consumption
based on leakage P, namely

Prot = Pp + P, (1.1)

This is also illustrated in Fig. 1.3 and 1.5. The dynamic power consumption, which
is traditionally the most important component, can be further analysed into the switch
power Py, due to the charging and discharging of capacitive loads driven by the circuit
(including net capacitance and input loads), and short circuit power P;. occurring mo-
mentarily during switching when pairs of PMOS and NMOS transistors are conducting
simultaneously (Fig. 1.6). The leakage power P;, can also be broken down into a number
of key contributors. One is the current flowing through the reverse biased diode formed
between the diffusion regions and the substrate (Igipge). Another is the current flowing
through transistors that are not conducting, tunneling through the gate oxide (Isupinreshoia)
(Fig. 1.6).

Lately, the static power dissipation has become significant for a number of reasons.
First, as clearly shown in Fig. 1.3, one of the negative effects of the advance in deep sub -
micron process technology is the relative increase in power due to leakage currents. More-
over, when V};, is lowered to succeed better speeds in chip, the static power is increased
exponentially due to the exponential relation between subthreshold leakage current and
Vin [11]. For example, leakage current within a 130nm process with a 0.7V threshold
gives approximately 10-20 pA per transistor. When the threshold is reduced to 0.3V in
the same process, the leakage current goes to 10-20 nA per transistor [7]. The problem
becomes even worse when the temperature of the chip increases. Higher temperature



Figure 1.6: Power Consumption in a simple inverter.

increases the subthreshold leakage and, in the worst case, the power budget can be ex-
ceeded [7]. Also, due to the reduction in gate-oxide thickness for sub-100nm CMOS, gate
leakage is also contributing significantly to the overall leakage power [12]. However, for
future technology nodes, it is expected that high-k dielectrics would mitigate the increase
of gate leakage as it appears to be the only effective way of reducing gate leakage [13].

1.4 Low power design techniques

Low power design methodologies can be implemented at different stages of the design
process. The following subsections briefly describe techniques from dynamic and leakage
power reduction perspectives.

1.4.1 Dynamic-power-oriented reduction techniques

The following high-level equations characterize the key factors in the dynamic power
dissipation on a chip [9][127][7]:

Py=A-C-V*.F (1.2)
B 3
Psc:A-E-(v—Q-wh) -F-T (1.3)

where A is the switching activity, C is the total load capacitance, V' the supply voltage,
F' the target frequency, B the gain factor, T' the rise / fall time of gate inputs and Vy,



the voltage threshold. Dynamic power can be minimized by reducing any of the terms in
Equations 1.2 and 1.3. Thus, designers have devised methods of reducing one or more of
these parameters. Most of the efforts have concentrated on power supply and switched
capacitance Cess reduction, namely the product of the activity A and the total load
capacitance C. The proposed techniques can be implemented at the architecture, logic
design and circuit design levels. In the following lines we shortly describe methods that
minimize the dynamic power consumption.

A significant portion of the dynamic power in a chip can be due to the distribution
network of the clock [10]. The most common way to reduce this power is to turn off the
clock when it is not required. This method is called clock gating. It was first proposed in
[14] and studied in greater detail in [15] and [16]. The operand isolation method prevents
sections of the circuitry from accepting changes in their inputs unless they are expected
to respond to those changes [17]. An example technique for automating operand isolation
has been proposed in [18]. The gate-level transformation method is a logic optimization
technique where a small group of gates are replaced by a logically-equivalent set in order to
reduce dynamic power [19]. Path balancing is used to reduce glitch power. Glitch power
is dissipated when the inputs to a gate do not arrive at the same time causing unwanted
transitions of the output signal before the final value is reached [22]. The path balancing
technique manages to avoid the aforementioned transitions by equalizing the delays of
paths that converge to the same gate [20][21]. The gate sizing method determines the
device widths for each gate. The basic rule is to use smaller transistors that satisfy the
delay constraints. Thus, to reduce dynamic power, gates with higher toggle rates must be
made as small as possible. A polynomial formulation using Elmore delay models is used
in traditional gate sizing approaches. Heuristic-based greedy approaches [24][25] can be
used to solve such a polynomial problem. The transistor sizing is similar to gate sizing
with the exception that in gate sizing all the transistors are sized together with the same
factor while in transistor sizing each transistor is sized individually. Optimizations by
sizing individual transistors have been explored in [26][27]. Finally, the Voltage scaling
techniques are closely related to our research work and they are discussed in further detail
in the following subsection.

1.4.2 Voltage Scaling

Voltage scaling exploits the quadratic relationship between Vpp and power consumption
due to switching activity (Equation 1.2). Reducing the supply voltage is perhaps the
most attractive approach for dynamic power reduction. Supply voltages can be reduced
dynamically or in a static manner. Dynamic Voltage Scaling (DVS) reduces supply voltage
during circuit operation based on the throughput requirements of the system. Multiple
supply voltage (multi-Vpp) implementation is a static technique that pre-assigns different
supply voltages to different TP blocks or even gates based on the throughput requirement.

Dynamic Voltage and Frequency Scaling (DVFS) is an efficient power management
technique that offers an effective trade-off between power consumption and system per-
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Figure 1.7: Core voltage vs frequency [47].

formance as it adaptively adjusts the power supply-voltage and the frequency depending
on the workload of the SoC [44], [45]. To compensate for the lost performance, one can
increase the degree of pipelining and parallelism in the SoC, reduce the Vj; to achieve
higher performance, assign lower Vpp values only to non-critical paths [46]. Fig. 1.7
shows the affect of the voltage scaling on the speed performance of IEM926 test SoC [47].
As it is illustrated, when the supply voltage has a high value (Vg = 1.2V), the throughput
of the test SoC becomes maximum (300MHz), while for lower values of supply voltage
(Vag = 0.7V), the system performance decreases almost by a factor of three ( 100MHz).

DVFS has been implemented in several state-of-the-art processors [52] - [176] that
can be found in a wide range of portable devices. Typically, there are three operating
modes: computation-intensive mode, low-speed deadline-driven mode and idle mode [57].
Compute-intensive tasks, such as MPEG video and audio decompression, demand maxi-
mum throughput. In contrast, tasks such as text processing and data entry require only
a fraction of the system throughput. Finishing these tasks early has no benefits and thus
dynamic voltage and frequency scaling can be applied at the cost of reduced speed. DVFS
utilizes this slack time by lowering the supply voltage as well as the clock frequency to
achieve quadratic savings in energy. Fig. 1.8, combined with Fig. 1.7, depicts the power
and energy savings that can be achieved, when voltage scaling techniques are applied to
the TEM926 test SoC.

Multi-Vpp design is a static voltage scaling approach for reducing dynamic power
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Figure 1.8: Power and energy consumption at different frequency and voltage levels[47].

consumption. A separate supply voltage can be assigned on a gate-by-gate basis (Dual-
Vpp) or to every module of the design (i.e., the voltage island technique). In Dual-Vpp
approach [48], gates that are on the critical path of a block are assigned to the high
Vpp while gates on the non-critical path are assigned to low V. When gates operating
at low Vpp are fan-ins to gates operating at high Vpp, level converters are required in
order to avoid short-circuit power. As level converters contribute to additional power
consumption, minimizing the number of converters is an additional design issue [49].
Clustered Voltage Scaling (CVS) [50] or Extended Clustered Voltage Scaling (ECVS) [51]
can be used to assign the required Vpp to the targeted gates. In CVS, the cells driven
by each supply voltage are clustered such that level conversion is only required at the
output flip-flops. ECVS removes restrictions on level converter assignment by allowing
level conversion anywhere, and the supply voltage assignment to the gates is much more
flexible. ECVS method is more complicated than CVS, however, it provides greater
dynamic power savings.

The concept of voltage islands (also known as power islands) arose to allow areas of
a single chip to operate at voltage levels and frequencies independent from one another
[58]. Fig. 1.9 shows an example SoC with 16 IP blocks before and after creating voltage
islands. In Fig. 1.9(a), all the blocks are assigned to a high Vpp level, while in Fig. 1.9(b),
the performance-critical blocks are assigned to a high Vpp level, and the other blocks are
assigned to lower Vpp levels, depending on their speed requirements. Then,the overall
power dissipation of the design in Fig. 1.9(b) can be far less than that in Fig. 1.9(a) due
to reduced dynamic power. Available white-space can be used for placing level shifters,
routing and the allocation of decoupling capacitance to reduce power supply noise.

Voltage island design can be implemented at either the floorplan / placement stage
[59][60] or post- floorplan / placement stage [61][62]. The major impact of using multiple
supply voltages is the need to treat the supply voltage as another design constraint. In
voltage island design, IP blocks assigned to unique islands require proper delivery of
the specific supply voltage. If the supply voltage is generated off-chip, proximity to its
corresponding supply voltage pins must be ensured. On the other hand, on-chip supply
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Figure 1.9: SoC with (a) single voltage island and (b) many voltage islands.

voltage generation requires extra routing to each island. Similar to CVS and ECVS,
communication between islands require level converters. Clock-tree generation must take
into account buffers residing in different islands. Designers must also account for coupling
noise between adjacent lines driven by high and low voltages arising from the different
Vpp values.

Further reductions in power consumption are achieved when voltage islands are com-
bined with DVFS [45][64]. For example, many tasks may not perform any floating-point
operations in CPU and so the floating-point unit within an SoC could be run at a mini-
mal voltage and frequency to conserve power. In addition, there are times when simply
turning off the power to a unit is not an option, since memory contents or other state in-
formation must be preserved. Voltage islands with DVFS provide the flexibility to reduce
the voltage and/or frequency in such cases to minimal levels. Fig. 1.10 shows an example
of voltage islands within an SoC. Various methods have been proposed to address design
challenges in such systems consisting of multiple voltage islands [44][65]-[67]. Fig. 1.10
shows an example SoC with 5 voltage islands able to perform DVFS using two different
Vop levels.

1.4.3 Leakage-power-oriented reduction techniques

In general, circuit blocks are constantly turning on and off, depending on the computation
requirements of an application. Due to this “bursty” nature of operation, they spend a
significant amount of time in their idle mode. Different circuit techniques have been
proposed to reduce leakage power of such circuits. Leakage optimization can also be
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performed at design time. Such approaches exploit the delay slack in non-critical paths
to reduce leakage power. Runtime techniques reduce leakage power when circuits are not
required to run at the highest performance level. A variety of methods that are based on
the above mentioned techniques are discussed below.

Leakage current flowing through two serially stacked off CMOS transistors is always
less than a single off device. This phenomenon is known as transistor stacking [28][29].
By replacing one off transistor with serially-connected, stacked transistors reduces leakage
current significantly [30][31]. In addition, due to the transistor stacking effect, leakage
current also depends upon the input vectors presented to a gate. Thus, if the input vector
of a circuit entering in the standby mode is chosen carefully, then leakage power can be
minimized by maximizing the number of stacked transistors in the off state. Numerous
techniques for choosing the sleep vector have been proposed [32][33]. Another method
to reduce static power is the dual-V}, technique. Today’s Application Specific Integrated
Circuits (ASIC) designers can choose standard cells from cell libraries with different V4.
During design synthesis, a high V}; can be assigned to some cells in the non-critical paths
and low Vj;, transistors are assigned to cells in the critical paths so that performance is
not sacrificed [34]. In this way, leakage power savings can be obtained while maintaining
the desired performance. A number of methods utilize the slack in the non-critical paths
to assign a high Vj, [35][36]. The variable threshold CMOS method is a body-biasing
technique for leakage power reduction [37]. Using adaptive body biasing the threshold
voltage of the transistors can be increased in the standby mode while reduced dynamically
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in the active mode of operation depending upon the required performance level [40][41].
Dynamic threshold voltage scaling is a method of controlling the threshold voltage using
substrate biasing proposed in [42]. Another method, which has the same effect as body-
biasing is to raise the NMOS source voltage while tying the NMOS body to ground [43].
Finally, power gating is a major approach for leakage power reduction. This technique
is implemented by inserting a high-V;, sleep transistor between the power supply and
the original circuit [38][39]. The goal is to switch between active and sleep modes by
selectively turning the sleep transistor on/off.

1.5 VLSI Testing

1.5.1 Terms and definitions

The objective of VLSI testing is to minimize the number of defective chips, resulting
from imperfect manufacturing processes, shipped to customers. As shown in Fig. 1.11, it
typically consists of applying a set of test stimuli to the inputs of the digital logic while
analysing the output responses. Both input test stimuli and output response analysis can
be generated and performed externally (Off-line Test) or inside the chip (On-line Test).
Designs that produce the correct output responses for all input stimuli pass the test and
are considered to be fault-free. Designs that fail to produce a correct response at any
point during the test sequence are assumed to be faulty.

Two major defect mechanisms can cause the digital design to malfunction, manu-
facturing defects and soft errors. Manufacturing defects are physical defects introduced
during chip fabrication that cause functional failures in the design. Manufacturing defects
can result in static faults, such as stuck-at faults, or timing faults, such as delay faults. A
general consensus, known as the rule of ten, says that the cost of detecting a faulty device
increases by an order of magnitude as we move through each stage of manufacturing,
from device level to board level, to system level, and finally, to system operation in the
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Figure 1.12: Rate of failure of integrated circuits at different phases of life [124].

field [119]. Soft errors are transient faults induced by environmental conditions such as «
- particle radiation that cause a fault-free circuit to malfunction during operation [120],
[121]. The probability to deal with a soft error increases as feature sizes decrease [122].
The transient faults are non-repeatable, and thus, they cannot be detected during manu-
facturing. The VLSI industry, to cope with the above challenges, created a framework of
methods known as Design for Reliability (DFR) that aims to improve the reliability and
availability of the produced chips.

An important aspect of the DFR is the yield Y of the manufacturing process. The
later is defined as the percentage of acceptable parts among all parts that are fabricated,
namely

Number of acceptable parts

= 1.4
Number of parts fabricated (14)

The yield can be reduced due to random defects (catastrophic yield loss) and pro-
cess variations (parametric yield loss) that come from imperfections in the manufacturing
process. Automation of and improvements in the IC fabrication process line drastically
reduced the random defects. Thus, nowadays, the process variations are the dominant
source of yield loss. Design for Yield Enhancement (DfY) [123] and Design for Manufac-
turability (DFM) are common terms in IC industry that are used to denote an effort to
reduce the effects of process variations and to avoid random defects, correspondingly.

The bathtub curve [124] shown in Fig. 1.12 is a typical device or system failure chart
indicating how early failures, wear-out failures, and random failures contribute to the
overall device or system failures.

The infant mortality period (with decreasing failure rate) occurs when a product is in
its early production stage. Failures that occur in this period are due to poor process or
design quality. The product should not be shipped during this period to avoid massive
field returns. The working life period (with constant failure rate) represents the product’s
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“working life”. Failures during this period tend to occur randomly. The wear-out period
(with increasing failure rate) indicates the “end-of-life” of the product. Failures during
this period are caused by age defects, such as metal fatigue, hot carriers, electromigration,
dielectric breakdown. For electronic products, this period is of less concern because end
users often replace electronic products before the devices reach their respective wear-out
periods.

During manufacturing test, an error-free chip may fail the test and declared as faulty.
For example, IR-drop can cause such an outcome. In addition, there are cases where
a faulty chip passes the tests and it is declared as a good part, for example, due to
insufficient test patterns. The ratio of field-rejected parts to all parts passing quality
assurance testing is referred to as the reject rate, also called the defect level (DL),

DI — Number of faulty chips passing final test

1.5
Number of chips passing final test (1.5)

For a given chip, the defect level DL is a function of process yield Y and fault coverage
FC [125]

DL =1-YU1-Fo) (1.6)
where F'C is defined as

Number of detected faults
Fe= Total number of faults (1.7)

The defect level provides an indication of the overall quality of the testing process

[126]. For example, a defect level of 300 parts per million (ppm) may be considered to
be acceptable, whereas 50 ppm or less represents high quality. The goal of six sigma
manufacturing, which is also referred to as zero defect, is 3.4 ppm or less [127].

1.5.2 Fault models

A good fault model should satisfy two criteria: (a) it should accurately reflect the be-
haviour of the defects, and (b) it should be computationally efficient in terms of the time
required for fault simulation and test generation [131]. In practice, a combination of dif-
ferent fault models is used in the generation and evaluation of test patterns so that the
behaviour of the most possible defects can be captured. State-of-the-art fault models for
general sequential logic are described in the following paragraphs.

A stuck-at fault transforms the correct value on the faulty signal line to appear to
be stuck-at a constant logic value, either logic 0 or 1, referred to as stuck-at-0 (SAQ) or
stuck-at-1 (SA1), respectively. This model is commonly referred to as the line stuck-at
fault model, where any line can be SA0 or SA1. It is also referred to as the gate-level
stuck-at fault model where any input or output of any gate can be SA0 or SA1 [132].
Consider the example circuit shown in Fig. 1.13.

There are 18 (2 -9) possible faulty circuits under the single-fault assumption. In the
right part of Fig. 1.13 [119], they are given the truth tables for the fault-free circuit and
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Figure 1.13: Example circuit and its truth table [119].

the faulty circuits for all possible single stuck-at faults. The truth table entries where the
faulty circuit produces an output response different from that of the fault-free circuit are
highlighted in gray. As a result, the input values for the highlighted truth table entries
represent valid test vectors to detect the associated stuck-at faults. With the exception
of line d SAl, line e SAO, and line f SAl, all other faults can be detected with two or
more test vectors. Then, test vectors 011 and 100 must be included in any set of test
vectors that will obtain 100% fault coverage for this circuit. These two test vectors detect
a total of ten faults, and the remaining eight faults can be detected with test vectors 001
and 110. Therefore, the set of these four test vectors obtains 100% single stuck-at fault
coverage for the example circuit.

At the switch level, a transistor can be stuck-off or stuck-on, which are also referred to
as stuck-open or stuck-short, respectively. A stuck-open transistor fault can cause the gate
to behave like a dynamic level-sensitive latch. Thus, a stuck-open fault requires a sequence
of two vectors. The first vector sensitizes the fault by establishing the opposite logic value
to that of the fault-free circuit at the faulty node and the second vector propagates the
faulty circuit value to a point of observability. Stuck-short faults can produce a conducting
path between power (VDD) and ground (VSS) and may be detected by monitoring the
power supply current during steady-state operation. This technique of monitoring the
steady-state power supply current to detect transistor stuck-short faults is called IDDQ
testing [133].

Consider the two-input CMOS NOR gate shown in Fig. 1.14. Let us assume that
transistor N, is stuck-open. When the input vector AB = 01 is applied, output Z should
be a logic 0, but the stuck-open fault causes Z to be isolated from V. Since transistors
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Figure 1.14: Example CMOS NOR gate.

P, and N are not conducting at this time, Z keeps its previous state, either a logic 0
or 1. In order to detect this fault, an ordered sequence of two test vectors AB; = 00
and ABs; = 01 is required. For the fault-free circuit, the first input produces Z = 1
and the second produces Z = 0. But, for the faulty circuit, while the first test vector
produces Z = 1, the subsequent one will retain the value of Z = 1. Thus, a stuck-open
fault requires a sequence of two vectors for detection rather than a single test vector for
a stuck-at fault.

If transistor Ny is stuck-short, there will be a conducting path between Vpp and Vg
for the test vector AB; = 00. This creates a voltage divider at the output node Z where
the logic level voltage will be a function of the resistances of the conducting transistors.
This voltage may or may not be interpreted as an incorrect logic level to the output node
Z.

Defects can include opens and shorts in the wires that interconnect the transistors that
form the circuit. A resistive open can affect the propagation delay of a signal path. A short
between two wires is commonly referred to as a bridging fault. The case of a wire being
shorted to Vpp or Vsg is equivalent to the line stuck-at fault model. However, when two
signal wires are shorted together, bridging fault models are needed. The first bridging
fault model proposed was the wired-AND/wired-OR bridging fault model. The most
recent bridging fault model is the dominant-AND /dominant-OR bridging fault model. Tt
is assumed that one driver dominates the logic value of the shorted nets for one logic value
only [134].

The various bridging fault models that have been proposed in the past years are shown
in Fig. 1.15. The first bridging fault model models the logic value of the shorted nets as
a logical AND or OR of the logic values on the shorted wires. This model is referred to as
the wired-AND /wired-OR bridging fault model. It was originally developed for bipolar
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Figure 1.15: Examples of bridge fault models [119].

VLSI and does not accurately reflect the behaviour of typical bridging faults found in
CMOS devices. Therefore, the dominant bridging fault model was proposed for CMOS
VLSI where one driver is assumed to dominate the logic value on the two shorted nets.
The dominant bridging fault model does not accurately reflect the behaviour of a resistive
short in some cases. Thus, a new bridging fault model has been proposed, referred to as
the dominant-AND/dominant-OR bridging fault. In this case, one driver dominates the
logic value of the shorted nets but only for a given logic value.

Resistive opens and shorts in wires as well as parameter variations in transistors can
cause excessive delays such that the total propagation delay falls outside the specified
limit. Delay faults have become more prevalent with decreasing feature sizes. A variety of
different delay fault models are available. In gate-delay fault and transition fault models,
a delay fault occurs when the time interval for a transition through a single gate exceeds
its specified range. The path-delay fault model, on the contrary, considers the cumulative
propagation delay along any signal path through the circuit. Thus, the path-delay fault
model seems to be more practical for testing than the gate-delay fault or the transition
fault model. A critical problem encountered when dealing with path-delay faults is the
large number of possible paths in practical circuits. The small delay defect model takes
into consideration the timing delays associated with the fault sites and propagation paths
from the layout [135].

As with transistor stuck-open faults, delay faults require an ordered pair of test vectors
to sensitize a path through the logic circuit and to create a transition along that path in
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Figure 1.16: Example circuit [119].

order to measure the path delay. Let us consider the circuit in Fig. 1.16.

The two test vectors, vy and vq, shown in the Fig. 1.16 are used to test the path delay
from input zo. Assuming the transition between the two test vectors occurs at time ¢ = 0,
the resulting transition propagates to the output y, through the circuit with the fault-free
delays at time ¢ = 7. A delay fault along this path would create a transition at some later
time, ¢ > 7. Such a measurement requires a high-speed, high-precision test machine. With
decreasing feature sizes and increasing signal speeds, the problem of modelling gate delays
becomes more difficult. In deep sub-micron region, the component of delay contributed
by gates reduces while the delay due to interconnect becomes dominant. In addition, if
the operating frequencies also increase with process scaling, then the on-chip inductances
can play a role in determining the interconnect delay for long wide wires, such as those
in clock trees and buses.

1.5.3 The logic test process

Logic testing refers to the testing of the digital logic portion of a DUT. The thoroughness
of such testing process strongly depends on the quality of test patterns. Thus, a quality
assessment to test patterns is required to determine if an accepted level of product quality
can be achieved. Fault simulation is the process for such quality assessment. The tasks
involved in fault simulation are illustrated in Fig. 1.17.

As shown, the input to fault simulation consists of a fault list, the DUT netlist and
the input stimuli that needs to be evaluated. For each fault from the fault list, the
DUT is simulated in the presence of the fault. The output responses with respect to the
given input stimuli are then compared with the expected fault-free responses to determine
whether the fault can be detected by the given input stimuli.

The fault list comprises from a set of target faults. Subsets of faults in the fault list
may present identical behaviour for every test pattern, namely they are equivalent faults.
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Figure 1.17: Fault simulation process [127].

Obviously, only one fault from each subset of equivalent faults needs to be simulated,
while the remaining ones can be safely deleted. This process is known as fault collapsing
and reduces drastically test time and test cost since the size of a collapsed fault list is
typically about 40% of the original one [127]. The netlist is derived via RTL synthesis of
the DUT down to a gate-level design.

The input stimuli can be created either functionally or structurally. In the first case,
ideally, all possible input test patterns, that is every entry in the truth table, are applied
to DUT. The structural testing constitutes a more practical approach. The test patterns
are selected according to the circuit structural information and a set of fault models.
The fault models provide a quantitative measure of the fault detection capabilities for
a given set of test patterns for the targeted fault model. This measure is called fault
coverage. Any input pattern or sequence of input patterns that produces a different
output response for a faulty circuit from that of the fault-free circuit is a candidate test
pattern or sequence of test patterns for detecting the fault. An Automatic Test Pattern
Generation (ATPG) method is employed to find a set of test patterns that detects all
targeted faults in a DUT. ATPG for a given target fault consists of two steps: fault
activation and propagation. Fault activation establishes a signal value at the fault site
opposite to the value produced by the fault. Fault propagation propagates the fault effect
forward by sensitizing a path from the fault site to a primary output.

Structural testing saves test time and improves test efficiency because the total number
of test patterns is decreased by targeting specific faults that would result from defects in
the manufactured device. Moreover, when test patterns are generated to detect faults of
one model, their application order is further processed by re-ordering techniques, so that
additional fault models can be served by the same test pattern sequence. In this case, the
required number of test vectors is further reduced and, in turn, test time and test cost
are decreased. A common practice in industry is to target delay faults first, followed by
gate-level stuck-at faults, bridging faults, and finally, transistor-level stuck faults [127].
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Figure 1.18: Automatic test equipment from Teradyne Inc. [141].

However, structural testing cannot guarantee detection of all possible manufacturing de-
fects because the test patterns are generated based on specific fault models.
In general, the logic test process consists of the following steps:

e Definition of the targeted fault models. Calculations related to DL, and manufac-
turing yield are based on this step,

e Decision upon the Design-for-Testability (DFT) techniques that should be used in
design to meet the test requirements,

e Generation and evaluation of test patterns in terms of fault coverage,

e Execution of manufacturing test upon a batch of chips to separate fault from good

ones,

e Only in case of low DL or yield Y, implementation of Failure Mode Analysis (FMA).

1.5.4 Test equipment

To perform (off-line) manufacturing test on a DUT after it is fabricated, it is required an
Automatic Testing Equipment (ATE) or simply tester, a test fixture, an ATPG and a test
program. Production testers are usually expensive pieces of equipment with configurable
I/O ports (able to drive DUT pins, measure DUT signals, act as a load) and sufficient
storage behind them for test patterns and the expected responses. The tester drives input
pins from memory on a cycle-by-cycle basis and samples and stores the levels on output
pins. Fig. 1.18 shows a typical production tester.

As shown in Fig. 1.18, in the background, there is a bay cabinet holding the drive
electronics and the controlling workstation. The test head is shown on the front. Initially,
a specialized handler (not shown in picture) feeds the DUT to a test fixture attached
to the tester, using mechanical means. The handler adds a constant time to the test
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Figure 1.19: Multisite testing example.

process, typically around one second [9]. Thus, in many cases, multiple handlers are used
to deal with two or four SoCs at once to reduce the cost of testing (multi-site testing).
The test fixture can be provided in the form of a probe card or a load board. Then,
the test program is compiled and downloaded into the tester and the tests are applied
to the bare die. This program is normally written in a high-level language, such as the
IMAGE language used by Teradyne (based on C), that supports a library of primitives
for a particular tester. The test program specifies a set of input patterns and a set of
output assertions that are generated by an ATPG tool. If an output does not match the
asserted value at the corresponding time, the tester will report an error. In this case,
the DUT is marked as faulty (with an ink dot) and the failing tests may be displayed for
reference and stored for later analysis. In the case of a probe card, the card is raised,
moved to the next die on the wafer, lowered, and the test procedure repeated. In the case
of a load board with automatic part handling, the tested part is removed from the board
and sorted into a good or bad bin. A new part is fed to the load board and the test is
repeated. In most cases, these procedures take a few seconds for each part tested.

According to the function of the parts that are being tested, testers are categorized
as digital, memory, or analog. The cost of the testers increases with the number of pins.
The high cost per pin is primarily because they are testing leading-edge technology using
existing technology. Scheduling their use efficiently can offset this high cost. That is, cost
is kept low by making test time minimal. Another way of minimizing test application
time and cost is to combine off-chip with on-chip tests.

1.5.5 Multisite test

Multisite Testing, i.e. testing multiple dice at the same time, is becoming more common,
even on the most complex devices as ATE are becoming better architected. Multisite
testing under the right conditions may has the most significant impact on throughput
and cost of test of any other input factor[102]. A number of test cost reduction strategies
based on multi-site test have been proposed with the goal to make test cost scale with
technology progress [98][99]{100][101]. An example of multisite testing is shown in Fig.
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Figure 1.20: Theoretical vs practical test time savings due to multisite testing [76].

1.19.

The number of dice that can be tested at once, or the multisite count, depends on
the number of ATE channels and the number of test pins per die. The time saved,
compared with a single-site approach, increases with the multisite count, N, according
to the equation 1 — 1/N. Thus, in Fig. 1.19, where the number of die tested at once is
five, if there are enough ATE channels to accommodate the additional chip 1/Os, the time
saving is 80%. However, the test time saving in the previous example is theoretical. The
real time saving when applying multisite testing is calculated in a more complex way and
the average time to test each die using multisite test, 1,,,, is almost always greater than
that for single-site test, Tss. [102][103][104] describe the models that derive the test time
and cost savings of multi-site test. Fig. 1.20 shows how theoretical multisite test time
savings diverge from practical results.

Multisite test time can be increased for various reasons, including:

e Problems with the probe card touching down on die at the edge of a wafer, which
means that they have to be tested separately and/or repeatedly,

e Too few test resources on the tester to support full multisite testing due to costs,
e The time to position the probe interface to contact the bonding pads of the DUT

e The branching in the test program flow, which can make one site’s execution time
longer than another’s.

Any increase of the multisite test time affects throughput, defined as the multisite
count divided by the multisite test time, and measured in terms of units tested per hour
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Figure 1.21: Effect of tester efficiency as multisite count rise[76][105].

(UPH). If the multisite test time per die continues to increase significantly with site
count, the throughput can reach a point of diminishing returns [102][103][76][105]. A
tester must be more than 75% efficient to provide any real benefit beyond quad site. To
be cost-effective beyond eight sites, a tester must be more than 90% efficient[105], as it is
illustrated in Fig. 1.21.

1.5.6 Thermal-aware test

The deep sub-micron technology is characterized by high power density. The later, in
cases of economically beneficial but limited cooling support, can develop upon an SoC
excessive heat that may damage it or downgrade its performance and lifetime expectations.
To overcome the overheating problem, temperature-aware chip design methodologies have
been proposed, that are usually applied during the placement and routing phase of the
SoC’s design flow [182] - [184]. However, these methods target the normal operation of
the SoC and they are not taking into account the impact of power hungry defect screening
processes which, most of the times, totally neglect power consumption and violate the
design specifications of SoCs [198][199][200].

Overheating during test may force good ICs to fail. In other words, overheating can
decrease the yield and rise the production cost. Even if SoCs escape permanent damage,
they can still fail the test due to excessive interconnection delays. These are increased
approximately by 5% for every 10°C increase in the temperature of an SoC [184]. Thus,
overheating can lead to temporary path delay faults in a good chip and, hence, testing will
produce incorrect results. On the other hand, even if a chip passes the test, its exposure to
high temperature could reduce its lifetime (aging effect: electromigration, time dependent
dielectric breakdown).
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Figure 1.22: Effect of inter-core distance in the thermal behaviour of an embedded core
[201].

Thermal-aware test schedule seems to be governed by certain principles that influence
the thermal behaviour of the embedded cores in an SoC and should be taken into account
during the scheduling of a test in the various DFT designs. These principles are identified
and analysed below.

In [201], an SoC is considered with 36 embedded cores and a Test Access Mechanism
(TAM) that allows the parallel test of six cores, thus, six different test sessions should be
run to test all the cores. During each test session, the remaining cores are considered idle.
The test application time for each test session has been set to 100ms and the ambient
temperature is assumed to be 45°C. The thermal profile of a core tested during the 5™
test session is shown in Fig. 1.22. As it is illustrated, although the core is not tested
for the first 400ms, its temperature increases. This is due to the fact that, during this
time period, other cores were tested and the temperature rise of these cores has a lateral
thermal impact on the core in question. Furthermore, in [201] is accented that depending
on the proximity of the other cores being tested, the increase of temperature to the core
in question can be significant.

In [201], the contribution of the ambient temperature to the maximum temperature
reached by a core is also studied. To this goal, a variety of test methods were applied in
an SoC for 25°C, 35°C and 45°C ambient temperature values. The results are shown in
Fig. 1.23. The graph illustrates that the difference between ambient temperature values
is directly added / subtracted to core’s maximum temperature for the same test method.

Moreover, a careful analysis of the graph in Fig. 1.23 clearly shows that the longer the
test methods are applied upon the DUT, the higher the temperature that is developed in
it. This observation suggests that if test methods are not used with caution, the chip can
be damaged during test.

The table in Fig. 1.24 shows power density, maximum temperature and fault coverage
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Figure 1.23: Effect of ambient temperature in the thermal behaviour of an embedded core
[201].
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Figure 1.24: Effect of power density in the thermal behaviour of an embedded core [201].

values for various test methods for a fixed period of testing. The results prove that when
the power density is increased, the maximum temperature is increased too.

In addition, Fig. 1.25 presents the maximum temperature values for a single-chain
scan design when one, two, three and four time periods are used. For example, if there
is only one time period, all cores are tested at the same time. It can be concluded that,
although testing more cores in parallel decreases the overall test application time, the
temperature of the chip increases. Therefore decreasing the test application time is not
enough for generating temperature-aware tests. It is important to take into account both
the power consumption and test application time simultaneously.

The table in Fig. 1.26 shows the average power consumption and the switching activity
of ISCAS’89 benchmarks. The results show that switching activities are much higher
during test, with an 8.5% average during normal operation and a 26.9% average during
test. On average, switching activity increases by a factor 4.1z. However, the average
increase in power consumption is only 1.6x. Based on the average switching activities
and the linear dependence of power consumption on switching activity, one might expect
to see an approximate 4.1x increase in power consumption as well. This discrepancy is
due to the high power consumption of the clock tree. The reported numbers represent
the switching activity in the combinational logic. However, a large fraction of the power
consumption is actually due to the toggling of the flip-flop clock inputs. This power
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Figure 1.25: Effect of test time and power density in the thermal behaviour of an embed-
ded core [201].

consumption is independent of the reported switching activity, and thus the 4.1z increase
in switching activity results in only a 1.6z increase in power consumption. The 1.6z
increase in average power implies that if the normal operating frequency is more than
twice the testing frequency, power consumption will be higher during normal operation.
Thus, thermal problems will occur during scan-chain testing only in three circumstances:

e The circuit is tested at a frequency greater than 1/2 normal operating frequency,
e.g., during at-speed testing or built-in self test. This would result in higher power
consumption than during normal operation.

e The circuit has a greater inter-register combinational logic depth than the ISCAS’89
benchmarks, resulting in a greater dependence of total power consumption on com-
binational switching activity. This would result in higher power consumption than
during normal operation.

e The circuit is tested in a thermal environment that is inferior to that used during
normal operation, e.g., if the heat sink and fan used during testing, results in a
higher thermal resistance to the ambient than during normal operation.

1.5.7 Design for Testability

The nanometre technology allowed for the implementation of complex VLSI designs. Such
designs require special features to be integrated in their digital logic, to enable controlla-
bility and visibility even of their deepest elements / modules. The process of integrating
test logic in a VLSI design is called DFT and it has become a requirement in the IC indus-
try. They have been developed four DF'T methodologies, the ad hoc, the scan design, the
Built-In Self-Test (BIST), and the test compression methodology. The most popular of
them and in use today are the scan design and the scan-based logic BIST [128][129]. Both
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AVERAGE POWER CONSUMPTION AND SWITCHING ACTIVITY FOR ISCAS89 BENCHMARKS

Benchmark Normal Scan Power Normal Scan Switching
Power (W) | Power (W) | Increase (=) Switching (%) | Switching (%) | Increase (=)
50734 I.76e-04 3.20e-14 1.52 3,80 30,00 T80
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51423 1.01e-04 1.72e-04 1.70 5.40 34.00 1.05
5033 3.78e-05 5.21e-03 1.38 5.00 12.00 2.03
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s510 6.84e-06 1.91e-05 2.79 3.30 21.00 6,36
51238 3.10e-05 3.10e-05 1.00 9,00 7.0 .74
5344 2.14e-05 3.29e-05 1.54 11,00 32,00 2,91
s820 9.99e-06 1.54e-05 1.54 5.00 14,00 175
s444 2.90e-05 4.33e-05 1.19 11,00 a3.00 .00

Figure 1.26: Effect of test time and power density in the thermal behaviour of an embed-

ded core [155].
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Figure 1.28: Example of ad-hoc methodology [127]

techniques have proven to be effective in producing efficiently testable VLSI designs. Test
compression is used as supplementary DFT technique to further reduce test data volume
and test application time during manufacturing test [119][130]. Ad-hoc methods are not in
great use today. In the following lines, we describe shortly each one of the aforementioned
methods.

Ad-hoc methods were the first DFT techniques introduced in the 1970s [75] to target
only those portions of the circuit that were difficult to test. The circuitry shown in Fig.
1.27, typically referred to as test points, was added to improve the observability and/or
controllability of internal nodes [119].

Fig. 1.28a shows an example of observation point insertion for a logic circuit with
three low-observability nodes. OP2 shows the structure of an observation point, which
is composed of a Multiplexer (MUX) and a D flip-flop. An SE signal is used for MUX
port selection. When SE is set to 0 and the clock CK is applied, the logic values of the
low-observability nodes are captured into the D flip-flops. When SE is set to 1, the D
flip-flops within OP1, OP2, and OP3 operate as a shift register, allowing us to observe
the captured logic values through OP output during sequential clock cycles. As a result,
the observability of internal nodes is greatly improved. Fig. 1.28b shows an example of
control point insertion for a logic circuit with three low-controllability nodes. CP2 shows
the structure of a control point, which is composed of a MUX and a D flip-flop too. The
original connection at a low controllability node is cut, and a MUX (Fig. 1.27) is inserted
between the source and destination ends. During normal operation, TM is set to 0 such
that the value from the source end drives the destination end. During test, TM is set to
1 such that the value from the D flip-flop drives the destination end. The D-flip-flops in
CP1, CP2, and CP3 are designed to form a shift register so that the required value can be
shifted into the flip-flops using C'P_input and used to control the destination ends of low-
controllability nodes. As a result, the controllability of the circuit nodes is dramatically

improved.
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Figure 1.29: Muxed-D scan cell.

Scan design, the most widely used DF'T approach, is implemented by replacing se-
lected storage elements in a design with specialized ones, they called scan cells, and then
connecting them into one or more shift registers, which are called scan chains. The funda-
mental scan architectures [119] include the muxed-D scan design, where storage elements
are converted into muxed-D scan cells, the clocked-scan design, where storage elements
are converted into clocked scan cells, and the Level-Sensitive Scan Design (LSSD) scan
cells, where storage elements are converted into LSSD shift register latches [118]. An
example muxed-D scan cell is depicted in Fig. 1.29.

As it is illustrated, the selected storage elements are replaced by scan cells, each of
which has one additional scan input (SI) port and one shared/additional scan output (SO)
port. By connecting the SO port of one scan cell to the SI port of the next scan cell, one or
more scan chains are created. The scan-inserted design operates in three modes: normal
mode, shift mode, and capture mode. In normal mode, all test signals are turned off, and
the scan design operates in the original functional configuration. In both shift and capture
modes, a TM signal is often used to turn on all test-related functions in compliance with
scan design rules. The scan design rules [119] are necessary to simplify the test, debug,
and diagnosis tasks, improve fault coverage, and guarantee the safe operation of the DUT.

Consider the example of a muxed-D scan design illustrated in Fig. 1.30, where each
storage element has been reconfigured as a scan cell, as shown in Fig. 1.29. The scan cells
are connected in series to form a shift register, or scan chain, that has direct access to
a primary input (scan in) and a primary output (scan out). During the shift operation,
when the scan enable is set to active, the scan chain is used to shift in a test pattern
through the primary input scan in. After the test pattern is shifted into the scan cells, it
is applied to the logic cloud. The circuit is then configured in capture mode, by setting
the scan enable to inactive, for one clock cycle. The response of the combinational logic
in the cloud with respect to the test pattern is then captured in the scan cells. The scan
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Figure 1.30: An example muxed-D scan design [9].

chain is then configured in scan mode again to shift out the response captured in the scan
cells for observation. While shifting out the response, the next test pattern can be shifted
into the scan cells concurrently.

In BIST, as illustrated in Fig. 1.31, a Test Pattern Generator (TPG) is used to
automatically supply the internally generated test patterns to the DUT and an Output
Response Analyzer (ORA) is used to compact the output responses from DUT [131]. The
TPG and ORA are either embedded in the chip or elsewhere on the same board where
the chip resides.

The test compression is commonly used to reduce the amount of test data that need
to be stored on the ATE [130]. Reductions in test data volume and test application time
by 10x or more can be achieved. This result is typically accomplished by including a

Primary Inputs L
Circuit Primary Outputs
Under g
TPG 1 Test
P
BIST Mode ORA |77

Figure 1.31: Built-in self-test architecture [119].
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Figure 1.32: Test compression architecture [127].

decompressor before the m scan chain inputs of the DUT to decompress the compressed
input stimuli and also adding a compactor after the m scan chain outputs of the DUT to
compact the output responses, as illustrated in Fig. 1.32.

Typically DFT logic is inserted at the RTL level to ensure the quality of the fabricated
chips. Then, the derived design is verified and test patterns are generated to ensure that
test requirements are met. The test requirements are often specified in terms of DL and
manufacturing yield Y, test cost, and whether it is necessary to perform self-test and
diagnosis.

1.6 SoC Testing

1.6.1 Basic principles

Since SoCs are designed in modular fashion, their testing can be performed in a modular
manner too (Fig. 1.33). In this case, the embedded cores in the DUT are only activated
when they are tested. The gain is the ability to reduce the test application time and control
the test power consumption. Specifically, the modular test enables the test designer to
plan the test order of the cores such that test time and power constraints are met.

In order to enable modular test, each embedded core in an SoC must be transformed
to a testable unit. This is succeeded using a core test wrapper, or simply wrapper. Its role
is dual. First, to isolate the core so that it can act as a stand-alone test unit. Second, to
define the interface between the core and the infrastructure for test data transportation,
the TAM, so that test access can be efficient. Nowadays, the SoC industry mainly uses
the core test wrapper described by IEEE 1500 Standard for Embedded Core Test (SECT)
[77]. This standard is similar to 1149.1 [78] in that its main objective is to standardize
boundary test circuitry (wrappers) for cores. However, unlike 1149.1, it provides parallel
access capability for a core. Thus, test application time for an SoC can be significantly
improved. Furthermore, in contrast to 1149.1, where control signals are mainly generated
by a finite state machine that is controlled by a single input, in 1500 standard the control
signals can be directly applied to a core, thus providing more test flexibility.

The wrapped cores (the testable units) in an SoC do not have direct access to SoC
pins. In order to transport test data, namely test vectors (test stimuli) and test responses,
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Figure 1.35: IEEE 1500 standard [77].

to and from embedded cores, an infrastructure is needed, the TAM (Fig. 1.36). To reduce
the cost of DFT structures embedded in the SoCs, the TAM resources are typically shared
among different cores. However, sharing of TAM resources leads to test conflicts that are
resolved using TAM optimization and test scheduling techniques. For a given SoC where
the embedded cores are wrapped such that each core is a testable unit and a TAM exists,
the test scheduling is the process of planning the order in which the cores are to be tested.
The scan chains at each testable unit are formed into wrapper chains, and given the test
patterns, each testable unit is associated with a test time. The objective of test scheduling
is to guide the test application such that the overall test cost, which is directly related
to test application time, is minimal. SoC test scheduling constitutes a significant part of
our research work and it will be analysed further in the next chapter.

1.6.2 Test wrapper - IEEE 1500 standard

The IEEE 1500 standard [77] describes in detail the main core-isolation mechanism that
is used in the SoC test process. The primary structure is a wrapper surrounding the
boundary (I/O signals) of each core that facilitates the isolation and access of the core
from its SoC environment. The test patterns that are communicated through the wrapper
can be generated using any ATPG method. An overall architecture of an SoC with N
cores, each wrapped by an IEEE 1500-compliant wrapper, is shown in Fig. 1.35.

The Wrapper Serial Port (WSP) is a set of I/O signals of the wrapper for serial
operations, which consists of the Wrapper Serial Input (WST), the Wrapper Serial Output
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(WSO), and several Wrapper Serial Control (WSC) signals. Each wrapper has a Wrapper
Instruction Register (WIR) to store the instruction to be executed in the corresponding
core, which controls operations in the wrapper including accessing the Wrapper Boundary
Register (WBR), the Wrapper Bypass Register (WBY), or other user-defined function
registers. The WBR consists of Wrapper Boundary Cells (WBC) that can be similar to
the Boundary-Scan Cell (BSC) [18] or a more sophisticated cell with multiple storage
devices on its shift path. The WSP supports the serial test mode (TM) similar to that in
the boundary-scan architecture, but without using a Test Access Port (TAP) controller.
This means that the WSC signals defined in the IEEE 1500 standard can be directly
applied to the cores for enhanced test flexibility. In addition to the serial TM, the IEEE
1500 standard also provides an optional parallel TM with a user-defined, parallel TAM.
Each core can have its own Wrapper Parallel Input (WPI), Wrapper Parallel Output
(WPO), and Wrapper Parallel Control (WPC) signals.

1.6.3 Test Access Mechanism

As shown in Fig. 1.36, the TAM is a hardware architecture used to communicate test
data to and from embedded cores. Numerous TAM configurations have been proposed
in the literature. There are TAM architectures that use the existing resources in SoC,
for example an existing functional bus [142]. However, most of the proposed TAMs are
based on dedicated hardware. Such an approach offers increased flexibility, but with the
cost of hardware overhead. In the next few lines, we present shortly such state-of-the-art
TAM configurations. In the multiplexed architecture [143], only one core can get access
to the available SoC TAM lines at a time, hence interconnect testing between cores is
not easy to achieve. In the daisy-chain architecture [143], all cores can access all TAM
wires during a test session and each core can be tested sequentially. However, it presents
inefficiencies when only a subset of cores is to be accessed simultaneously, as for example
in case of power aware testing. In the locally controlled TAM [144], a dedicated controller
for each core is used, which allows the test procedures for all cores to be carried out
simultaneously. This, however, requires significant hardware overhead. In the direct-
access architecture [145], the available TAM wires are distributed over the wrapped cores.
The optimal number of TAM wires to be assigned to a core depends on test requirements
of the core, and a test plan considering the requirements of all cores may be necessary
in order to minimize the total test time. The Test Bus architecture [146] uses both the
multiplexing and the distribution configurations.

Furthermore, a number of TAM configurations have been proposed to minimize the
overall SoC test time for a given number of TAM wires by determining the number of
distinct TAMs, their widths, and the assignment of these TAMs to cores. Optimization
approaches for test bus architectures can be found in [81], [85], [83] and [147].
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Figure 1.36: Example TAM structures.

1.6.4 SoC testing requirements

Fig. 1.2 presents the conceptual architecture of the SoC paradigm. The relationship be-
tween the embedded cores and the SoC seems to be analogous to that between ICs and a
Printed Circuit Board (PCB). Therefore, a test architecture similar to a boundary scan
could also be used for SoC testing too. Although many concepts developed for boundary
scan have been applied to SoC testing, there are fundamental differences between SoCs
and PCBs. Whereas in a PCB the different ICs have been designed, verified, fabricated,
and tested independently from the board, manufacturing and testing of an SoC are im-
plemented only after integration of the different cores. Even in the case where each core
is accompanied by its own test set, the incorporation of all the test sets in the SoC testing
process may not be a simple step. Each of the embedded cores may adopt different test
strategies and technologies or the design and test sources may be written in different HDL
languages, such as Verilog, VHDL, and Hardware C to GDSII. The main test problems
for a multi-core SoC have been discussed in [119], [138], [139].

The embedded cores in an SoC may come from different vendors, in soft, hard or
firm form. Tt is also possible that they are differentiated in terms of analog / digital /
manufacturing technologies. Consequently, it is almost impossible for a test designer to
develop all the required tests without the assistance of the core providers. The Virtual
Socket Interface Alliance (VSIA) group and the IEEE Test Technology Technical Council
(TTTC) undertook the task to facilitate the communication between core creators and
SoC designers, through the establishment of the needed standards, such as the TEEE
1450.6 (Core Test Language (CTL)) [140]. Moreover, due to IP protection considerations,
the internal structural information of a core should remain hidden. Hence, the core
provider, in order to protect its property without hindering the test designer’s efforts,
should develop a core test set that can be used with very limited or no modifications.

A multi-core SoC may incorporate a number of deeply embedded cores. To access and
test such cores in an efficient manner, a TAM is required. In addition, deeply embedded
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cores could have a TAM-plug-and-play feature to ease the system integration. Further-
more, a core itself may consist of cores in a hierarchical manner. In this case, a TAM
only for cores at the top level of a hierarchy is insufficient. An efficient and effective
hierarchical test structure is needed to test the cores at the lower level of the hierarchy,
too. Hierarchical cores could also have a TAM-plug-and-play feature at any hierarchical
level to simplify the integration work.

The clock rate inside a core can be significantly higher than the one supported by
SoC’s pins. In addition, ATE test clocks, in many cases, cannot support at-speed testing
even if the core is isolated and well accessed through a TAM. Raising the test clock rate
using a dedicated phase-lock loop would significantly complicate the design, resulting in
unacceptable test costs. In this case, employing normal functional units to create the
required at-speed test environment seems to allow for efficient, effective, and economic
testing.

An SoC may incorporate digital, analog and memory devices. Each one of them may
require ATE with differentiated specifications for testing. This can be proved extremely
expensive. Using BIST methods to move some test control or test data generation mech-
anism into the SoC can potentially reduce the use of external ATE and reduce the test
cost.

When the cores in an SoC are tested sequentially, long test time is required and hence,
test cost is increased. Parallel testing or test scheduling is necessary to reduce test time.
However, excessive parallel testing may lead to excessive power consumption in SoC. The
implications may include incorrect test results or even damage in the devices under test.
A test schedule must be carefully planned so as not to violate any constraint or limit of
test power.

1.6.5 Bending the cost curve

The increasing design size, the complexity and the power-aware design of SoCs trans-
formed the landscape in the manufacturing test. New plans, new paths need to be shaped
so that the test cost can be retained in acceptable levels that will not diminish the benefits
of the SoC paradigm.

An SoC test developer, or integrator in the SoC era, has to consider how to develop
a complete test plan for a mix of proprietary cores, delivered in different formats (e.g.,
soft, hard or firm cores), implemented with different technologies, operating at different
speeds, using different power management techniques. The developer must consider the
total amount of test time and test data volume required to test all embedded cores,
since the cost of testing an SoC is usually proportional to them [9]. The developer must
consider the high test power consumption, which can be several factors higher than the
functional power consumption for which an IC is designed, so that deficits due to yield
loss and damaged SoCs can be avoided. Finally, the developer must fit optimally the
above considerations in the framework of the accessible test resources, and optimize the
performance of the available automation tools.
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The key to keep the cost in manufacturing test of an SoC low is making test time

minimal while power and other design constraints are met.

1.7 Thesis Organization

Chapter 2 presents the state of art in multi-Vy,; test and SoC test scheduling, two topics
that are closely related to this research work. It starts with the presentation of the multi-
Vyq test. Its nature, the most important Vys-dependent defects and their impact to the
test process and cost, are described in detail. A brief overview of the existed methods to
reduce the multi-V,, test cost is given too. Concerning the SoC test scheduling, the basic
principles are analysed initially. Then, existed power- and thermal- aware test scheduling
methodologies are described in detail.

Chapter 3 presents thoroughly and in depth the research work. It starts with the
research directions and then, the main research objectives are defined. A detailed de-
scription of the methodology to succeed the target goals follows. Each proposed method
is accompanied by explanatory examples.

Chapter 4 presents the tools and the work-flows that have been developed during
this research work. They provided with an integrated SoC design and test environment
that enabled the efficient and reliable deployment and execution of experiments upon the
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methods discussed in chapter 3.

Chapter 5 includes a set of carefully selected, evaluation-based experimental proce-
dures that prove the innovation and the added value of the proposed methods.

Finally, chapter 6 provides conclusions and directions for future work.
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CHAPTER 2

BACKGROUND

2.1 Multi—Vdd test

2.2 Test Scheduling

2.1 Multi-Vdd test

Multi-Vy, testing was proposed over a decade ago to improve reliability [163]. It was
shown that testing between 2 - Vy, and 2.5 - Vjj,, where Vj;, is the transistor threshold
voltage, achieves high-defect coverage for resistive bridges. In the modern low power
multi-V,,; designs, the repetitive test in the supported operating voltages seems to be a
necessity. Some manufacturing defects have V,; dependency, which implies that defects
can become active only at certain voltage setting. In other words, when single-V; testing
is applied to multi-Vy,; designs the defect coverage is reduced. There are two major types
of defects that show Vj;-dependent detectability, the resistive bridge and resistive open
defects. Non-resistive defects, in general, are not Vyz-dependent.

2.1.1 Resistive bridge defects

Resistive bridge defects are appeared when a fault metal connection is created between
two lines of the circuit. Since physical defect between an interconnect line and power
supply or ground line, commonly referred to as hard-short, is unaware of Vy; settings
[164], the focus is given to the resistive bridge between signal lines. A typical resistive
bridge is shown in Fig. 2.1.

In [166], it was shown that a resistive bridge changes the voltages on the bridged lines
from 0V (logic-0) or Vg4 (logic-1) to some intermediate values, which are dependent to
the resistance of the bridge, Rs,. Then, the logic behaviour of the physical defect can
be expressed in terms of the logic values perceived by the gate inputs that are driven by
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Figure 2.2: An example bridge fault scenario [127].

the bridged nets based on their specific input threshold voltage. A typical bridge fault
scenario is illustrated in Fig. 2.2.

D1 and D2 are the gates driving the bridged nets, while S1, S2, S3, and S4 are successor
gates, that is gates having inputs driven by one of the bridged nets. The resistive bridge
affects the logic behaviour only when the two bridged nets are driven at opposite logic
values. For example, consider the case when the output of D1 is driven high and the
output of D2 is driven low. Let us assume that the shown bridge Ry, affects only the
output of D1. Then, S1, S2, and S3 are affected by the resistive bridge. The dependence
of the voltage level V, on the output of D1 on the equivalent resistance of the physical
bridge is shown in Fig. 2.3.

The deviation of V, from the nominal voltage level V;,; elevates as Ry, decreases. To
translate this analogue behaviour into the digital domain, the input threshold voltage
levels Vip1, Vine and Vi3 of the successor gates S1, S2, and S3 have been added to the V,
plot. For each value of the bridge resistance Ry, the logic values at inputs 11, 12, and 13
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Figure 2.3: Behaviour of a bridge fault at a single-Vy4 setting [127].

can be determined by comparing V, with the input threshold voltage of the corresponding
input. These values are shown in the second part of Fig. 2.3. Crosses are used to mark
the faulty logic values and ticks to mark the correct ones. As it is illustrated, for bridge
with Ry, > Rs, the logic behaviour at the fault site is fault-free, while for bridge with Ry,
between 0 and Rj3, one or more of the successor inputs produce a faulty logic value. The
value of R3 that represents the crossing point between faulty and correct logic behaviour
is referred to as ’critical resistance’. Methods for determining the critical resistance have
been presented in several publications [167].

A number of bridge resistance intervals can be identified based on the corresponding
logic behaviour. For example, all bridges with Ry, € [0, R;] exhibit the same faulty
behaviour in the digital domain. Again, for bridges with Ry, € [Ry, Rs], successor gates
S2 and S3 interpret the faulty value, while S1 interprets the correct value. Finally, for
bridges with Ry, € [Rs, R3] only S3 interprets a faulty value while the other two successor
gates interpret the correct logic value. Consequently, each interval [R;, R;. 1] corresponds
to a distinct logic behaviour occurring at the bridge fault site. The logic behaviour at
the fault site can be captured using a data structure further referred to as Logic State
Configuration (LSC), which can be looked at as logic fault model [89]. Several test
generation methods for Resistive Bridge Faults (RBF) have been proposed for a fixed
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Figure 2.4: Resistance values that cannot be detected at lowest V4 setting [89].

supply voltage setting [167][168].

In [169], it was studied the effect of varying the supply voltage on the defect coverage.
The experimental results show that the fault coverage of a given test can vary both ways
when the supply voltage is lowered, because not all faults can be covered using a single-
Viq setting during test. Thus, authors suggest to apply the tests at a lower and nominal
supply voltage in order to improve the fault coverage. In [89], the same result has been
illustrated in Fig. 2.4.

Fig. 2.4 shows the number of defects and respective resistance values, which cannot
be detected at Vg = 0.8V. The results are based on seven of the medium- and large-size
ISCAS-85 and -89 benchmarks. The random spread of these defects across the resistance
range suggests that to ensure high-defect coverage it will be necessary to test at more
than one Vyy setting for 100% defect coverage.

Fig. 2.5 shows the relation between the voltage on the output V, of gate D1 in the
example circuit of Fig. 2.2 and the bridge resistance for two different supply voltages
Vdds and Vddg. Three distinct logic faults LF), LF;, and LF3 have been identified for
each Vy; setting. As depicted, the resistance intervals corresponding to LF), LF,, and
LF; differ from Vdd, to Vddg since the value of V,, does not scale linearly with the input
threshold voltages of S1, S2, and S3 in the two voltage settings. This means that a test
pattern targeting a particular logic fault will detect different ranges of physical defects
when applied at different supply voltage settings. For example, at Vdd,, a test pattern
targeting LF5 will detect bridge with Ry, € [Roa, R34], while at Vddp it will detect a
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much wider range of physical bridge (R, € [Rap, Rsp]). In other words, a bridge with
R, = R3p will cause a logic fault at Vddg but not at Vdd 4. This result accents the need
for using multiple V4 settings during test when bridge faults are targeted.

2.1.2 Resistive open defects

Open defects are common in deep-sub-micron CMOS. They refer to unconnected nodes
in a manufactured design that were connected in the original design (Fig. 2.6).

Open defects can be classified as full or strong opens with resistance greater than
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Figure 2.6: Examle open defects [165].
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Figure 2.8: Comparison of path delays due to resistive open [90].

10Mohm and resistive or weak open with resistance less than 10Mohm [170]. Strong
open causes logic failures that can be tested using static tests and it is not Vy4-dependent
[170]. Resistive open can be modelled as a resistor between two unconnected nodes. The
inductive/capacitive component is limited and can be neglected for simplicity [90], [91].
A typical resistive open fault model is shown in Fig. 2.7.

The resistive open shows timing-dependent effects and it is screened using delay tests,
namely tests that are used to catch defects that create additional than expected delay and
thereby cause a malfunction of the DUT [90]. In delay fault testing, a defect is detectable
only when it causes longer delay than that of the longest path in a fault-free design [171].
Fig. 2.8a and 2.8b show the delay caused by two different resistive opens, modelled as
1Mohm and 3Mohm resistances, in the longest and a short path of DUT, when different
power supply settings are used (Vyomina = 1.8V).

The solid gray line in the first graph (Fig. 2.8a) depicts the delay of the longest path in
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a fault-free design and at various voltage settings. As it is illustrated, the additional delay
added to the expected delay due to the two modelled open defects increases as the supply
voltage becomes higher (up to 2V') while higher delay is observed at 3Mohm than 1M ohm.
The graph in Fig. 2.8b shows that in the shorter path, the delay due to 1M ohm resistance,
even at the higher supply voltage, is detected marginally and it becomes undetectable at
lower Vy; settings. Correspondingly, the 3Mohm defect resistance is detected up to 0.9V
and then it becomes undetectable too. The authors of [171], based on the above mentioned
results, concluded that resistive open defects show better detectability at higher voltage
settings and become undetectable at low ones. Similar observations were reported in
[91]. However, it was showed in [90] that, in some cases, resistive open defects are better
detectable at low voltage settings. In addition, in [91], the effect of the transmission-
gate open and the resistive open defects upon the delay behaviour of designs operating
at multi-Vy, settings was studied. The experiments showed that as the supply voltage
setting is reduced, the transmission gate opens tend to and finally behave as stuck-at fault
at lower V4 settings. Similar observations were reported in [172]. The aforementioned
findings show that interconnect resistive opens, with exceptions, are better detectable
at higher voltage settings while transmission gate opens are better detectable at lower
voltage settings. Therefore, high fault coverage is ensured by performing tests at more
than one power supply voltage.

2.1.3 Multi-Vy; test and scan shift frequencies

Testing at different voltage levels may assume different maximum scan frequencies, which
depend on the voltage levels (DUT can be tested using high scan frequencies at high
voltage levels, and vice versa). The relationship between test speed and supply voltage
has been studied initially for the needs of very-low-voltage testing [173][174][175]. They
concluded that since the propagation delay of a CMOS gate becomes much longer at a
reduced supply voltage, the test speed depends on how the critical path delay of a circuit
changes as the supply voltage is reduced. Moreover, they proceeded in a delay - voltage
relationship analysis and proposed a number of expressions that calculate the critical path
delay at any voltage [173].

In multi-Vy, test, the scan shift frequency is limited by three factors, namely the tester
capability, the power constraints during scan operation and the scan chain capability. The
scan chain capability is reduced when the supply voltage is reduced [91]. The equation in
Fig. 2.9a from [176] gives the operating frequency that should be used at any Vg, in order
to meet the timing requirements of the DUT. Using the K constants for 0.18um CMOS
that are given in [176], the relation between the circuit supply voltage and frequency was
derived for a commercial processor[55]. The bulk-source voltage Vi, was set to zero since
the effect of body biasing is not considered. The value of the threshold voltage, Vi, was
given as 0.359V. The normal processor operating voltage has been set between 1.2 to
1.6V. Fig. 2.9b shows the relation between the supply voltage and normalised frequency.
At 1.2V, the operating frequency is 70% of that at 1.6V.
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Figure 2.9: Supply voltage versus frequency for a commercial Processor [55][91].

2.1.4 Multi-Vy,; test methods

In subsections 2.1.1 and 2.1.2, it has been shown that testing in multiple voltage settings
is required to achieve high defect coverage of resistive bridge, transmission gate open and
resistive open defects. This pathway leads to large test data volumes, which, in turn,
may have a detrimental effect on the overall cost of test. To limit the economic impact of
testing in this case, the test developer should keep the number of voltage settings required
during test to a minimum and maximize the parallel execution of the required tests. In the
first case, the test data volume and consequently the test time are decreased while in the
second case the test time is directly reduced. The ultimate goal in both cases is spending
test time equal to the one needed in the single-V}; case. Furthermore, power consumption
should be kept in nominal levels during testing in order to avoid unpredictable yield loss.
A number of test methods targeting the above mentioned objectives are presented below.

The Test Point Insertion (TPI) method presented in [89] aims to reduce the required
voltage settings in case of resistive bridging. In TPI, test points are used to provide
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additional controllability and observability at the fault-site to detect resistance intervals
at the desired voltage setting, which are otherwise redundant and therefore helps reducing
the number of test Vy(s). The experimental results in [89] show that TPI can be used
to reduce the number of V;; settings during test, without affecting the defect coverage of
the original test, thereby reducing test cost. However, the TPI scheme cannot guarantee
single-Vy,; test in most of cases.

The Gate Sizing (GS) method [94] [177] has similar objectives as the TPI. It targets
resistive bridge defects that cause faulty logic behaviour to appear at a non-desired test
voltage setting and tries to expose the same physical resistance at preferred test Vgg. This
is achieved by adjusting the drive strengths of gates driving the bridge, such that higher
resistance is exposed at the desired Vy, setting. The drive strength of the gates driving the
bridged nets can be adjusted to increase the voltages on the bridged nets (e.g. V2! in the
example Fig. 1.35). This increase in voltage level can help expose maximum resistance
at the desired Vg, setting, thus reducing the number of test voltage settings.

Multi-V,4 designs with multiple voltage islands use level shifters to communicate logic
values across logic blocks that operate under different voltage settings [178]. In the multi-
voltage-aware scan cell ordering technique [179], scan cells operating under the same
voltage levels are connected together, so that the number of the required level shifters
to communicate the test data from one scan cell to another is minimized. Furthermore,
power dissipation is reduced due to the minimal use of the level shifters during test.
Experiments were conducted using industrial design with four voltage domains and it
was shown that multi-voltage-aware scan chain ordering succeeds 93% reduction in the
number of level shifters, in comparison to scan chain ordering technique, which connects
physically closer scan cells without considering its operating voltage.

In [180], a daisy-chaining scan approach is adopted to efficiently utilize tester resources
and reduce test cost for multi-Vy; designs with multiple voltage islands. It incorporates
bypass multiplexers in the TAM, so that specific power domains can be tested, according
to the needs of the test process. An example of the method is shown in Fig. 2.10.

In the above example, let us consider a particular power mode, where power domains
C and D are ON, while A and B are OF F. Then the upper multiplexers go in bypass
mode, while the lower ones are in pass-through mode. This forms a scan chain between
input S7, the lower multiplexers and output SO. The upper (bypass) multiplexers are
placed on always-on power domain.

The Power Managed Scan (PMScan) method [181] proposes voltage scaling during test
to provide a trade-off between test application time and test power. This is achieved by
modifying the voltage regulation circuitry (used for adaptive voltage scaling) such that
scan-shift operation meets acceptable timing, while supply voltage during scan shift is
reduced. The voltage regulation circuitry changes the supply voltage to nominal during
scan capture mode to ensure at-speed testing. The experiments showed that on average,
this method reduces significantly the consumed dynamic and leakage power.
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2.2 Test Scheduling

2.2.1 Basic principles

Let us consider a multi-core SoC with N, cores C1, ..., Cy, where each core C} is wrapped
so that it constitutes a testable unit. The scan chains at each testable unit C; are formed
into wrapper chains, and given the test patterns and scan frequency, each testable unit
C; is associated with a test time T,. A TAM is available in the SoC that consists of Np
buses By, ..., By, connected to one or more cores. The objective of test scheduling is to
guide the test application such that the overall test cost, which is directly related to test
application time, is minimal.

Fig. 2.11a illustrates an example SoC with 4 cores, A, B, C, D, connected to a TAM.
The TAM consists of two test buses B; and Bs. The bus B; has width 1 bit-line and is
connected to cores A and B, while bus By has width 2 bit-lines and transfers test data
to cores C and D. Fig. 2.11b shows a possible test schedule for the example SoC. Each
core test is depicted as a rectangle, where the vertical and the horizontal side represent
the available bus width and the required test time, correspondingly.

A number of approaches have been proposed for test scheduling. In [185][186], the
proposed methods target circuits with blocks of logic that can be scheduled independently.
Early work on test scheduling for modular designs was performed by [148][150]. Test
scheduling algorithms assuming reconfigurable core wrappers were proposed in [81], [82],
[109], [151] - [153].

Fig. 2.12 shows a larger example of TAMs and the tests associated with each TAM for
the ITC’02 design d695 [187]. The given TAM width of 64 is partitioned into five TAMs
of width 3, 5, 17, 18, and 21. As it is illustrated, for example, core 6 has a dedicated bus

49



SOC

TAM
Core A Core B B1 Core A Core B
By [ | [ |
B, B2 Core D Core C
1T 017
Core D Core C
Test time
(a) Example SoC with 4 cores (b) Example test schedule

Figure 2.11: Test schedule for an SoC with 4 cores and a TAM with 2 buses.

and it can be tested immediately, while cores 2, 3 and 8 share a bus and they are tested
in sequence.

The work on test architecture design and test scheduling, often, takes a given test
architecture and optimizes the test schedule without taking into account the actual place-
ment of cores in the system. In practice, it means that modifying the circuit slightly, and
replanning the test, leads to potentially costly rerouting of TAMs. On the other hand, in
[85], it is assumed a given floor-plan where each core is given x and y coordinates. The
optimization function optimizes both the test application time and the cost of additional
TAM routing.

2.2.2 Power-aware test scheduling

The objective of power-aware test scheduling is to define a test schedule, the order in which
the cores are to be tested, such that a cost function, often related to test application time,
is minimized while ensuring that certain power constraints are met. We consider a multi-
core SoC with N, cores C1,...,Cy. where each core C; is wrapped so that it constitutes
testable unit. The scan chains at each testable unit C; are formed into wrapper chains,
and given the test patterns, scan frequency and power consumption of each core, each
testable unit C; is associated with a test time T, ... and power Pc,. A TAM is available
in SoC that consists of Ng buses By, ..., By, connected to one or more cores. In addition,
an upper bound P on power consumption of SoC is added to the problem formulation
where P is defined by a model of power (e.g. average or peak power).

In [189], when core C; is tested, it consumes power corresponding to Pg, during a
period of time T¢.p,,,, and while C; is not tested, the power dissipation is zero. The
cores are grouped into sessions S7, Ss,...5,. Cores assigned to the same session .5; are
tested concurrently, and no new test can be started until all tests in current session are
completed. The optimization objective is dual. First, the defined test schedule, assigning
cores to sessions, should minimize the test application time. Second, in order to minimize
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Figure 2.12: An example of a test architecture and a test schedule [188].

the routing overhead of added controller lines from the BIST controller to the cores
(required to start the testing), cores that can share control lines, i.e., they are physically
close, are to be grouped in the same test session. The defined test plan is not allowed
at any time to consume more power than P. A test schedule derived from this work is
shown in Fig. 2.13.

The authors in [190] assume, as in [189], that each core C; is associated with a fixed
test time and a single fixed test power. However, in this work it is assumed that there may
be conflicts among the cores. In order to handle test conflicts, the problem is reformulated
as a graph problem. A test compatibility graph TCG(V, E) is used, and cores are vertices
(nodes) and compatibility is modelled through the edges where an edge between two tests
means that the corresponding cores can be tested at the same time. A power compatibility
graph PCG is used to derive power compatible alternatives. An example of a PCG is
shown in Fig. 2.14 where each node is a test and attached to each node is a test time
and a test power consumption. The test schedule defined in [190] produce better results
when compared to [189]. The work presented in [148] used the same assumptions as [190]
and formulated an heuristic to schedule the tests. This work managed to define a test
schedule with even better test application time than [190].

In [191][192][193][109][194], a TAM wire/wrapper-chain requirement added to the
power - aware test scheduling. Specifically, in these works each core C; is associated
with a value on test time T, p, ., , a value on test power consumption P, and a value on
Wrapper Parallel Port (WPP) width W, (illustrated in Fig. 1.36). The objective is to
define a test schedule where the box for each core C; is assigned a start time such that
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Figure 2.14: A power compatibility graph derived by method [190].
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constraints on power consumption P and TAM width L are not violated at any time, as
depicted in Fig. 2.15. Keeping aside the fact that packing three-dimensional boxes is not
a trivial task, there are two paths that can be followed in this test scheduling approach.
First, the number of wrapper chains at each core, namely the W, is considered fixed so
that the whole procedure can be simplified. Second, the number of the assigned wrapper
chains W¢, in each core C; can vary, altering accordingly the test time of the core Cj, i.e.
higher W, means lower test time and vice versa. Naturally, the second option leads to
more optimized test plans as shown in the above works.

Moreove, a number of approaches have been proposed to address test infrastructure
while considering test power consumption. In [150], the design of test architectures under
place-and-route and power constraints was proposed. In [195][196], they are explored a
number of test scheduling algorithms and in [197], it is proposed a technique to define the
test resources in the system.

2.2.3 Thermal-aware test scheduling

The objective of thermal-aware test scheduling is to define a test schedule, such that the
test application time is minimized while ensuring that certain thermal-oriented require-
ments are met. We consider a multi-core SoC with N, cores Ci,...,Cy,. These cores
are placed according to a floorplan, denoted with F'P. Fach core C; is wrapped so that
it constitutes a testable unit. The scan chains at each testable unit C; are formed into
wrapper chains, and given the test patterns, scan frequency and power consumption of
each core, each testable unit C; is associated with a test time T¢,p,,,, and power Pr,. A
TAM is available in SoC that consists of Np buses By, ..., By, connected to one or more
cores. In addition, an upper bound T'L on maximum temperature of SoC is added to the
problem formulation that either should not be exceeded or it should be minimized.

In [202], two thermal-aware test scheduling methods are proposed to reduce the tem-

93



- : EEEEEEEL
orel | Core3 | CoreS$ D312 23111212
(D.32W) | (0.32W) [(2.11W) oL GRLELD
Core 8 Cors 6 AORNNENAE
(5.34W) (14.26W) 113104312131212}1
ANANNEOEE
Core & Core 10 2931211 1003011211
a7ewy|  (7.28W) 1313331012111
L zhi i 2leli
Core7 | Core2 | Cored 1{2{2¢3121111}0})1
(6.38W) | (0.32W) [ (0.32W) IARANNNA

(a) Example SoC floorplan (b) Distance between cores
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Figure 2.17: Base case vs progressive weighting [202].

perature in the hotspot of an SoC. Hotspot is called the spot in floorplan that presents the
maximum temperature in a given time. The first method is based on the fact that a ma-
jor factor affecting heat transfer between two cores is the distance between them. If two
cores are geometrically close to each other, then their temperature difference can cause
significant heat transfer between them and quickly change their temperatures. Therefore,
if the concurrent scheduling of two hot cores that are close to each other can be avoided,
then the maximum temperature that is developed on-chip during test can be reduced.
Fig. 2.16 shows an example floorplan and a table with the distances between cores. The
later is used to determine the test schedule.

The second method minimizes the hotspot in an SoC using a progressive weighting
technique. Each core C; is associated with a thermal weight. A large weight indicates
that the core is more likely to have a high temperature during test. During the scheduling
process, the total weight of cores at any point of time is maintained below a predetermined
threshold. Thus, it is ensured that hot cores are not scheduled simultaneously. Fig. 2.17
shows the results of the two methods. Clearly, the second method provides with better
results.
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(a) Example floorplan (b) Test session thermal model

Figure 2.18: Example floorplan and thermal model [160].

The work in [160] follows the basic principles of the base case that we examined in
[202]. However, thermal awareness is achieved via a low complexity test session thermal
model which is shown in Fig. 2.18. In the thermal model that is depicted in Fig. 2.18b,
a small equivalent thermal resistance associated with an active core C; means good heat
exchange between the core and the ambient, which predicts a low core temperature during
test. On the other hand, a large equivalent thermal resistance associated with an active
core means poor heat exchange with the ambient, and therefore signals a potential hot
spot during test. According to the model, it is a derived a thermal characteristic for each
test session that provides with a normalized means for selecting the appropriate core to
be added to the test session.

In [155], a Mixed Integer Linear Program (MILP) is used to find an optimal solution to
the test scheduling problem. The MILP formulation minimizes the total test schedule time
while constraining the maximum temperature of any core and ensures that no resource
constraints are violated. A thermo-resistive model has been incorporated into the MILP-
based formulation. In addition, it is proposed an heuristic based on a lookahead scheme
for large problem instances, namely SoCs with a large number of embedded cores.

In [157], it is proposed a partition-based thermal-aware test scheduling algorithm.
Specifically, each core test is divided into a number of stages, where each stage has different
average power consumption. The power consumption of the test that targets hard-to-
detect faults can be much larger than the power consumption of the test that targets
easy-to-detect faults. Thus, it is considered that the partitioning of the tests to testing
stages can benefit the power and thermal constrained test scheduling. A simple motivation
example is illustrated in Fig. 2.19. Two tests, T1 and T2 are to be scheduled. T1 has a
test power consumption of 10 and test length of 20. T2 has a test power consumption of
15 and test length of 20. Supposing a power constraint of 20, the final schedule without
partition is shown is Fig. 2.19¢ and total test length is 40. By partitioning T1 and
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Figure 2.20: The finite state machine model [157].

T2 into three partitions, each partition will have different power and different length, as
shown in Fig. 2.19a and 2.19b, where P means test power consumption and . means test
length. Under the same power constraint of 20, the test schedule with partition is shown
in Fig. 2.19d, which has a smaller total test length of 32. The reduction of total test
length by partition comes from overlapping between two test partitions with lower power
consumptions.

In [203], a Finite State Machine (FSM) model has been developed to control test set
partitioning and interleaving so that they can minimize the test application time while
the temperatures of cores under test are kept below a given temperature limit during the
entire test process. This model is shown Fig. 2.20. There are three states for a core,
namely inactive, active, and finished, which correspond to the cases that the core is not
being tested, the core is being tested, and the test application is completed on the core,
respectively. When the test scheduling process starts, it is assumed that all cores are at
the inactive state and their temperatures are equal to the ambient temperature. When
a core is selected for test and the required test-bus bandwidth is allocated for the test,
the state of the core moves from inactive to active. While test patterns are applied to
the core, the temperature of the core increases. The state of the core remains active until
the temperature reaches a given temperature limit or the test is completed. As soon as
the test is completed, the state of the core moves from active to finished. Otherwise,
when the core temperature reaches the threshold, the core state moves from active to
inactive and remains unchanged until the core temperature decreases to a given stop-
cooling temperature, from which a new round of state transitions between active and
inactive is repeated until the test is completed. The test scheduling process terminates
when all cores are at the finished state.

o7



CHAPTER 3

RESEARCH WORK

3.1 Research directions
3.2 Research objectives
3.3 Time-division multiplexing for testing DVFS-based SoCs

3.4 Multi-site test optimization for multi-Vy; SoCs using space- and time division mul-
tiplexing

3.5 A branch-&-bound TAM optimization method for multi-V,; SoCs

3.6 Critical path - oriented & thermal aware X-filling for high un-modelled defect cov-
erage

3.1 Research directions

This research targets the reduction in test application time of moderate, large and very
large SoCs, that consist of embedded cores placed in multiple voltage islands operating
at different voltage or frequency settings. The testing environment of an SoC consists of
a variety of special features. The multi-V,; nature of an SoC supporting advanced power
management techniques imposes additional requirements too. The main aspects of the
SoC testing environment, the required considerations due to multiple supply-voltage levels
and voltage islands in an SoC and the targeted research areas and goals are presented
below.

As SoCs designed in modular fashion are becoming increasingly common, manufac-
turing testing can be performed in a modular manner too (Fig. 1.33). In this case,
the embedded cores in the DUT are only activated when they are tested. The gain is
the ability to reduce the test application time and control the test power consumption.
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Specifically, the modular test enables the test designer to plan the test order of the cores
such that test time, power and thermal constraints are met. In our research, we consider
SoCs that support modular testing.

In order to enable modular test, each embedded core in an SoC must be transformed
to a testable unit. As shown, this is succeeded using a core test wrapper, or simply
wrapper. Its role is dual. First, to isolate the core so that it can act as a stand-alone test
unit. Second, to define the interface between the core and the infrastructure for test data
transportation, the TAM, so that test access can be efficient. Nowadays, the SoC industry
mainly uses the core test wrapper described by IEEE 1500 Standard for Embedded Core
Test (SECT) (Fig. 1.35) [77]. This standard is similar to 1149.1 [78] in that its main
objective is to standardize boundary test circuitry (wrappers) for cores. However, unlike
1149.1, it provides parallel access capability for a core. Thus, test application time for
an SoC can be significantly improved. Furthermore, in contrast to 1149.1, where control
signals are mainly generated by a finite state machine that is controlled by a single input,
in 1500 standard the control signals can be directly applied to a core, thus providing more
test flexibility. In our research, we consider SoCs that use wrappers based on the 1500
standard.

The wrapped cores, or testable units, in an SoC do not have direct access to SoC
pins. In order to transport test data (or test vectors or test stimuli) and test responses,
to and from embedded cores, the TAM is needed (Fig. 1.36). To reduce the cost of DFT
structures embedded in the SoCs, the TAM resources are typically shared among different
cores. However, sharing of TAM resources leads to test conflicts that are resolved using
TAM optimization and test scheduling techniques. Many test scheduling techniques have
been proposed in the literature, as we have already described in section 2.2. All these
methods aim to produce the most efficient TAM design and test schedule for minimizing
the SoC test-application time. Unfortunately, these methods cannot be directly applied
on multi-Vy4 designs with voltage islands as they do not consider the test requirements and
additional constraints imposed by them [88]. Test scheduling for multi-V,, designs, espe-
cially those that consist of multiple voltage islands, is considerably more challenging than
traditional test scheduling for single-Vy; designs. On the other hand, the inherent char-
acteristics of multi-Vy; designs and the associated test requirements allow for increased
parallelism in the test scheduling. Time Division Multiplexing (TDM) [95] exploits this
potentiality. We propose a TDM scheme along with sophisticated test scheduling tech-
niques, able to effectively limit down the test cost that is introduced by the multi-Vy,
aspect and the voltage islands of an SoC.

Most production lines employ multi-site test processes to increase the ATE utilization
and decrease the overall time for testing a large volume of chips [96] - [106]. Multi-site
testing exploits the available ATE channels to concurrently test multiple chips; therefore,
in this case, the minimization of the time needed for testing a single chip is not the
primary optimization goal [107]. Instead, efficient exploitation of the ATE channels to
increase the number of dice that are tested in parallel is more beneficial for a production
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batch of SoCs [108]. The number of SoCs that can be tested in parallel depends, among
other parameters, on the availability of ATE channels [96] - [106]. For a fixed number of
ATE channels, a dual objective must be pursued to optimize multi-site testing, namely
the minimization of the number of ATE channels needed per SoC and the minimization
of the test time per chip. Our research shows that the TDM is an effective candidate for
succeeding the above goals, when multi-Vy,; / multi-island designs are tested. Furthermore,
we extend the TDM architecture and we form a Space and Time Division Multiplexing
(STDM) scheme that is optimized for multi-site testing.

As shown in section 2.2, the effectiveness of a test scheduling method for minimizing
test time depends on the test access mechanism that is used in an SoC. Single-V;; TAM
optimization techniques consider neither the highly constrained test environment of multi-
Viq SoCs nor the benefits provided by TDM, therefore they are not suitable for multi-Vy
SoCs. We propose the first TAM optimization technique for multi-V,;; SoCs. Special care
has been given in the TAM optimization of large and very large SoCs.

Excessive power consumption during test, increases the overall chip temperature, and
in many cases, it creates localized overheating. This phenomenon is called hotspot and it
causes permanent damage to silicon, reliability failures and eventually yield loss. Thermal
aware testing resolves thermal—related issues by reducing the temperature at hotspots in
an SoC. To this cause, we propose a thermal and delay aware X—fill method that uses the
chip layout information to (a) remove hotspots at critical nets and create a thermal safe
neighbourhood around them and (b) exploit scan cells in non - critical nets to increase
the un—modelled defect coverage of the generated test vectors.

The organization of the chapter is as follows. Section 3.2 lists the main objectives of
this research work. Section 3.3 describes in detail the TDM method and effective TDM test
scheduling techniques for DVFS-based SoCs. Section 3.4 presents and analyses a space-
and time- division multiplexing method able to optimize multisite testing. Sections 3.5
presents the first TAM optimization technique for DVFS-based SoCs. Finally, section 3.6
presents a critical path-oriented and thermal-aware X-fill technique able to provide with
high unmodelled defect coverage.

3.2 Research objectives

A succinct thesis statement is as follows: this research develops an efficient, integrated
and computational-friendly methodology to minimize test time of moderate, large and
very large Multi-core / Multi-V; SoCs with voltage islands while power constraints are
met.

The following research objectives were identified for this work:

e To enhance the TDM test scheduling method, a highly effective technique targeting
Multi-core/Multi-V; SoCs, with a new, productive set of tools that will allow for
power awareness, TAM optimization, scalability to deal with large SoCs and efficient
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multi-site use.

e To develop a novel method that offers high multi-site test efficiency so that test time
can be reduced for an entire production batch of SoCs,

e To develop a novel, highly parallelized technique to optimize the TAM a) for mini-
mizing test-time when TDM is used to schedule tests, and b) for multi-site testing.
The potential effect on test time due to power constraints is explored as well.

e To develop an active set of tools for the proposed TAM optimization method that
will enable its effective application upon large Multi-core/Multi-Vyy; SoCs. The
potential effect on results due to power constraints is explored too.

e To develop a thermal and delay aware X—fill method that remove hotspots in critical
areas of the chip while offering high un—modeled defect coverage.

3.3 Time-Division Multiplexing for testing DVFS-based SoCs

3.3.1 Introduction

Power consumption is a major burden for electronic systems [68]. DVFS offers an effective
trade-off between power consumption and system performance as it adaptively adjusts the
power supply-voltage and the frequency depending on the workload of the SoC [44, 45].
Further reductions are achieved by partitioning SoCs into voltage islands with separate
supply rails and unique power characteristics [58, 45, 64, 63]. Various methods address
design challenges in systems consisting of multiple voltage islands [65], [44, 66, 67]. DVFS
has been implemented in several state-of-the-art processors [52, 53, 55, 56, 176].

The adoption of DVFS has a significant impact on test strategies for multi-core SoCs.
Specifically, defects are manifested in different ways at the various supply-voltage levels
of a Multicore/Multi-Vyy SoC [89], [90]. Therefore, fault-free behavior must be ensured
at each voltage or frequency setting that the SoC uses during normal operation. It was
shown in section 2.1 that certain resistive bridge and open defects can be detected only at
specific supply voltage levels. These methods clearly highlight the need to test a multi-Vy,
SoC at multiple voltage or frequency settings in order to assure fault-free field operation.
A drawback of testing at different voltage levels is an increase in test time and thus, in
test cost. To reduce test cost, a method is presented in [94], which modifies a carefully
selected part of the core under test to achieve the detection of all detectable resistive
bridging faults at a single voltage level. Consequently, it eliminates the need to carry out
time-consuming and costly testing using multiple test voltage levels. While this technique
is effective in reducing the test cost for resistive bridging faults in multi-Vy; designs, it
does not target other types of defects. Moreover, it imposes design changes that are
often not acceptable in practice. Therefore, to avoid design changes and detect a wider
range of defects than those modelled as bridging faults, testing at multiple voltage levels
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is necessary for fault detection. Such a requirement increases considerably both the test
time and, in many cases, the test data volume, thus the complexity of the test scheduling
problem for the SoC is increased.

As shown in section 2.2, traditional test scheduling techniques, resolve conflicts caused
by the sharing of TAM resources in single-Vy; SoCs, but they are not suitable for multi-Vg,
designs [112]. Multi-Vy4 designs impose additional constraints that do not exist in single-
Vaa designs. At the same time, lower supply voltages reduce the maximum-allowable shift
frequency for scan chains, which further increases test time. As a result, test scheduling
for multi-Vy designs is more difficult than that for single-V;; SoCs. The test scheduling
method proposed in [112] considers the additional constraints imposed by the use of
multiple voltage settings, but it does not tackle the problem of using low shift frequencies
at the lower voltage settings.

We propose a novel TDM architecture, which tackles the problem of reduced shift
frequencies in DVFS-based SoCs. This solution is also useful for reducing test time when
scan shift frequencies have to be reduced because of power concerns during scan testing.
TDM uses the highest frequency supported by the SoC to shift multiplexed test data
into the SoC, and then it demultiplexes and shifts the test data into multiple cores using
lower shift frequencies. The TDM architecture is supported by an effective Integer Linear
Programming (ILP)-based test scheduling method, which provides optimal results for
SoCs of moderate size. For larger SoCs, a rectangle-packing method combined with
simulated annealing is proposed, which offers near-optimal results. Finally, for scenarios
that require very short run times, a greedy approach is proposed.

Our results lead to the counter-intuitive conclusion that the use of low shift frequencies
can reduce test time when TDM is adopted. Therefore, in contrast to the standard
optimization goal of minimizing the test time for each core, the proposed test scheduling
methods target the maximum exploitation of the TAM bandwidth instead. Experimental
results for two representative industrial SoCs highlight the clear benefits of applying the
proposed technique to multi-V,, designs.

The organization of the rest of the section is as follows. In Section 3.3.2, we present the
motivation for this work. Section 3.3.3 describes the proposed TDM scheme and Section
3.3.4 presents the problem formulation. Sections 3.3.5, 3.3.6 and 3.3.7 present the three
test scheduling approaches.

3.3.2 Motivation

Multi-Vys SoCs require long test application times due to the high volume of tests that
must be repeatedly applied at the various voltage levels. Test application time is domi-
nated by the process of serially loading test data into the cores through scan chains, which
are usually not designed to operate at the rated speed of the cores. As a result, the ATE
transfers and loads test data to cores using a slow scan shift frequency, which increases the
test time of the cores. Even in the case that the tester supports higher scan frequencies,
this capability cannot be exploited, thus leaving tester potential underutilized.
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The above problem is exacerbated when cores are tested at lower power-supply volt-
ages. When the power-supply voltage is reduced, the scan frequency is also reduced
to avoid scan-path delay violations. As a result, at lower power-supply voltages, the
maximum-allowable scan frequency is also reduced, typically in proportion to the reduc-
tion in power-supply voltage as shown in Fig. 1.7.

In addition, as shown in section 1.1, a variety of cores are embedded in a typical SoC,
that have different characteristics and run in different frequencies. Then, each core may
support a different scan frequency too. Table 3.1 shows ten cores that were selected from
the IWLS suite [232] and synthesized using commercial tools and the 45 nm Nangate
technology [115]. For testing every core, the full scan design methodology was adopted.
The cores were wrapped using the the IEEE 1500 Std. wrapper. For each core, test vectors
targeting transition faults were generated using the Launch-on-Capture scheme. These
test vectors were applied with increasing scan frequencies, until the timing simulation
failed. This frequency is the maximum scan frequency supported by each core, and it
is reported in the second and fourth row for each core in table 3.1. Let us consider an
artificial SoC that consists of these ten TWLS cores and a local test bus that transfers
test data to them. Let the bus be fed by a tester that supports a scan frequency equal
to 400MHz. This capacity can only exploited by usb_funct, pci_bridge, wb_conmax and
des_perf cores, while the remaining ones will leave the test bus capacity underutilized.

IWLS core | tv80 mem _ctrl ac97 usb_funct | pci_bridge
Scan

222 333 333 400 400
frequency

IWLS core | aes_core | wh_conmax | ethernet | des_perf vga_led

S
cat 333 400 333 400 333
frequency

Table 3.1: Maximum scan frequencies in MHz for IWLS cores at the 45nm process tech-
nology.

Furthermore, due to low-pin-count and high multi-site configurations, testers usually
conduct SoC testing using a single scan clock for the whole SoC. Thus, to avoid scan
violations at any voltage setting, the lowest frequency for shifting test data has to be
used, which corresponds to the slowest core and the lowest voltage level, and the test
time increases even more.

Despite these limitations, cores that are tested at lower shift frequencies, and which
share the same TAM resources, can potentially be tested concurrently, provided that there
is a mechanism to multiplex and demultiplex their test data on the TAM resources. TDM
offers such a mechanism. By using TDM, the test data can be transmitted by the tester
at a higher frequency, while at the same time, they can be shifted into the scan chains of
multiple cores at considerably lower frequencies, where these frequencies depend on the
voltage setting used in each case. Not only does TDM exploit the gap between the shift
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Figure 3.1: An example SoC with 3 cores and 2 voltage islands.

frequencies of the ATE and the cores, but it also exploits the differences between the shift
frequencies of cores of different islands that are concurrently tested at different voltage
settings.

Example 1. Let cores A, B, C in Fig. 3.1 be tested at voltage levels V; > V5. Table 1
in Fig. 3.2 shows the test time for each core at the maximum allowed scan frequency
at each voltage setting. Fig. 3.2a, Fig. 3.2b and Fig. 3.2c depict three different test
schedules for one TAM resource. Every rectangle represents a test that corresponds to
one core-voltage pair, and it has width equal to the scan frequency used and height equal
to the time needed by the test at this scan frequency. The TAM resource is represented
by a virtual bin that has width equal to the frequency supported by the test channel, in
this example 200MHz, and unlimited height. The maximum height that is reached by the
rectangles in the bin corresponds to the test time of the test schedule. As it is illustrated
in Fig. 3.2a, the TAM resource suffices to test cores A, B, C at V] using the maximum
rated frequency. In the same test schedule, core C is tested concurrently with cores A and
B at V5 using time multiplexing. Another alternative shown in Fig. 3.2b, is to use TDM
to test cores A and B at V] concurrently, using a shift frequency equal to T00MHz, which
is slower than the nominal shift frequency. In addition, core C, using time multiplexing,
is tested in parallel with core A at V; and V4 since it belongs to a different voltage island.
Finally, cores A and B are tested concurrently at V5. A third alternative is shown in Fig.
3.2c, where cores A and C are tested at V; using the full bandwidth of the TAM resource,
while the remaining tests are multiplexed so that the test time can be minimized. Other
alternatives can also be considered.
|
There exist many different scheduling scenarios that exploit the full capability of the
tester for increasing the parallelism in loading test data into the cores, as depicted in
Fig. 3.2. In addition, counter-intuitively and in contrast to what we expect, shifting
test data into the scan chains at a lower than nominal frequency may be beneficial in
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Figure 3.2: Three test schedules generated using TDM.

terms of ATE-channel-frequency utilization and this strategy may reduce the test time.
However, the solution space is very large, and it is computationally challenging to find a
good solution, especially when lower-than-nominal scan frequencies are also explored for
reducing the overall test time.

In this work, we address the problem of scheduling tests in multi-V;; SoCs assuming
that each voltage setting imposes a different maximum shift frequency for each core.
This problem is a generalization of the simpler scheduling problem that assumes a single
shift frequency for all cores. The latter problem is NP-complete, therefore the scheduling
problem being considered is also at least NP-hard. Besides the TDM architecture, we
propose three different test scheduling approaches, each one offering different advantages:

1. The first approach is an ILP-based test scheduling approach. Even though ILP-
based test scheduling is not scalable and it cannot provide optimal solutions for
large SoCs, it is beneficial as it provides optimal or near optimal solutions for SoCs
of small or moderate size. Moreover, it provides a good means to evaluate the
performance of the heuristic methods.

2. The second approach is a rectangle-packing approach combined with a simulated-
annealing optimization method. This method offers a trade-off between run time
and performance (i.e., test time). In the general case, it offers test schedules that
are close in terms of test time to the ILP-based approach, in less CPU time.

3. The last approach is a greedy approach. It offers inferior solutions to the previous
two approaches, but it is very fast, and very practical for very large SoCs.
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Figure 3.3: Proposed TDM scheme.

3.3.3 TDM scheme

Fig. 3.3 illustrates the proposed TDM scheme for an SoC consisting of cores A, B, C,
D, and two test buses. There are two islands L, Lo, which support voltage settings
V1, V2, V3 and the nominal scan frequencies at these settings are F, F//2 and F'/4, respec-
tively. Voltage levels are generated using either of the following two ways: (a) external
power supplies for the voltage islands, or (b) embedded power management with internal
regulators. In either case, we assume that the SoC already embeds the necessary struc-
tures for functional purposes. Let the tester provide the ATE_CLK signal and the test
data with frequency F'. Each core is assigned one cyclical shift register with length equal
to 4, which divides the scan frequency by a value equal to 1, 2 or 4. The scan frequency
for each core is determined by loading the appropriate pattern into each register before
the testing of the core begins. Every shift register is clocked with the fast ATE_CLK
(frequency F') and provides a clock signal with frequency equal or smaller to F.. The
following example illustrates this method.

Example 2. Let us assume that cores A, B are tested at voltage V3 and C, D are tested at
V5. Then, the highest frequencies that can be used for A, B, C, D are F/4, F/4,F/2, F/2,
respectively. In order to provide scan frequency of F/4 to core A, register R4 in Fig. 3.3
is loaded with the pattern “0001”. Then, during every 4 successive cycles of ATE_CLK,
the rightmost cell of R4 receives the value ‘1’ only once and applies one active clock edge
at core A. Register Rp is loaded with the pattern “0100”, which sets the scan frequency
of core B equal to F'/4 too. However, note that a different pattern from core A is used in
order to offer non-overlapping loading of the test data from the common bus. Register Ro
is initialized with pattern “1010” and thus core C receives one active clock edge every two
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Figure 3.4: ATE_CLK, core-based clock and TAM bus waveforms for the example SoC
(Fig.3.3), when TDM is used.

ATE DATA

ATE_CLK cycles. Therefore, the scan clock frequency for core C is set to F'/2. Similar to
the previous case, the pattern loaded into R has non-overlapping ‘1’ logic values with the
patterns loaded into registers R4, Rp. Finally, register Rp is initialized to the value of
1010, which corresponds to shift frequency equal to F'/2. Note that a separate bus is used
for core D, and thus the contents of Rp are independent to the contents of R4, Rp, Rc.
[ |

From the above example we note that: a) all shift registers are concurrently shifted at
every ATE_CLK cycle, and b) they are loaded once at the beginning of every test session
with patterns that have no overlapping logic values of ‘1’. Therefore, at most one core
at any ATE_CLK cycle receives the active edge of ATE_CLK among those that share a
common bus. At the same time, at every ATE_CLK cycle, one test data vector is available
at the bus, and the core which receives the active clock edge loads the test data from the
bus. This is also illustrated in Fig. 3.4.

It is obvious that the tester channel utilization is increased without violating the
timing specifications of the cores. Larger shift registers can be used to allow various
levels of TDM (e.g., 16-bit registers offer division by 2, 4, 8 and 16). The proposed clock
generation mechanism can be bypassed during normal operation and the capture cycles
when on-chip PLLs are used.

It should be expected that the specific shift frequencies offered by the TDM technique
will not exactly match the nominal shift frequencies that can be used at the various voltage
settings. However, as shown later, the most important optimization goal is to exploit as
much of the TAM frequency as possible for transferring the test data to the cores.
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Figure 3.5: ATE_CLK, core-based clock and TAM bus waveforms for the example SoC
(Fig.3.3), when TDM is used.

Example 3. Let us again consider the SoC of Fig. 3.3, tested by an ATE that supports
a maximum shift frequency of 300 MHz. Let us assume that cores A, C' have maximum
shift frequencies at a voltage setting V; equal to 150 MHz and 200 MHz, respectively, and
that the test time in each case is equal to 10 ms and 5 ms, as shown in table 1 of Fig. 3.5.
When the maximum shift frequencies are used these two tests can be only applied serially,
and the total test time is equal to 15 ms. As it is depicted in Fig. 3.5a, when core A is
being tested at 150 MHz, the rest 150 MHz of the TAM frequency are left unexploited,
and when core C' is being tested at 200 MHz, the rest 100 MHz of the TAM frequency are
left unexploited. If core C' is loaded using shift frequency equal to 150 MHz instead of 200
MHz, then the test time for this core increases to 7 ms. However, in this case both tests
can be applied concurrently, and the total test time drops to 10 ms. As it is illustrated
in Fig. 3.5b, the TAM frequency is fully exploited for 7 ms. [ |

Similar to [220], TDM can be combined with test data compression and BIST to derive
even more benefits. Identical cores can be tested using a broadcast mode if identical
patterns are loaded at the corresponding registers to concurrently shift test data from
the bus. We ensure that active edges of the scan clock are not received by cores that
are not being tested, by loading the corresponding shift register with the all-’0’ pattern.
For the wasted ATE_CLK cycles in which no core receives test data, the ATE repeat
command can be used to avoid the storage of unnecessary test data in tester memory.
Finally, testing of the logic in between the cores can be carried out by considering tests
that excite multiple cores at a time.
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3.3.4 Probem formulation: notation and constraints

Let us consider a multi-core SoC with N, cores Ci,...,Cy, and N; voltage islands
Ly,...,Ly, (N. > Ny). Each core belongs to exactly one of the Ny islands. We con-
sider a set V' of N, voltage settings V' = {V},...,Vy,} for the SoC, which are sorted
in descending order (i.e., V3 > --- > Vy,). Each island uses a subset of these voltage
settings. For every island L; there is an upper bound P; on the average power that can
be consumed by the cores in L;.

We assume that ) buses By,..., Bg comprise the TAM. Every bus is connected to
one or more cores, and it spans one or more voltage islands. The maximum frequency
™ that is supported by the TAM resources for shifting test data into the cores is called
hereafter as the “frequency capacity'” of the TAM. Every test that uses bus B, consumes
a fraction of the capacity F™*" of this bus, which depends on the shift frequency used by
this test. For example, any core that is tested using scan frequency F"™% /2 F™% /4 ...
consumes half, a quarter, etc., of the capacity F™** of B,.

Every test scheduling method that targets single-V;; SoCs has to fulfill two main

constraints:

C-1. Any two cores that share a TAM resource cannot be concurrently tested.

C-2. Any concurrent combination of tests applied at cores in the same island L;, should
not consume power that is greater than the specified power limit P, of the island.

Constraints C-1 and C-2 guarantee the correctness of the power-aware test schedule
generated for an SoC with a single voltage level. However, testing of multi-V;; SoCs
imposes additional constraints that do not exist for single-V;4 SoCs:

C-3. Every core C; must be tested at multiple voltage levels V;, which are used by the
core during normal operation and comprise a subset of V.

C-4. For every core C; and every voltage level V; there is one maximum frequency F** <
F™% that can be used for shifting test data into C;. The shift frequency used to
apply any test has to be lower or equal to F}}**.

C-5. Any two cores that belong to the same island cannot be concurrently tested at
different voltage levels.

It is obvious that constraints C-3, C-4 and C-5 increase the difficulty of test schedul-
ing process and also increase test application time, especially when TAM resources are
connected to cores that reside in different voltage islands. However, TDM offers one very
important advantage: it relaxes constraint C-1 that prevents any two cores that share
the same TAM resources to be concurrently tested. Specifically, when TDM is used,
constraint C-1 is modified as follows:

!Throughout this work we use the terms frequency and bandwidth interchangeably to denote the
volume of test data transferred over the bus.
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C-17. Any number of cores that share the same TAM resources can be concurrently tested,
provided that the aggregate shift frequencies used by the corresponding tests do not
exceed the frequency capacity of the TAM resource.

By applying C-17 instead of C-1, every shared TAM resource can be concurrently used
to transfer test data of multiple cores, and the total test time is considerably reduced.

Given the above framework, our objective is to generate optimal test schedules in
terms of the time required for testing multi-Vy; SoCs. Hereafter, we refer to the test of
core C; at power supply voltage level V; using shift frequency Fy as test or task 7¢,v;f, -
We assume that the maximum frequency F™* used for shifting test data is the same
for all TAM resources. Depending on the specific TDM architecture used, a pre-specified
set of Ny frequencies Fy > F» > --- > Fl, is supported for shifting test data into
a core (F™* = F). Each of these frequencies is equal to a fraction of F™*. Test
data can be shifted into core C; at voltage V; using any shift frequency that is lower or
equal to the maximum shift frequency F/**. Therefore, only the subset of frequencies
Fy>Fyy > > FNf can be used, where F); < F[’}“"”

The test time that is needed for applying test 7¢;v; Fymas is equal to 7¢,v; Fmas and it
depends on the number of test vectors applied to the core, the shift frequency F/;**, and
the core wrapper depth. In the case of industrial circuits the wrapper depth tends to
be very large due to the long internal scan chains of the cores; thus the total number of
capture cycles constitute a negligible portion of the test time, and they can be neglected.
When a smaller shift frequency Fj, < F[}*" is used, the test time increases proportionally,
as shown by the following equation:

maz
£ij
Fy

Let Pc,v; Fmas be the average dynamic power consumed by test 7¢,v, Fmas. Then,

(3.1)

TCiVjFy, = TCVFmex

Pe,v;pmes can be approximated by the following equation [9]:

Pcivjpirz_ax = G(CZ> . Cload(Ci) . ‘/]-2 . FZZ-aI (32)

where a(C;) is the average switching activity at the internal circuit nodes of C; caused
by the application of test eV Fmas and Cioeq(C;) is the total load capacitance that is
charged/discharged during the shift operation. When a smaller frequency Fj, < F/%
is used for shifting the test data into the core, the average dynamic power consumed
decreases proportionally as shown by the following equation:

Fy
max
13

Py, = oy pmas - (3.3)

3.3.5 ILP-based test scheduling approach

For every triplet (Cj, V}, Fy) a binary variable S¢,v:r, is assigned, which is equal to ‘1’
whenever the test of C; at Vj is applied using shift frequency Fj. First, we ensure that
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exactly one shift frequency is selected for testing C; at voltage Vj:

Ny
> Sewp =1, Vie{l...N},Vje{l...N,} (3.4)
k=1

For those voltage settings at which a core is not tested, the above constraint is omitted, and
for those values of k that F}, > F, we set Sc,v;r, = 0. Recall that higher frequencies are
not supported at all voltage settings due to the likelihood of timing violations during scan
shifting. Let ST¢,v,r, denote the start time of test 7¢,v; . Since only a single frequency
can be used for applying the test on C; at voltage level V}, the start time ST¢,y, and the
end time EN Dg,y; for this test are given by the following relations

Ny

k=1
Ny

ENDc,y; = Y Sewir - (STow; e + Tew;m,) (3.6)
k=1
The product Sc,v;r, - STc,v;r, i not linear so it is replaced by the variable yc,v;r, and
new constraints are introduced. Let T'B (TimeBound) be the maximum possible test time
calculated as the summation of the time needed for every core and voltage setting when
it is loaded using the minimum scan frequency Fy,, that is

TB = > Tev,py,

i€l Ne] GE[1-N,

i.e., we assume that the longest task is used for every core and no parallelism is allowed.
Then we have the following three relations for each variable yc,v. r,:

YeiviF, — IB- SC‘LV]'FR- < 0
=STev.r, +Yovip, < 0
STewvim, — Yovir, + TB - Scvir, < TB
Thus (3.5), (3.6) become
Ny
STCivj = ZyCiVij (37>
k=1
Ny
ENDc,y; = > ey + Scwm - o) (3-8)
k=1

According to constraint C-5, any two cores C;,, C;, in the same island cannot be concur-

rently tested at different voltage settings V;,,Vj, (Vj, # Vj,). Therefore, either test for

Ci,, V;, begins after the test for Cj,, V}, finishes or vice versa. Using relations (3.7), (3.8)

2) V]2
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it is written as: “Cy or Cy”, where

Ny Ny
Cl . E ycil‘/‘}'le Z E (y0i2‘/j2Fk + SCiQ‘/jQFk ' TCIQV]QFIC)
k=1 k=1
Ny Ny
Ca: § YCiyViy Fr > E (yc'ilele + SC'z‘lele ’ TCilele> (3.9)
k=1 k=1

To show the linearization of (3.9), first, we introduce two binary variables 9(1)1-1‘6101-2‘/]-2 and

2 . . . 1 . .
HCilelCingQ which satisfy the equation 001_1‘/],10 v, ;,v;, — 1. Then constraint Cy

or Cy can be written as

92
i Via Ciy

Ny
oL . § _
Ci;1 Vi, Cig Vig yC-L'lele
k=1

Ny
Z(yci2Vj2Fk +SC¢2VJ2FK’ .TCizvsz’c) Z 0
k=1
Ny
2 . E _
Ci1 Vi1 CiyViy YCiyVip P
k=1
Ny
Z<ycilvlek+SCi1Vj1Fk ‘TCHVJEF’C) ZO
k1=1

Each of the terms

Vi, Ciy Vi, Y0y Vi Fi
J

Vi CigViy ~ YCigViy Fi
j 01'2‘/}'2 ’ SCiZ‘/jQFk
J

1
1
Vi, Ciy Vi, HCi,Viy F
1

1

Cil

1

Cil

1
QCilvl

2

Cil

2 .

Cilv}' CiQ‘/jQ yc’fl ‘/lek

2

901’1 Vi1 Cig Vig ' Scil Vi1 Fe

needs further linearization. To this end we introduce 6 variables L} L?

3 1 5 : . Ciy Vi Cip Vigk> 03y Vi) Cig Vig
LCz'lelCiQ‘/mk? LCilvjlcmvmm Lcilvjlchvhm LCil‘/lei2‘/j2k which are set equal to the above
terms respectively. Note that L, Lo, Ly and Ls are integer variables while Ls, Lg are bi-
nary variables. We will show the linearization for L;, L3 and the rest of the variables are

linearized in a similar manner. For L. .. ~ .. , we have
Cll ‘/]1012‘/‘}2]6

1 1
Lcilvjlci2VJ'2k -1 902’1‘/]‘1 Ciy Vg S 0
1
Yoo, vin ke t Loy v cvir < 0
< TB

1 1
ycilv}'le Lcil‘/leiQ‘/jgk + TB ’ gcil‘/jlcigv}g —
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3
For Lg, v. ¢, v; x We have

1 3
Voo <
90i1‘/jlci2‘/jz + SCQVJQCQVM — LCthCiQijk +1
1 > 73
901'1‘6’101'2‘/1'2 + SCi?Vj?C@Vj? - 2 Lchvjlciz‘/}ék

Then, constraint C; or Cy becomes linear as follows:
Ny
1 2 3
Z(Lcilvjlcizvjzk - LCilvjlci2Vj2k - LCi1Vj1C772VJ'2k+
k=1
4 5 6
LCilvj1Ci2Vj2k + LcilvjlciQVJQk T LCHVHCQVJ'zk) =0
In a similar way, we determine the concurrency between different tests: if the test for
C;, at voltage V}, begins after the test for C;, at voltage V}, finishes or vice versa, then the
two tests are not concurrent. Concurrency is determined for all cores sharing a common
bus, excluding those that are in the same island and correspond to V;, # Vj, as they have
been excluded by the previous constraint. Let Conce, v; ¢,,v;, be a binary variable which
is equal to ‘1" if the tests for core C;, at V;, and core Cj, at Vj, overlap. Then we formally

write:

If STCz‘1 Vi, 2 E’]\[l)(;iQVj2 or STCQV}'Q 2 ENDCilvjl
then Conce, v; ¢, v,, = 0 else Conce, v; ¢, v, = 1 (3.10)

. . . . . 1 2 .
To show the linearization of (3.10), two binary variables 0¢, v, ¢, v, .0, v, ¢, v;, are in-
troduced. Then the formula can be replaced by the following relations:

1
STCth 2 ENDCQVJQ —1TB- <1 - 5Ci1VJ‘1Ci2Vj2)

1
STCHVH < ENDCZ’QVJ'Q +ThB- 501‘1‘/}'101'2‘/]'2

STC%QVJQ = ENDCi1vjl —-TB- <1 - 5%’1'1‘/1'102'2‘/12)
STCZ'QVJ'Q < ENDCilvh +ThB- 5%1'1‘/}'101'2‘/]'2

1
1 OonCCil Vi1 Cig Vi = 601‘1 Vi1 Ciy Vig

2
Vi CigVj 2 50

1 — Conce Vig 2

V;, C

i1Vi1Cin Vs

i1 J2

1 2
1= COTLCCilelCQVj? - 601'1‘/110%‘2‘/]’2 - 602’1‘/]'10@'2‘/12 <0
By replacing STCanl’ ENDg¢. v, STCiQVj2 and ENDCiQ\/]-Q in the first four relations with

i1 Vi1
their equivalent notation we get the following four relations which are all linear
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Ny Ny
: :ycilv}dFk 2 } :<yci2VJ'2Fk + SCiQVJ'QFkTCiQV}'sz)_
k=1

k=1
1
—1B- (1 - 601'1‘/]‘101'2‘/;2)
Ny Ny
: :yCthle S :’ :(yCiQVJ'QFk + SCizvszkTCiQVJ'QFk)_'_
k=1 k=1
1
+TB ' 501'1%’101'2‘/32
Ny Ny
: :yCiQVJ'QFk Z :’ :(yCthle + SCHVJ'leTCHV}dFk)_
k=1 k=1
2
—1B- (1 - 601'1‘/1101'2‘/]'2)
Ny Ny
z :yCiQVJ'QFk S :’ :(yCthle + SCZ’thFkTCi1VJ'1Fk)+
k=1 k=1

2
+TB 501'1 Viy Cig Vig

Constraint C-17 bounds the number and type of tests that concurrently use the same
TAM resource. FEvery supported shift frequency consumes a fraction of the capacity
(in time) of the TAM resource. Any test may use a fraction of this capacity, but any
concurrent combination of tests must not exceed the total capacity of the TAM resource.
Let W (F})) be the capacity consumed by any test using shift frequency Fj. Let also
W(TAM) be the capacity available on the TAM resource. Then, for any two cores
C;,, C;, connected to the same TAM resource and tested concurrently at supply voltages
Vi, Vj, the sum of their weights must not exceed W (T'AM). This is modelled by the
following relation:

Ny
Conccilvjlcizvn ' Z(SCthFk + Scizvan) ' W<Fk)
k=1
< W(TAM) (3.11)

. .. . . . 1—-1 1—-2
Again (3.11) is linearized as follows. The binary variables bCiIleCiszz)’bCilelCingz are

introduced. The product term Conce, v; ¢, v, * Sc;,v;, F, 18 linearized as follows:
1-1
COnCChV}dCiszz + SCthFk < bCz‘lelcingQ +1
1-1
Conce,v;, 0,5, + ¢, 5, A 2 2-be v, ey,

i1 Vj1 -2 V2

In a similar way the term Conce, v; ¢, v, * Sc,,v;, F, 18 linearized as follows:

i1 2772
1-2
Conce, v, c,,vi, + Sci,vi, By < bevi envs, 1
1-2
COTLCC”V}-ICZ-QVD + Scizvan =z 2 bCﬁVhC"ZVj2



Consequently we get:

Ny

> (v, b3, n) - W R ) < W(TAM)

k=1

In the same way we construct the constraints for triplets or larger sets of tests de-

pending on the number of cores which are connected to any TAM resource. Let us see the
case of three tests running concurrently. The constraint is re-written as follows: for any
three cores Cj,, Cj,, C;, which are tested concurrently at supply voltages Vj,,V},, V;, and
are connected to the same TAM resource the sum of their weights should not exceed the
capacity of the TAM resource. Three different tests are executed concurrently (at least a
common part of all of them) when every possible pair of them has a part which executes
in parallel, i.e. when Conce, v, c,,v;, - Conce, v, ¢, v, - Conce, v, c,,v;, = 1. Then the
constraint is written as follows:

OOTLCCH ViiCigVip COTLCCH Vi1 CigVis COTLCCQ VigCigVis™

Ny
Z(SCHVJdFk +’S'Ciszsz +‘Sfcigvjzsl[?l’v)VV(F}“) S
k=1

< W(TAM)

At first we need to linearize the product term Conce, v; c,,v;, - Conce, v; c,,v;,
Conce,,v;,c;,v;,- To this end we introduce one binary variable pc, v, c,,v;,c;,v;, and we

set the following relations:

Conce, v; c,,v;, + Conce, v e v, +

i1 2 V2 i1 Vj1vi3 Vi3
+Concci2vjzcisvjs < pcil Vj; Cig Vip Cig Vig +2
OOTLCCH Vi1 CizVia + OOTLCCH Vi1 CizVig -

+200nc€i2vmci3vj3 >4 " PCiy Vi) Ciy Vg Cig Vi

Using the above relations we have:

Ny
Z ((Sci1VJ'1Fk + Scizvszk + SC

k=1

viori) - W(FL)) -

i3

Pe; Vi Vi, Vi, < W(TAM)

ig Vjg~iz Vi3

Terms pCi1 Vi1 Cig Vi Cig Vg SCH Vi1 F pCil Vj1CiyVia Cig Vg SCi2 Vig P> pCil Vj1Ciy Vs Cig Vjg SCi3 Vis F
need a final step of linearization. Therefore we introduce binary variables b?jlv, o Vi O Vi ko>
9_9 9_3 f f 1771 12f J2 7'3.‘73
anleCiQ%Cingglc’ bCz'lelCiszzCinggk or each scan frequency Fj and we have the following

three pairs of relations
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pCﬁV}jCiszzCists + SCilWle < b%’;lvjlcigngcmngk +1
pCi1 Vi1 Ciy Vi Cig Vi + Scil Vi Fr = b%;lvjlchv}écigvj:sk
pCi1 Vi1 Cig Vi Cig Vi + SCizvszk’ < bé:12vj1ci2VJ'20i3Vj3k +1
PG Vj, CiyViy Cig Vig + SCizvszk’ > 2b201_-12Vj1 Ciy Vi, CigVigk
PCiy Vi, CiyViy Cig Vi + SCisvisF’c S bé;gvhcizvjzcisvjzsk +1
pCil Vi1 Cig Vi CigVig + SCi3‘/j3Fk = Qbé;?)vjlcizv}zci?)vj?,k
Finally we have:

Ny

Z <<b20:11leCi2VjQCz-3Vj3k + b20%_'12vjlci2VJ'20i3Vjsk+

k=1

FOE R cavciyigs) W) ) < W(TAM)

i1 Yj1 Vg Viaig Vig

Finally, we incorporate constraint C-2: for any two cores C},,C;, that belong to the

same island L; and tested concurrently at voltages Vj, the sum of their average power

17

consumption must not exceed the power limit I of the island. Variables Conce, v; ¢, v;,
are extended in this step to include also cores that do not share a common bus, but belong

to the same island. This is modelled as follows:
Ny
Conccilvjci2vj ' Z(SCHVJFk ) PCi1VJ'Fk+
k=1
S, - Poy,vir) < P (3.12)

Triplets or larger sets of tests are constructed depending on the number of cores of each
island. The linearization of (3.12) is similar to the linearization of (3.11).

Finally, if T'ST is the total test time of the SoC, the optimization objective of the ILP
model is the following:

Minimize: T'ST
Subject to: TST > ENDCM Vie[1,N], j€[l,N,].

The complexity of the ILP formulation depends on constraint C-17, which ensures the
highest number of relations. This number depends: (a) on the number of cores connected
to each bus; (b) on the number of different islands that these cores belong to. Let “a” be
the highest number of cores connected to any bus. In the worst case, each of the a cores
belongs in a different island, and each core has to be tested at all N, voltage levels. Then
the complexity of constraint C-17is O((N,)* + (,%,) - (M) 1+ (,%,) - (N,)* 2 +...) =

a—1
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O((N,)%). Since C-17 is the most complex constraint, we conclude that in the worst case
the complexity of the ILP model is O((N,)®). In the extreme and unrealistic case that all
cores are connected to a single bus and also reside at different islands, the complexity is
equal to O((N,)e). However, we have to note that in this case, a test scheduling method
is not really needed as all tests can be applied sequentially using the maximum bandwidth
of the channel.

3.3.6 Rectangle packing and simulated annealing test scheduling
approach

Even though ILP models can optimally solve NP-hard test-scheduling optimization prob-
lems [80], they do not scale well for large SoC designs. This limitation can be overcome
using a heuristic based on the Rectangle Packing (RP) approach. Specifically, each can-
didate test 7¢,v;, is modelled as a rectangle Rc,v, g, , with width equal to Fj, and height
equal to To,v; k. Every bus is assigned a virtual bin with unlimited height and width
equal to F™ (F™% is the maximum frequency supported by the ATE channel). The
objective of the RP approach is to pack a predetermined set of rectangles into () virtual
bins so that the occupied height in each bin is minimum. Recall that () is the number of
the available TAM buses, while the overall occupied height in a virtual bin represents the
test time per TAM bus. Therefore, the maximum of the derived test times per TAM bus
is the TST.

By setting the width of each bin to F™, constraint C-17 is satisfied, as rectangles
with aggregate frequency higher than the capacity of the bus cannot be placed in parallel
in the bin. Until the last part of Section 3.3.4 we temporarily ignore the power constraint
C-2. In order to fulfill constraints C-3 and C-4, it suffices to ensure that all the required
tests are applied to the cores using shift frequencies that do not violate the maximum shift
frequency at each voltage level. This set of tests corresponds to a set of rectangles with
specific dimensions, which are given as inputs to the RP algorithm. The packing of the
selected rectangles is based on the Bottom-Left (BL) rule [221], which keeps the overall
height in a bin, and thus the TST, as low as possible. In BL, each rectangle is placed at a
position that does not violate constraint C-5 and it minimizes the y-coordinate of the top
side of the rectangle. If there are several such valid positions, then we select the leftmost
position on the x-axis.

During a packing step, we go through each unpacked rectangle and each possible
placement of that rectangle in the virtual bin. Every rectangle-position pair is assigned a
score, which is related to the position of the rectangle in the bin. Specifically, the lower
the y-coordinate of the top side of the rectangle - position pair, the higher the score.
Then, we select the pair with the highest score, we place the selected rectangle to the
selected position, and we move to the next packing step. The procedure is completed
when all tests have been scheduled. Let us consider the following example.

Example 4. Let us again consider the SoC of Fig. 3.3, with voltage levels Vj, V5, V3,
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Minimum Test Times
(in normalized units)

A B @ D

VB1 VB2 v; | 300 | 60 | 128 | 135

- 95 | 220 | 210

v, | - - 340 | 370
Table 1

VB1 VB2

1000

1000
<

D, Vs

800
800

600
600

400
400

Time Line 200
Time Line 200

200MHz [l 200MH: | | 200MH: |11 200MH

(a) Example test schedule (b) Test schedule derived by the proposed method
Figure 3.6: Rectangle Packing Example.

and nominal scan frequencies at each one of them F; = 200 MHz, F, = 100 MHz and
I3 = 50 MHz, respectively. Let the tester provide the ATE_CLK signal with frequency
200 MHz. The embedded table in Fig. 3.6(b) shows the test times per core at V3, V5, V3,
when the maximum rated shift frequency is used at each voltage level (dashes indicate
that the corresponding tests are omitted). Let us consider the following set of tests, which
use the maximum rated frequency per voltage level: s, = {Tavir,, TBViF\» TBVaFs, TOViFy»
TCVaFys TCOVsFsy TDViFy> TDVaFys TDVsFs p- Lhis set constitutes a complete test for the SoC
at hand. Each one of these tests is modelled as a rectangle. For example, the candidate
test 7oy, my 1s modelled as a rectangle with width equal to F3 = 50 MHz and height equal
to Tovyp, = 340 time units. Bin V By corresponds to bus Bj, and bin V By corresponds
to bus By. Fig. 3.6(a) shows the test schedule produced by RP for the example SoC.
The x-axis of each bin presents the maximum shift frequency, which is 200 MHz for this
example, and the y-axis presents the test time, which is equal to 1048 for this particular
case. [ |

In the example presented above, we assumed that every test is applied using the
maximum rated shift frequency. Even though this is an intuitive decision to minimize the
test time, it is obvious from Fig. 3.6(a) that the available TAM bandwidth is underutilized,
due to the large blank spaces left by the RP approach. TDM can overcome this problem
by exploring also smaller frequencies. If some tests are applied at lower than the rated
shift frequencies, then the shapes of the corresponding rectangles change, and they may
better fit in the available area.

Ezample 5. Let us consider the following set of tests for the same SoC: s, = {Tav,m,,

TBViF3y TBVaFyy TCVIFy TCVaFyy TCV3F3s TDViFy TDVaFys TDV3F3}- Flg 36(b) shows the test
schedule provided by RP for set s,. In this case, the test time has dropped by 21.5%
without any compromise on test quality. Even though the time for testing cores A, B at
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voltage V; is increased 2 and 4 times respectively, the use of smaller frequencies permits
the better packing of the rectangles in the area of the virtual bin. We note that the blank
space was reduced 7 times as compared to Fig. 3.6(a). |

The differentiation between s, and s, lead us to the conclusion that the best frequency
for applying each test must be selected in order to minimize TST. One approach for
effective exploration of the space of available frequencies is Simulated Annealing (SA).
SA is a generic probabilistic metaheuristic that is able to locate a good approximation
to the global optimum of a given function in a large search space. It succeeds by slowly
decreasing the probability of accepting worse solutions as it explores the solution space
(224, 223].

Initially, we define the search space for SA. This space is the complete set of tests that
can be applied in multi-Vy, testing of an SoC, when TDM is available. In particular, a
set of candidate tests 7¢,v. p, is formed per core - voltage pair, (C;, V;) by varying shift
frequency Fy. Let us again consider the same SoC as in the previous examples. Then,
Stcov,, namely the set of candidate tests for testing core C at voltage setting V1, is defined
as Stovy, = {Tcvim, Towr, Tovirs - Similarly, we construct every available set of core -
voltage pairs.

In order to fulfil Constraints C-3 and C-4, one test 7¢;v; 5, should be selected from
each set S7¢, v, to form a complete set of tests to be scheduled later by RP. This set of

tests is referred to hereafter as the state of the SA. If Size(S7¢, v, ) represents the number
Ne Ny

of candidate tests in a set S7¢, v, then NS = [] [] Size(S7¢,,v;) different states can be
i=1j=1

created. Note that the number NS can be very large. Even for the very small SoC of the

previous example, there are 648 possible set of tests or states and two of them are the
sets S, and 9, reported earlier. Despite the large number of states, SA is able to explore
the search space efficiently using metaheuristics.

When SA begins, an initial state s;,; is generated, which includes from each set STev;
the test with the maximum rated scan frequency. In this case, the length of each test
is minimum, so the derived state s;,;, is a good candidate to offer an adequate initial
TST that will enable the SA algorithm to move faster to the global optimum. The SA
algorithm proceeds with the generation of a neighbouring state s; for state s;,;, then a
neighbouring state s, for state s; etc.

To create a neighbouring state s,.; for state s,, we consider that r randomly selected
candidate tests from state s, are substituted from new, differentiated candidate tests
taken from the correspondent sets S7c;y;. Then, the RP algorithm will undertake the
task to exploit any possible correlation among the tests in state s,y;. Even though it is
intuitive to select tests that run at high shift frequencies, TDM has shown that this is
not always justified for minimizing the overall test time. Therefore, we consider that each
new candidate test 7o,y p, is selected randomly from the set STCi‘/j, without excluding
the case of reusing the previously examined test configuration.

The SA algorithm has an inherent dependence on a probability function, which de-
termines if a state s will be accepted. It is called “acceptance probability function”,
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Figure 3.7: Power aware test scheduling using the SA-RP algorithm.

P(E(sp), E(spt+1), 1), and it depends on three variables: a) the energy function E(s,)
of the previous state s,, b) the energy function of the next state E(s,11), and, c) the
temperature 1. The energy function for state s, is simply the test time 7'ST" of the set
of the tests that comprise state s,. The temperature 1" is a variable that determines
the likelihood of accepting states that are inferior to the previous states. The accep-
tance probability function P(E(sp), E(sp+1),T") of the SA algorithm is derived from the
Maxwell-Boltzmann distribution [225], and it is defined as follows

1if E(spy1) < E(sp)

e~ (o)~ EGo)/T otherwise (3.13)

P(E(sp), E(sp41), T) = {
The temperature T is calculated through the expression T = Ty,;; - CR. Trp is the
initial temperature, while C'R is the cooling rate (CR < 1) that we apply in order to
reach a final temperature Ty, where Trn > Tripng. As shown by equation (3.13),
the probability with which SA accepts a worse solution decreases a) with time (cooling
process), and b) with the distance’ between the new (worse) solution and the old one. A
new solution is always accepted if it is better than the previous one. When T reaches the
value of Trinq, the SA algorithm ends and the final state is considered as the one that
enables the RP algorithm to provide the lowest possible TST. Note that 17, and C'R,
determine the maximum number of trial states examined, and thus the running time of
the algorithm. In this work, we have set 17,; = 400, CR = 0.999 and T;,, = 0.001 for
our experiments.
In order to ensure that the average power consumption remains under certain bounds,
we invoke a checking process before the placement of a rectangle in its bin. Let STy, be
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Figure 3.8: Flowchart of test scheduling using the SA-RP method.

the potential start time of test 7¢,v;r, . In order to confirm that the period [ST¢,v;, STe, v, +
TV, ] does not violate the power consumption limit of the island, we break it into small
intervals uy, us, ... uq, where uy Uug U ---Uu, = [STCivj, STe,v; + Tci‘/ij]. To identify
every interval u,,r = 1,2,...,q, we search for scheduled tests that run on island L; and
they are starting or ending in the examined period. For each test that either starts or
ends in this period, the start and/or end time of this test defines a point in time that
a new interval begins. Each interval has a specific average power consumption, which
is equal to the aggregate average power consumption of all tests applied at cores of the
same island during this interval. The power consumption of test 7¢,v; , is added to the
power consumption of each interval u,, and if the power consumption limit of the island

is violated, the period [ST¢,v;, STc,v, + Tov;F,] is Tejected for test 7¢,v;p, .

Ezample 6. Let us consider the test schedule in Fig. 3.6(b) of SoC of Fig. 3.3. We assume
that tests for core - voltage pairs, (C, V1), (C,V3), (B, V1) have been already scheduled and
the next candidate is the core-voltage pair (A, V). The later should be scheduled so that
the power consumption in island L; does not exceed an upper bound F;. To make a
decision about the ability to schedule the test under scope in the period shown by the
black rectangle in Fig. 3.7, the power consumptions P,,, P,,, P, P,, in the time intervals
Uy, U, U3, Uy are calculated. if any of the above calculated power consumptions exceeds
the upper bound P, the proposed period for the test of the core-voltage pair (A4, V)
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Figure 3.9: Flowchart of test scheduling using the greedy method.

is rejected. Otherwise, it is further evaluated according to the criteria of the SA-RP
algorithm. |
A flow diagram of the SA-RP method is given in Fig. 3.8. The worst-case time
complexity of the SA-RP method is O(F - N3 - N3), where F' is a function of T},;, and
CR. Considering that N, is usually a small constant number (it is equal to 4 and 6 in our
case study), the complexity can be set equal to O(F - N2). Parameter F determines the
number of states examined by the algorithm. Therefore, a high (low) number of states
examined increases (decreases) the value of F' and the run time of the algorithm. It is
obvious that the complexity of the SA-RP method is much smaller than the complexity
of the ILP method. Therefore, it scales better than ILP. As we show in section 4.3, it
also gives very good results, which are comparable to those offered by the ILP method.

3.3.7 Test scheduling based on greedy heuristic

The computational cost of the test scheduling method based on Rectangle Packing and
Simulated Annealing, in terms of time and resources, is acceptable for medium to very
large SoCs. However, there are cases that fast estimation is required at early design
phases, or very limited computational resources and/or time margins are available to
effectively run the simulated annealing optimization method. To deal with such cases, we
present a test scheduling method based on rectangle packing and a greedy heuristic.

In contrast to the Simulated Annealing method, the greedy approach invokes the
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RP only once. TInitially we generate the sets S7¢,yv; for every core Cj - voltage V; pair.

Recall that each set S7¢,y; consists of the rectangles Rev, ., Ry, where only

Flpr -
Fy, Fi41,... can be used at voltage V;. Then, we go through each rectangle and each
possible placement of that rectangle in the selected virtual bin. Every rectangle-position
pair is assigned a score. Then, we select the pair with the highest score, we place the
selected rectangle at the selected position, we remove the set of the selected test and we
move to the next packing step. This process is completed when one rectangle per set has
been scheduled.

The packing and the score calculation are based on the Best-Area-Fit (BAF) policy.
In BAF, we place each rectangle to the position that fulfils the following criteria (a)
limitations set by constraints C-2, C-5 are not violated, and (b) the occupied area in
the rectangle with lower left corner in bin (0,0) and upper right corner (%42, Ymaz) 18
maximized (%4, is equal to bin width and ;.. is equal to the highest available y-
coordinate among the already placed rectangles and the rectangle to be placed). If there
are several such valid positions, then we follow a third criterion (c): we select the position
that causes the least fragmentation of the area under scope. Specifically, we calculate
the total occupied area in the bin. Then, we divide it by the area of the box specified in
criterion (b).

Fig. 3.9b shows the test schedule generated by the Greedy (GRD) method on the SoC
of the previous examples. It is obvious that the greedy approach packs very effectively
the tests at the beginning (see bottom of the bin), but fails at the later stages (see top of
the bin). This is a typical behaviour of the greedy algorithm, which focuses on the local
rather than the global optimization each time. The greedy method is described in Fig.
3.9(a) and it has worst-case time complexity equal to O(N?2).

3.4 Multi-site test optimization for multi-V;; SoCs using space- and

time- division multiplexing

3.4.1 Introduction

Multi-site testing (Fig. 3.10) exploits the available ATE channels to concurrently test
multiple chips; therefore, in this case the minimization of the time needed for testing a
single chip is not the primary optimization factor [107]. Instead, efficient exploitation of
the ATE channels to increase the number of SoC copies that are tested in parallel is more
beneficial for an entire production batch of SoCs [108]. The number of SoCs that can be
tested in parallel depends, among other parameters, on the availability of ATE channels
[96, 97, 100]. For a fixed number of ATE channels, a dual objective must be pursued
to optimize multi-site testing, namely the minimization of the number of ATE channels
needed per SoC and the minimization of the test time per chip. Broadcasting of test data
through the same ATE channels to multiple devices is usually avoided because defective
dies may corrupt the test results of good dies.
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Figure 3.10: Multisite testing [227].
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Figure 3.11: Comparisons between TDM and non-TDM scheme.

In order to facilitate efficient multi-site testing, various techniques focus on the opti-
mization of TAM width [108] - [110]. Other techniques reduce the SoC test length through
optimization of test scheduling [87], [111] - [113]. Even at the core level, numerous test-
resource- partitioning techniques minimize test data volume, test time and the number of
ATE channels [106]. Any further reduction in the number of ATE channels to facilitate a
higher multi-site efficiency would make the test length per chip to step up in a conversely
proportional way, eliminating, thus, any gains due to increased parallelism [108].

We first show that multi-core/multi-V;4 SoCs offer increased potential for parallelism,
provided that TDM is employed, and a suitable TAM width is used. Specifically, we show
that TDM is especially effective for small-bit-width and heavily loaded TAMs, thereby
tangibly increasing the effectiveness of multi-site testing. However, inherent limitations of
TDM do not allow the fullest possible exploitation of TAM bandwidth. To overcome these
limitations, we propose Space-Division-Multiplexing (SDM), which complements TDM.
STDM is a unified solution for multi-core/multi-Vz; SoCs that combines SDM and TDM
and offers very high multi-site test efficiency. It is implemented using a modified version
of the SA-RP.
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3.4.2 Motivation

TDM is very effective for single-site testing as it minimizes the test time per chip. However,
multi-site testing is widely employed in large production lines as it is more efficient than
single-site testing [96, 97, 100]. For a given set of ATE channels, the degree of parallelism
in multi-site testing is based on the number of ATE channels used per SoC. Therefore,
minimization of the number of ATE channels required per SoC directly leads to the
maximization of the number of sites tested under certain bounds set by the number of
sockets available (in final testing) or by probe card limitations (in wafer testing) within
the constraints of the tester load board.

Test data compression, TAM optimization, and test scheduling optimization are used
synergistically to reduce both the test length and the required number of ATE chan-
nels. Any attempt to further reduce the size of the TAM beyond this point would only
lengthen proportionally test time, thus cancelling any parallelization benefits [108]. TDM
overcomes this limitation by exploiting the bandwidth of the ATE channels that is left
unutilized due to the low shift frequencies used at the lower voltage settings. However,
the efficiency of TDM depends on the availability of tests that can be concurrently ex-
ecuted using the same TAM resource. Note that multiple islands and voltage settings
impose many constraints that restrict the set of tests that can be concurrently applied
[112]. Therefore, in order to boost the performance of TDM, each TAM resource must be
connected to a sufficiently large number of cores. Despite being counterintuitive, this un-
conventional technique is very effective in TDM, as it increases the likelihood that tests
can be applied in parallel. Conventional test scheduling techniques, which apply tests
in a sequential manner, avoid heavily loaded TAM resources, because they prolong test
application time.

In order to highlight this trend, we run simulations using an industrial SoC described
in section 4.3. We simulated three different bus architectures for this SoC with one,
two and three identical (in size) buses. In the three-buses configuration, each bus was
connected to an appropriately selected subset of cores such that the test-time-load for each
bus was almost the same. The load of every bus was calculated as the aggregate time of
the tests for the cores connected to the bus. The two-bus configuration was generated
from the three-bus configuration by removing one randomly selected bus. The set of cores
connected to this bus was partitioned into two subsets, such that the aggregate time of
the tests for the cores in each subset was almost the same. The cores of one subset were
connected to one of the two remaining buses, and the cores of the other subset were
connected to the second bus.

Fig. 3.11 presents a comparison between TDM and the test scheduling method of
[112] that is also suitable for DVFS-based SoCs with multiple voltage islands (denoted
as non-TDM hereafter). The x-axis presents the three configurations, where each bus
consists of L TAM lines, and the y-axis presents the test time per device (bus widths and
test times are given in normalized units to hide confidential information about this SoC).
As we decrease the TAM width, the non-TDM approach worsens considerably in terms
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Figure 3.12: An example TAM for core wrappers with different WPP widths.

of test time. When the two buses are merged into one, the test time almost doubles, thus
offering no gain in multi-site efficiency. In contrast, the test time for the TDM approach
increases only slightly as we reduce the number of buses, up to 14.5% per device in the
worst case. At the same time, TDM leads to a considerable increase in the number of
sites that can be tested in parallel.

Unfortunately, much of the available TAM bandwidth cannot be exploited by TDM,
due to the large number of constraints in multi-core/multi-V,; SoCs that prevent tests
from being applied in parallel. In addition, as it is illustrated in Fig. 3.12 it is possible
that different cores in an SoC will have different WPPs widths. This may happen when
hard IP cores are embedded into the SoC or when test decompressors are employed that
impose the use of a specific number of inputs channels to provide optimal results (e.g.,
linear based decompressors fed by external channels in a continuous flow manner [226]).
Any bus lines left unutilized by a core cannot be exploited unless fork and join techniques
are employed, which introduce additional constraints and increased routing overhead.
In order to overcome these limitations, we propose a new DFT architecture, which is
referred to as SDM. SDM complements TDM and offers a unified approach for testing
multi-core/multi-Vy,; SoCs.

3.4.3 Space-division multiplexing

The objective of SDM, is twofold: (a) enable the use of narrow TAMs to increase multi-
site efficiency; (b) overcome mismatch between the WPP size and the size of the bus, and
increase the parallelization efficiency of TDM. SDM inserts an interface between the bus
and the wrapper whenever their widths do not match. Using SDM, a wide (narrow) bus
can be efficiently used to serve a narrow (wide) wrapper interface.

The basic concept of SDM is as follows. Test data at the input of the wrapper are
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first latched and when they match the width of WPP, they are shifted into the wrapper.
SDM considers two cases: when the bus is (a) wider, and (b) narrower than the WPP.
In the first case, the test data are latched into an interface register in one clock cycle,
and then they are disaggregated and loaded into the wrapper in multiple cycles. In the
second case, the test data are latched into the register in multiple cycles, and when they
match the width of the WPP, they are transferred to the core in a single cycle.

Ezample 1. Fig. 3.13c depicts an example multi-Vy; SoC with two embedded cores, A
and B, that have WPP sizes equal to 8 and 4 bits respectively and an 8-bit TAM bus. We
consider that cores A and B are tested in three voltage settings Vi, Vo, V3. Let the tester
provide the ATE_CLK signal and the test data with frequency F. Let the maximum
scan frequencies at voltage settings V1, V5, V3 be F, F/2 and F'/4, respectively. Two cyclic
registers, R4 and Rp, are responsible to divide the ATE_CLK signal and feed the cores
with the required clock signal at each voltage setting. The test data are multiplexed
/ demultiplexed according to the TDM scheme presented in section 3.3.3. At voltage
setting V53, all cores must be loaded using frequency F/2 or lower, when the the test bus
supports a maximum shift frequency F. Core A receives the full bandwidth at F'/2 since
the width of the wrapper exactly matches the width of the bus. However, Core B, as
shown in 3.13c, can exploit test data only from the half bit-lines of the bus, while the
data in the remaining bit-lines become useless. This is illustrated in Fig. 3.13a. Fig.
3.13b demonstrates how the test data for Cores A and B are multiplexed in the TAM bus,
when the applied voltage setting and scan frequency for each core is equal to V5 and F/2
correspondingly.

Fig. 3.14c illustrates again the SoC of the previous example (Fig. 3.13c), but in this
case an SDM interface has been added to support the TAM bus to load test data in core
B. As shown in Fig. 3.14c, the bus is loaded with 8 bits for core B at frequency F'/4, and
the WPP of core B with 4 bits at frequency F'/2 via an interface provided by the SDM
method. Therefore SDM, instead of using the half of the bus at frequency F/2, uses the
complete bus at frequency F'/4 and the test length remains the same. Fig. 3.13b and
3.14b illustrates the exploitation of the TAM bandwidth when TDM and STDM are used
respectively for testing cores A and B at voltage setting V5 and scan frequency F'/2. As
shown, in the STDM case, we gain a free slot in the bus for multiplexing test data of an
additional core using scan frequency equal to F/4. [ |

Ezrample 2. Fig. 3.15c depicts another example multi-V;; SoC with two embedded
cores, A and B, that have WPP sizes equal to 8 and 16 bits respectively. We consider again
that cores A and B are tested in three voltage settings V7, V5, V3 and the tester provide
the ATE_CLK signal and the test data with frequency F'. The maximum scan frequencies
at voltage settings V1, Va, V3 are also considered to be F, F/2 and F/4, respectively. Two
cyclic registers, R4 and Rp, are responsible to divide the ATE_CLK signal and feed the
cores with the required clock signal at each voltage setting. The test data are multiplexed
/ demultiplexed according to the TDM scheme presented in section 3.3.3. At voltage
setting V3, all cores must be loaded using frequency F/2 or lower, when the the test bus
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Figure 3.15: An example SoC with a wrapped core that has WPP width greater than the
TAM bus width using the TDM scheme.

supports a maximum shift frequency F'. As shown in Fig. 3.15b, when the test data are
loaded using the TDM scheme, the size of the TAM bus must be 16 bits wide since it is
not provided any mechanism able to support wrappers with size of WPP greater than the
bus width. Thus, this case is similar to the one in example 1.

When SDM is applied along with the TDM, an interface mechanism undertakes the
task to perform the required matching between the TAM bus and the WPP of the core
B wrapper. Then, as shown in Fig. 3.16¢, the size of the TAM bus can remain to 8 bits.
However, as shown in Fig. 3.16a and Fig. 3.16b, the frequency for loading the TAM bus
with test data related to core B increases to F' in order to keep the frequency for loading
the wrapper of core B at F/2. [ |

In Case (a) the bus transfers test data at a faster rate than the wrapper can consume.
SDM eliminates this gap by enabling low frequency to transmit test data over the bus,
and high frequency to transfer the data to the core. Therefore, TAM channels, which
would otherwise be left unutilized, are used to reduce the frequency at which test data
are transported through the TAM. If TDM is combined with SDM, it can exploit the
released frequency to pack more tests in parallel. In other words, STDM reduces test
time further, by trading-off the number of ATE channels with the frequency at which test
data is transferred. In Case (b), the bus is able to transfer data at a slower rate than the
wrapper can consume. In this case, SDM offers the means to increase the frequency at
which test data are transferred over the bus in order to shorten the test length.

Example 3. Fig. 3.17 depicts an SoC with 3 wrapped cores, A, B, C, and WPP sizes
equal to 8, 4, 16 bits for each core respectively. Let the size of the bus be 8 bits and the
maximum scan frequencies at voltage settings V1, Vs, V3 be F, F'/2 and F/4, respectively.
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Figure 3.16: An example SoC with a wrapped core that has WPP width greater than the
TAM bus width using the STDM scheme.
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At V3, all cores must be loaded using frequency F'/2 or lower. Core A receives the full
bandwidth at F'/2 since the width of the wrapper exactly matches the width of the bus.
In the case of Core B, the bus is loaded with 8 bits at frequency F/4, and the WPP with
4 bits at frequency F'/2. Therefore, instead of using the half of the bus at frequency F/2,
SDM uses the complete bus at frequency F/4 and the test length remains the same. In
case of Core C, the frequency for loading the bus increases to F', while the frequency for
loading the wrapper remains at F'/2. As a result the test length is reduced by half. 1

SDM complements TDM, and the unified STDM scheme fully utilizes the available
capacity of the ATE channels. STDM not only exploits unutilized TAM lines, but it also
offers high multi-site efficiency even when there are no unutilized TAM lines. This is
accomplished by enabling the use of buses that are narrower than the wrappers, with a
small additional overhead in test time per device.

The block diagram of STDM for the example SoC is shown in Fig. 3.17. Every core
is assigned a small set of registers and a small amount of control logic (not shown in Fig.
3.17 for simplicity and because the hardware overhead is negligible). Three different types
of registers are involved:

Interface Register [ R: It stores test data from the bus and loads test data into
WPP (used only for Core B and Core C that need WPP width adjustment). For Core B,
IRp is 8-bits long and it is loaded in one clock cycle from the bus. The most and least
significant nibbles of I Rp are multiplexed at the output of register /Rp and they load
WPP in two clock cycles. Register I R¢ is 16-bits long; it is loaded in two clock cycles
from the bus, and it loads the 16-bit WPP of core C in a single clock cycle.

Bus Control Register BC R: This circular register divides the ATE clock according
to a pre-loaded pattern. As the pattern rotates inside BC'R, the rightmost cell receives
periodically the value of ‘1" and triggers the loading of the data from the bus directly into
WPP (Core A) or into /R (Cores B, C).

Wrapper Control Register W R: This is similar to BC'R and triggers the loading
of IR into the wrapper.

Example 4. ATE_CLK, SDM- and TDM- register-oriented and TAM bus waveforms
for example 3 are illustrated in Fig. 3.18. Let the frequency of the ATE clock for the SoC
of Fig. 3.17 be I. Core A is shifted using frequency F/2, as the pattern loaded into BC R4
triggers CLK 4 every two clock cycles. Register I Rp is loaded with frequency F/4 from
the bus. Note that BC'Rp triggers I Rp once every four ATE clock cycles. The register
IRp transfers data to the WPP with frequency F/2. Note that WCRpg, which controls
the loading of IRp into the WPP, triggers the wrapper once every two clock cycles.
Finally, register IR is loaded with frequency F/4 from the bus — BC R triggers I Rc
once every four ATE clock cycles. Register I R loads the WPP with frequency F'/8. The
patterns loaded into BCR,, BCRg, BC R have no-overlapping values of ‘1’ to ensure
mutually exclusive use of the bus. [ |
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Figure 3.17: Proposed STDM scheme.
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3.4.4 Test scheduling method

We consider a multi-core SoC with I islands Lq,...,L;, N wrapped cores C,...,Cy
(N > 1), and M voltage levels V1, ..., Vi sorted in descending order (i.e., Vi > -+ > Vi).
Each core (and island) may be tested at all or at a subset of these voltage levels, using
one out of S independent buses By, ..., Bg. Each voltage level V,, is associated with one
shift frequency F}, that is the maximum rated frequency that can be used for shifting test
data at V,,,. Note that frequency F;, may differ from core to core and island to island, and
it is usually quantized to a pre-specified set of frequencies. Overall we assume that M
different shift frequencies Fy > --- > F); are supported, and every core with maximum
(quantized) shift frequency equal to F,, at voltage V;, can use any of the frequencies
o Foia, ..., Fy for loading test data.

Let 7¢, v;,,.r; be the test time needed to test core C; at voltage V;,, using shift frequency
Fi (1 > m, where Fy, is the highest shift frequency at Vi,). 7¢; v, r depends on the
wrapper depth, WD(C;), on the number T'P(C}, V,,) of test patterns applied at V;,, and
on F;. When the WPP width W is equal to the size B of the bus, 7¢; v, r, is approximated
using the formula

TCme,Fi = TP(C], Vm) . WD(CJ)/E (314)
When the ratio K = B/W of core C; is equal to 2,3,... or 1/2,1/3,...), SDM is
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Figure 3.19: STDM test scheduling method flow.

employed, and the test time when the bus is used at frequency F; is equal to

TCj,Vm,Fi = TP(C]7 Vm) . WD(OJ)/U{ . E) (315)

The frequency for shifting test data into the core is equal to k - Fj, therefore, only the
values of ¢ that fulfil the relation k - F; < F,,, are used.

Every frequency F; used for shifting test data into core C; at any voltage level V;,
defines an alternative test, which has a unique length and frequency allocation on the bus.
The TDM algorithm selects and schedules the best one for every core-voltage pair, based
on the available resources and the inter-core constraints. We have developed a heuristic
based on RP and SA. Each test with test time T, Vi, F; 18 modelled as a rectangle with
height equal to 7¢; v,, r, and width equal to Fj. Next, a sequence s of such rectangles, one
for every core-voltage pair, is packed into ) virtual bins (@ is the number of buses), so
that the overall height, i.e. test schedule length 7L, is minimum. Each virtual bin has
width equal to F}, which corresponds to the maximum supported scan frequency used for
shifting test data.

The heuristic used to implement the packing is based on the Bottom-Left rule [221].
We place each rectangle to the position that (a) fulfills the Multi-Vy, testing constraints
posed in [95], (b) the y-coordinate of the top side of the rectangle is the smallest. If there
are several such valid positions, we select the one that has the smallest x-coordinate value.
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The RP method is combined with an SA heuristic to further optimize its performance.
SA uses as energy function E(s), the test schedule length produced by RP. To select the
next state in the SA, r randomly selected tests from the current list of scheduled tests are
substituted so that a new acceptable schedule of tests can be created. The SA acceptance
probability function is derived from the Maxwell-Boltzmann distribution [224]. Both the
initial SA temperature T},;; and cooling rate C'R are empirically defined to be a constant
value. The flowchart of the proposed method is given in Fig. 3.19.

Example 3. Fig. 3.20 shows the TDM and STDM test schedules for the SoC shown in
Fig. 3.17. The x-axis of each bin presents the maximum shift frequency of 200 MHz, and
the y-axis presents the test time. The maximum rated shift frequency at Vi, V5, V3 is equal
to 200, 100 and 50 MHz respectively. The test times at Vi, V5, V5 using the maximum
rated shift frequency at each voltage setting are shown in the embedded table. The test
times at V7, V5, V3 using lower shift frequencies can be derived directly from this table.
For example, the test time of Core A at Vj is 60x1, 6022 and 60x4 units when 200, 100
and 50 MHz frequency is used respectively. In the TDM case all cores use 200 MHz at
voltage level V] (all rectangles extend to the full width of the x-axis). At voltage levels
V5, V3, Core B uses 100 MHz and 50 MHz respectively. At the same voltage levels Core
C uses 50 MHz and 25 MHz respectively. In STDM, the tests for Core A retain the
same characteristics at V5 and V3, while at 17, the test data are shifted in half of the
frequency that was used in TDM. The height of the rectangle is double and the width is
half compared to that of TDM. In the case of Core B where width adjustment is used,
all tests retain the same time with TDM, even at half the frequency (same height at half
the width). In the case of Core C, the frequency used for shifting the test data into the
WPP is equal to 50 MHz in all cases, and the frequency for loading the I R from the bus
is equal to 100 MHz. It is obvious that STDM exploits many different options for sharing
the bus and thus it better exploits the bandwidth provided by the ATE. [ |

3.5 A branch-&-bound test access mechanism optimization method
for multi-V,;; SoCs

3.5.1 Introduction

In this work, we propose a Branch-&-Bound (B-&-B) technique to optimize the TAM
for minimizing test-time when TDM is used to schedule tests. The proposed technique
exploits some unique properties of TDM to set a strict, computationally simple and ac-
curate bounding criterion that enables the B-&-B algorithm to rapidly prune the vast
majority of the ineffective TAM configurations. In addition, a fast greedy test-scheduling
approach is adopted to evaluate and identify the most effective configurations. The use
of the greedy approach is justified by its high correlation (in evaluating TAM designs)
with the very effective (but much slower) simulated annealing approach (section 3.3.6).
For very large SoCs a global TAM distribution approach is proposed, which optimally
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Figure 3.20: TDM and STDM test schedules.

distributes the TAM lines into multiple SoC areas. To the best of our knowledge, this is
the first TAM optimization approach that takes into account the unique characteristics
of multi-Vyy; SoCs and the benefits of the highly effective TDM approach, and offers a
complete solution to the test-scheduling problem for multi-V;; SoCs.

The organization of the section is as follows. In section 3.5.2 we motivate this work.
section 3.5.3 presents the lower-bound analysis and section 3.5.3 describes the Branch-
&-Bound algorithm. Section 3.5.4 presents the global TAM distribution method for very
large SoCs.

3.5.2 Motivation

It has been shown in section 3.3 that, independent of the TAM structure of the SoC, the
best strategy for testing multi-V; SoCs is to adopt TDM for test scheduling. However, in
order to maximize the benefits offered by TDM, the underlying TAM should be tailored
to TDM. To motivate this work and show how important the TAM configuration is when
TDM is adopted, we used TDM to schedule the tests for two industrial SoCs [231], SoC-A
and SoC-B, for different TAM configurations. Both SoCs consist of digital cores and are
targeted for portable wireless applications. They are extremely power conscious, and they
have various programmable levels of power control, either through external power supply
control or through internal settings. SoC-A has 4 voltage islands I{', I}, I5', I;}, 9 cores
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Vaa It I I I

level | A Fm | O Ccf cr Fm|CcA o cr o cr i Fmo|Cp o FT
Vi [ 300 266 |60 128 262 200 | N/JA N/A 128 600 133 |55 200
Va | 500 200 [95 220 500 100 | 475 375 170 950 100 | N/A N/A
Vi | 800 100 | 160 340 700 50 | 800 600 300 1600 50 | N/A N/A
Vi | 1600 50 |N/A N/A N/A N/A| 1600 1200 600 3200 25 | N/A N/A

Table 3.2: SoC-A Test Times (in Normalized Time Units) At Maximum Scan Frequencies
F™ (In MHz) [231].

C{,..., 08 and 124 clock domains. SoC-B has 7 voltage islands 17, ..., IF 15 cores
CE,...,CE and 225 clock domains. SoC-A can be set to up to 4 voltage settings, while
SoC-B can be set to up to 6 voltage settings. Table 3.2 presents the minimum testing
times for all cores Cf* of SoC-A at the various voltage levels V;. Correspondingly, tables
3.3 and 3.4 present the minimum testing times for all cores CZ of SoC-B at the various
voltage levels V. The test data for the cores are grouped into columns according to the
island they belong to. The test times are calculated using the maximum scan frequencies,
denoted as ’F’, that do not cause scan chain timing violations at any core for shifting at
the corresponding voltage level (they are presented in normalized time units, so as not to
reveal confidential data). The maximum scan frequencies are presented in the last column
of each island (they are reported in MHz and they are different for every voltage setting
and every island). The entries denoted as 'N/A’ correspond to cores that either do not
operate at the respective voltage settings or they are not tested at these voltage settings.

For SoC-A, we generated 37,000 different random TAM configurations, assuming in all
cases the same number of ATE channels. In these configurations, we varied the number
of buses, their size, and the assignments of cores to buses, and for every configuration
we applied the TDM scheme to optimize the test time. The minimum test times found
(in normalized time units) in all these cases were in the range [4K, 90K] with average
test time g = 24K and standard deviation 0 = 15K (1K=10%). We repeated the same
experiment for SoC-B that is larger than SoC-A, and we applied the TDM-based test-
scheduling method on 4.3 million different random configurations by varying the same
parameters (again the number of ATE channels was the same in all cases). The minimum
test times for SoC-B were found in the range [10K, 330K] as shown in Fig. 3.21, with
1= 85K and o = 45K.

It is obvious that TDM alone cannot minimize the test time unless the TAM is also op-
timized. However, the identification of an optimal TAM configuration among millions of
possible configurations is a very difficult problem. Moreover, the complexity of scheduling
tests for multi-Vyy SoCs [88] makes it impractical to optimize both the TAM configuration
and the test schedule at the same time. Besides area and routing constraints, which are
similar in both single-V;; and multi-V;; SoCs, single-V,;; TAM optimization methods do
not take into account the specific constraints and limitations of multi-Vy4 SoCs [88] and
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Vaa 1P V5% 1P

level| CB CP Fm| cB CB B pm | P ©B P pm
i 900 300 400 | 700 100 550 200 | N/JA 188 600 266
Vo | 1200 396 300 | 1400 200 1100 100 | 475 370 950 200
Vi | 1350 450 266 | 2800 400 2200 50 700 500 1600 100
Vi [ 1800 600 200 | N/JA N/A N/A N/A | 1400 1000 3200 50
Vs 3600 N/A 100 |N/JA N/A N/A N/A|N/A N/A N/A N/A
Ve | 7200 NJA 50 |N/A N/A N/A NJ/A|N/A N/A N/A N/A

Table 3.3: SoC-B Test Times (in Normalized Time Units) At Maximum Scan Frequencies
F™ (in MHz) [231].

Vaa 17 I IE I

level| CB ¢B Fm| CcE CB pm | CB CBE Fm | CB Fm
Vi | 700 N/A 200 | N/JA 165 300 | 500 125 200 | 1300 200
Vo | 924 198 150 | 900 192 200 | NJA N/A N/A | N/A N/A
Vi | 1050 225 133 | N/A 250 150 | NJA N/A N/A | N/A N/A
Vi | 1400 300 100 | N/A 500 75 |N/A N/A N/A |N/A N/A
Vs | 2800 N/JA 50 | N/A 1000 38 |N/A N/A N/A |N/A N/A
Vs | 5600 N/A 25 | N/JA N/A N/A |N/A N/A N/A |N/A N/A

Table 3.4: SoC-B Test Times (in Normalized Time Units) At Maximum Scan Frequencies
F™ (in MHz) [231].

they do not exploit the benefits of TDM. ILP approaches that have been traditionally
used for TAM optimization of single-V;; SoCs are not suitable for the joint optimization
of the TAM structure and test-scheduling for the multi-V;; SoCs. As it was shown in
section 3.3.5, even for the single task of optimizing the test schedule on a pre-determined
TAM structure, ILP requires a prohibitively large number of constraints. Therefore, it
is impractical to use ILP modeling to optimize both the test schedule and the TAM
structure at the same time, whereas LP-relaxation and branch-and-bound pruning have
been already shown to give much inferior results [88]. We propose the first TAM opti-
mization method for multi-V;; SoCs that employ the TDM test mechanism. The main
contributions of this work are:

1. We derive a closed-form equation to compute the lower bound on the test time using
TDM for any given TAM configuration.

2. We propose a branch-&-bound approach with a very strict bounding criterion that
rapidly prunes the vast majority of the ineffective TAM configurations and quickly
identifies the most effective ones. This innovative bounding criterion captures the
beneficial properties of TDM and it systematically estimates the effectiveness of
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Figure 3.21: Variations in test time of the industrial SoC-B due to TAM configuration.

TDM for any TAM design without actually applying the TDM-based test scheduling
algorithm.

3. We show that by evaluating the TAM configurations in a specific order, the lower
bound becomes an even more efficient bounding criterion that prunes more than
99% of the possible TAM configurations.

4. For evaluating the TAM configurations that are not pruned by the bounding crite-
rion, we show that a fast greedy test-scheduling approach is equally effective as the
slow SA-RP method.

5. For very large SoCs we propose a global distribution scheme, which distributes the
TAM lines into multiple areas, and it optimizes the TAM structure at each area
separately.

3.5.3 Lower-Bound Analysis

We consider a multi-core SoC with N; voltage islands Lq,...,Ly,, N, wrapped cores
Cy,...,Cp,, N, voltage levels Vi, ..., Vy, sorted in descending order (i.e., V3 > --- > Vy,)
and N 4rp tester channels. The TAM consists of N, test buses By, ..., By, with sizes (in bit
lines) equal to BS, ..., BSy, respectively (BSy+---+BSy, < Narg). Each core is tested
at a subset of the N, voltage levels. At each voltage V; there is a maximum frequency
Fm** that can be used for shifting test data into core C; (as the voltage level reduces, the
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maximum shift frequency reduces and the test time increases). F/:** differs from core to
core; thus it is quantized to a pre-specified set of Ny frequencies F1 > --- > Fly, supported
by TDM. Every core C; with maximum (quantized) frequency F"%" can use frequencies
Fins Fmy1, ..., Fiy, that are lower or equal to F%".

The time required for testing core C; at voltage V; using shift frequency Fj is equal
to 7¢,v;r, and it depends on the scan chain-wrapper depth, WDc,, the number of test
patterns applied T'Fc; v;, and the shift frequency Fy, according to the equation (in large
SoCs capture cycles can be ignored)

W De,
Fy
For the shake of simplicity in the mathematical analysis, we assume that the wrapper

and the internal scan chains of the core are flexible and there is no embedded compression
mechanism. Therefore, when the size of the bus of core C; increases (decreases) the test
time T¢,v; Fas decreases (increases) proportionally. In addition, when the shift frequency
F}, increases (decreases) the test time decreases (increases) proportionally.

When test compression is employed, the test time depends on the number of input
channels of the decompressor, and the number of clock cycles needed to load each test
pattern into the core. Different bus configurations correspond to different configurations
of the decompressor. Therefore, the inverse proportional relationship between the number
of input channels and the time for shifting test data into the core does not necessarily
hold in all cases. Nevertheless, the exact same analysis holds for cores with or without
compression, with the only difference being the way test time is calculated for the various
bus and/or decompressor configurations.

A low bound LB® on the test time of a multi-V, SoC for a specific TAM configuration
can be calculated if we assume that: a) every bus transfers test data with infinite shift
frequency, and b) every core C; tested at V; uses the maximum frequency Fm** permitted
by V;. Both assumptions imply that the bus frequency is as high as it is required for all
cores connected to that bus to be tested concurrently at their maximum shift frequencies.
Even though most realistic SoCs will not meet these conditions, they are valid for lower-
bound analysis as they model the ideal conditions under which the test time is minimized
(test time cannot drop below this value without test coverage loss). Therefore, they can
be justifiably used for any SoC.

The minimum time Tﬂ%}; needed for testing all cores in voltage island L; at voltage V
is the maximum among the individual test times for any of its cores, that is

LV, 2> é??ii{TCiVsz';”} (3.17)

Every voltage island L, is tested at a subset VL*S; of the voltage levels. Thus, TZ}"" for

L; is the sum of the minimum test times at every voltage of VLSI :

= N > 3 max {76, e } (3.18)

s s
VieVL, VieVL,
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The low bound LB on test time at the SoC level equals the highest among the

minimum time required for testing any one of its voltage islands:

LBW = maX{T}ﬁm, TF;" .. Tz’x?} (3.19)

The minimum test time of the SoC, 7% is always higher than LBW, because the
assumption that an infinite frequency can be used at each bus to shift test data into
the cores cannot be achieved in practice. However, there are many cases that the shift
frequencies used at the core level are much lower than the TAM frequency used at the
SoC level due to voltage related and scan-chain related constraints. In these cases the
assumption becomes more realistic, and 774 approaches LBW. In the rest of the cases
where the TAM frequency is not very high, the assumption becomes less realistic and

min

LBWY is much lower than 729,

Example 7. Let us again consider the SoC of Fig. 3.1, with voltage levels Vi, V5, V3, and
nominal scan frequencies at each one of them F', F//2 and F'/4, respectively. Let the tester
provide the ATE_CLK signal with unlimited frequency. The embedded table in Fig. 3.22
shows the test times per core at Vi, V5, V3, when the maximum rated shift frequency is
used at each voltage level (dashes indicate that the corresponding tests are omitted). As
shown, the minimum time needed for testing cores A, B in voltage island L, is equal to
the test time required for testing core A in voltage levels Vi, V5, V3, namely 715 time units.
The minimum time needed for testing core C in voltage island L, is 688 time units. Since
islands Ly, Lo can be tested in parallel, the minimum test time for testing the whole SoC
is equal to the test time of the island with the maximum test time, namely the test time
of island L;, which is equal to 715 time units. |

In order to estimate a low bound which is closer to 72%% for those cases, we follow a
different approach. Let us consider bus B,, and a number of cores C7", C7*,... connected
to this bus. Then, the minimum time ngf;” required to schedule the tests of all the cores
connected to B, is given by the following relation

TR > ZTcganFATE (3.20)
Y]

where 7omy;, is the time required for testing core Cj" at voltage level V; using the

Farg
highest shift frequency F4rgp supported by the bus. We note that this formula is true
even when the shift frequency Furg is not supported by Cj* at voltage level V; because
Fargp > F3* and thus momy; 0, < Tomy; Fmas

Intuitively, relation (3.20) provides the minimum time for each bus when the full
bandwidth of the bus is exploited. For example, all the rectangles in Fig. 3.2 would be
deployed to the full width of the bin, with a proportional reduction of their height (we
remind that the area of every rectangle is constant and it does not depend on the shift
frequency). If every test occupied the full width of the bin all tests would be scheduled
sequentially leaving no empty space in the bin. In that way the test time would be

minimum. FEven though this is not a realistic scenario due to the low shift frequency
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Figure 3.22: Lower bound calculation in an example SoC.

imposed by scan-chain-timing violations, it provides a theoretical low bound on the test
time of the SoC.
The low bound on the test time for an SoC with IV, test buses is given by the following

relation

LB® = maX{Tgm, ngn .. .r,g”;j; (3.21)

Based on (3.19), (3.21) the overall lower bound for testing the SoC is given by the
following relation:

LB = max{LBW, B®} (3.22)

and obviously 72 > LB. Note that this relation is valid for all cores, either they
employ test compression or not, since the test data (compressed or not) travel through
the same bus lines and have the same shift frequency limitations.

Theorem 3.1. Let us consider a TAM configuration CNF, with N, test buses By, Bo, ..., By,
and lower bound on test time equal to LBonyp,. Let us also assume a second TAM config-
uration CN Iy, where one of the buses of CN Fy, say By, is split into two buses By, , By, .
Every core C7" connected to By, in CNF, is connecled to either B, or B, in CNF,
(the remaining buses and the cores connected to these buses remain unaffected in CNFy).
Then we have LBonp, > LBenp, -
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Proof. In order to show that LBeyp, > LBconrp,, it suffices to show that the following

two conditions are true:
1 1
1. LB\ g, > LBO
2 2
2. LBX . > LBy,

Condition (1). We will show that LBSJ)VFb > LBSJ)VFG. The core(s) with the highest
test time at each voltage island and voltage level determine(s) the minimum test time of
the SoC and thus the value of LB, There are two cases:

1. The core(s) with the longest tests are not connected to B,,. Then, the minimum
test time(s) for these core(s) remain the same in CNF,. If they also remain the
largest ones among the minimum test times of all cores, then LBS}VF& = LBSJ)VFG;
else other tests become the longest ones due to the reduction of the size of B, in
CNFy, thus LBU) ., > LBUY .. Overall we have LBG) ., > LBO ..

2. One or more of the core(s) with the highest test time(s) are connected to the bus
B,. In that case the test time(s) for these cores increase as the size of bus B,,
decreases, and thus LB(clz)VFb > LB(clj)VFa

Therefore it is obvious that LB(clz)VFb > LB(clz)VFa-

Condition (2). We will show that LB(CZJ)VFb > LB(CQJ)VFa. Let us assume that the bus
B, consists of BS,, bit lines, and buses B,,,, B,,, consist of BS,,, and BS,,, bit lines
respectively, with

BSy, = BSpm, + BSm, (3.23)

Let C™, C™* be the set of cores connected to buses B,,,, By, respectively, which
were all connected to bus B, in CNF,, i.e., C™ = C™ U C™. Then we have

(2) _ min min min

LBCNFa _maX{TBl 7~-->TBm 7'-~7TBNq

(2) _ min min _man min
LBCNF;, - maX{TBl y e 7TBm1 ) TBm2> s ’TBNq (324)

We will examine two different cases.

1. In the first case we assume that bus B,, is the most heavily loaded, and thus
LBg])VFa = 77 Then from (3.20), (3.21) we have

2
LBOp, =Y 7ervipars (3.25)
i

or equivalently
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LBCNF Z TC™MV; Farg Z TCM 2V Farg (3.26)

or equivalently

TBm Z Tczﬂl ‘/jFATE + TC-:nz‘/jFATE (327)

] ]

In CNF, the bus B,, of size BS,, is split into the buses B,,,, By,,, of sizes BS,,,,
BS,,, respectively. Therefore the test time of each core C!" (C"?) connected to
B, (Bm,) is increased by a proportion BS,,/BS,,, (BSy,/BSm,) as compared to
the test time of the same core connected to By, (we note that B, is wider than
Bin,s B, by a factor of BS,,/BS,,,, BS,,/BSn,, respectively). Thus we have

min BSm T
e _ m
B~ £ B, O iTare
(2%
: BS
min __ m
TBmz - BS TC»L'm2VjFATE (328)
i, mz
%

We will show that LB(CQZ)VFb > LB(CQJ)VFG by contradiction. Let us assume that the
hypothesis LB((?])VFb < LBg])VFa is true. Since 73" > tauf™ Vk # m and based on
a) the above hypothesis and b) the relation (3.24) we have that

mln mln mZTL mln
max{7g", ... TR Ty s B, I <
maX{nglm, .. r]g”i”, .. taumm

or equivalently

mm min men
> max{rg,", 75"

Without loss of generality we may assume that

Tg"ﬁ > pmin (3.29)
and thus we have
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TR > TR (3.30)

mi

From (3.28), (3.29) we have that

BS,,, Zw TCT"2V; Farg

BSm1 Zz,j TCan‘/jFATE

(3.31)
From (3.27), (3.28), (3.30) we have that

ZTCZ'mlijATE + ZTCZMVJFATE >
1,J 1,J

BS,,
BSp,

mi
TCiV}'FATE

i7j

or equivalently

Zi,j TC2V; Farg - BS,, — BS,,,

Zi,j TC;lejFATE BSm1

and from 3.23 we have

Zi,j T¢IV, Farg BS,,,

Zi,j TC™MV;Farg BS,,,

(3.32)

From (3.31), (3.32) we have that BS,,,/BS,,, > BSy,/BSn
tion.

, which is a contradic-

. In the second case we assume that the bus B,, is not the one with the heaviest load,
and let now By be the bus with the heaviest load. Since By remains unaffected, we
can have one of the following two sub-cases:

j ' j (2) (2)
(a) 75" = max{rg" 75" }, and thus LBy p, = LBoyp,

m2

2 2
LB(CJ)VFb > LB(CJ)VFa

(b) 75, > T or 75" > 7™ and thus LBryp, = max{rg", 75"} and thus

Therefore it is obvious that LBg])VFb > LB((?])VFG in all cases.
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Figure 3.23: A part of an example tree.

According to Theorem 3.1, when any of the buses is split into two or more buses, the
value of LB either increases or it remains the same. We exploit this property in order
to quickly prune the search space consisting of all the possible TAM configurations. We
represent the space of all TAM configurations as a tree, where each node represents one
specific TAM configuration. At the root node, all cores are connected at one bus with
size equal to Ny7g bit lines. The immediate successors of the root are all possible TAM
configurations where the initial bus is split into two buses that take all possible sizes. For
each combination of bus sizes, we consider all partitions of the cores into two sets that are
connected on the two buses. This is recursively applied and every child node is generated
from its parent by splitting one bus into two sub-buses where the cores of the initial bus
are distributed among the sub-buses in all possible ways.

Ezxample 8. In Fig. 3.23 we present a part of the search tree for an SoC with cores A, B, C,
D. Node n; represents a configuration of two buses with 2 and 3 lines respectively. Cores
A, B are connected to the first bus, while cores C, D are connected to the second bus.
Every successor of n corresponds to a configuration of three buses, which is generated by
splitting one of the buses of n; into two buses of smaller width. At ny the first bus of size
2 is split into two buses of sizes 1, 1 and the cores of the first bus are distributed to the
cores of the two buses. At ns, ny the bus of size 3 is split into two buses of sizes 1, 2. W

Theorem 3.2. The lower bound on test time of node n s lower or equal to the lower
bound on test time of any node in the sub-tree with root n.

Proof. 1t is a direct consequence of Theorem 3.1 where every parent node corresponds
to CNF, and every child node corresponds by construction to C N Fy. This is iteratively
applied from n to the leaves of the sub-tree with root n.

Theorem 3.2 permits the use of an effective branch and bound algorithm. Specifically,
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the nodes are visited beginning from the root toward the leaves and when the lower bound
on test time of any node is higher than the best solution found so far, the whole sub-tree
of this node is completely eliminated from the evaluation process. Note that neither this
node nor any one of its successors can outperform the best configuration found so far.
For example, the lower bounds LB,,,, LB,,, LB,, of nodes ny, ns, n, respectively in Fig.
3.23 are higher or equal to LB,,. Therefore, if the best configuration found before the
algorithm reaches n; has test time 7 < LB,,,, then the sub-tree below n, is not further
expanded. As we show in Section 4.3, the TDM test-scheduling approach gives results
that are close to the lower bound, which makes this bound a strict and effective criterion.

3.5.4 Branch-&-Bound TAM optimization

The TAM configurations are examined by using a tree structure, where each node corre-
sponds to a different configuration. The evaluation begins from the root node, where all
N, cores are connected on a single bus B of size BS = N g bit lines. The test time 7,00
of the root node is calculated using the TDM-based test-scheduling approach described
later in this section, and we set Tpest = Troot- Lhen, the search tree is expanded to the
second level, by splitting bus B into two buses, By and By with widths BS;, BS; respec-
tively (BS; + BSy = BS). For every combination of the values BS;, BS; all possible
assignments of the NN, cores to buses B; and Bj are generated and each one is assigned
to a different child of the root. The lower bound LB, on the test time of each node n
is calculated using Eq. (3.22) and it is compared against Tpes. If LB, > Tpesr node n is
dropped and the tree is not expanded below n, else n is retained and its test time 7, is
computed using the TDM test-scheduling method. If 7, < Tyes then 7.4 is set equal to
T, and the configuration of node n becomes the best one.

The algorithm, as shown in Fig. 3.24 proceeds iteratively, starting from the leftmost
non-rejected node of the second level, and continuously expanding the tree to the third
level. Both buses of every node of the second level are selected, one at a time, and they
are split into two buses each. New nodes are generated as successors of their parent nodes,
and they constitute the third level of the tree. In a similar manner, the fourth, fifth, etc.
levels of the tree are generated. The TAM configuration of every node at level L consists
of L buses. The LB value of every new node is computed and if LB > T}, it is rejected
and its successors are not generated.

The B-&-B algorithm presented above assumes a predetermined number of ATE chan-
nels for testing each die. Even though this is the standard approach in single-site envi-
ronments, in multi-site test environments the value of N rg used for testing each die
has to be properly set according to the test time per die and the number Ny, of dies
that can be tested in parallel. To this end, the B-&-B algorithm is repeated ms times,
where the initial value of N rpr is decreased in specific steps sq, So, ... Sps. The values
of s; are selected in such a way as to increase the number of sites Np,q (the released
ATE channels are allocated to additional dies tested in parallel). The B-&-B algorithm
is applied ms times on separate trees, where the root node of each tree corresponds to
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an one-bus configuration with BS = Nuyrg —s; (i = 1,2,...,ms). For every such tree
the best TAM configuration is found, and among the best configurations found for all ms
trees the configuration that minimizes the total time for testing all dies is selected.

The reduction of N,7g by the value of s; offers test time benefits through the increase
of parallelism, but only when the time for testing a single die increases by a proportion
that is less than s;/Narg. Therefore, in the multi-site environment the B-&-B algorithm
begins from the highest values of N7, and proceeds by inheriting the best solution from
the trees corresponding to the higher values of Narg to the trees corresponding to the
lower values of Narg. Every node is either rejected or not based on the comparison against
the best solution increased by the value of s;/Narp when it comes from the previous tree.
As a result, more nodes are rejected compared to the independent execution of the B-&-B
algorithm on ms trees in the single-site case.

Example 9. Let us consider a tester with 12 test data channels and a multisite capacity of
6 dies. In addition, let us assume a batch of 60 dies that should be tested with minimal
cost, i.e. the test time should be minimum. We explore three scenarios, to test in parallel
3, 4 and 6 dies, as shown in Fig. 3.25a. In each scenario, the available test channels
per die are 4, 3 and 2 correspondingly. In the first scenario due to the large number
of the available channels, the test time per die 7T} is minimum. However, the degree of
parallelism is minimum too. On the other hand, in the third scenario the test time per
die 73 is the maximum, but the degree of parallelism is also the maximum. The test time
for the whole batch per scenario is 20217, 15275 and 10xT5 respectively. Let the second
scenario be the winning scenario after the execution of the B-&-B algorithm, as shown in
3.25b. In this case 202T; > 15Ty or Ty < (4/3) - Ty or Ty, < Ty + (1/3) - Ty. Therefore
the B-&-B algorithm found that testing the die with N47r = 3 instead of 4 ATE lines,
thus s; = 1, increases the test time 75 by a proportion that is less than s;/Narp = 1/3
of Ty. Furthermore, since 10275 > 1527 or Ty > Ty + (1/2) - Ty, the B-&-B algorithm
failed to find a solution that increases the test time T3 by a proportion that is less than
$i/Narg = 1/2 of Ts. [ |

The TDM-based test schedule method applied to evaluate all non-rejected nodes is a
simple Greedy Rectangle Packing (GRP) heuristic. According to GRP, a pool of candidate
tests is created that consists of all possible tests per core, voltage and frequency. Each bus
is represented by one bin, and each test is represented as a rectangle with width equal to
the shift frequency used and height equal to the length of the test for the corresponding
frequency and bus size (section 3.3.7). Each rectangle and each placement of that rectangle
in the corresponding virtual bin is evaluated and the rectangle that can be placed to the
lower and leftmost available position of the bin is selected and placed at that position.
Every alternative test for the selected core and voltage (i.e., with different shift frequency)
is removed from the pool and the same process is repeated for the tests remaining in the
pool.

Even though GRP is inferior to SA-RP, they are both equally effective in evaluating
different TAM configurations. As we show in Section 5.1, given any two configurations
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Level 1
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Level 3
TAM: Three Buses

Figure 3.26: Example search tree

CNFy, CNF;, SA-RP provides better test schedules than GRP for both of them. How-
ever, if the test schedule provided by SA-RP for C N Fj is better than C'N F5, then the test
schedule provided by GRP for C NF} is also better than that of C N Fy (this is confirmed
in Section 5.3). Since GRP is much faster than SA-RP, it becomes evident that GRP
is more suitable to evaluate the TAM configurations where it has to be applied multiple
times. On the other hand, SA-RP is more suitable for generating the final test schedule,
after the best configuration has been determined.

Ezample 10. Let us consider again the multi-Vy; SoC shown in Fig. 3.3 where the TAM
structure is under optimization this time. Fig. 3.26 shows a part of the search tree. The
TAM configurations are reported as sets of cores connected to the buses followed by the
size of each bus. At the root node all cores are connected on one test bus with BS = 4
(Narg = 4). The test time returned by GRP for this configuration is equal to T'= 5, and
thus Tyess = 5. There are 14 ways to distribute the cores between two buses By, By with
sizes (BSy, BSs) = (1,3), and another 7 ways to distribute the cores between By, By when
their sizes are equal to (2, 2) respectively. As a result, 21 new nodes are inserted as direct
successors of the root. The leftmost child of the root represents the TAM configuration
with BS; = 1, BS; = 3. The core A is connected to B; and the cores B, C, D are
connected to By. The lower bound (LB) on test time of every node is reported above the
respective node. All the nodes with LB > Ty (i.e., LB > 5) are immediately rejected
(the X denotes that a node is rejected). Let us assume that only the leftmost and the
rightmost nodes of level 2 are not rejected. For these nodes, GRP returns 7" = 4.5 and
T = 4 respectively. Then Ty.s; = 4. The tree is further expanded into level 3, by starting
only from these two nodes. Since now Ty.,; = 4, all nodes with LB > 4 are rejected. The
algorithm finishes at the fourth level where each core is assigned a single bus (not shown
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in Fig. 3.26). |
Let node n of the tree correspond to a TAM configuration with b buses By, B, ..., B,
of sizes BS1, BS,, ..., BS, respectively. The immediate successors of this node correspond
to all possible configurations with b+ 1 buses, where the b — 1 buses among By, Bs, ..., By
remain unaffected, and one bus, let it be B;, is split into two buses B;1, Bj. Let N; be
the number of cores connected to bus B;. Since the width of bus B; is equal to B.S;, the
width of bus B;; can take any value in the range 1...BS; — 1, and the width of B;s is
set equal to BS;s = BS; — BS;;. However, due to the symmetry of the pairs (BS;, BS;2)
only half of them are considered, e.g. the pair (BS;;, BS;2) = (k, BS; — k) is equivalent
to the symmetrical pair (BS;1, BS;2) = (BS; — k, k). Therefore, the number of different
combinations for the different sizes for B;1, B;s is equal to
U(B) = BS; — (BS2Z mod 2) (3.33)
For each of these U(B;) combinations, there are QQ(B;) different partitions of the IV;
cores connected to B; into two sets connected to B;1, B;s. This number is given by the

Stirling number of the second kind formula [228]:

aB) = 5 1 (2) e (3.3

The total number of combinations of splitting bus B; into two buses is equal to Q(B;) X
U(B;). The total number of immediate successors of any node n is equal to

T(n) = " QB < U(By) (33))

As expected, the search tree can become large for realistic problem instances. However,
as shown in Section 5.3, more than 99% of the nodes are rapidly eliminated by the
bounding criterion, while the number of the remaining nodes is small and manageable.
Moreover, as shown in section 3.3, TDM is very effective with a small number of heavily
loaded TAM resources, and thus many highly efficient configurations are found at the early
stages of the search process at nodes near the root. As a result, many of the sub-trees are
pruned by the bounding criterion, and the tree is not expanded towards deep levels. In
addition the B-&-B algorithm can be easily implemented as a multi-threaded application,
which can further reduce the run time. For very large SoCs where the computational
time is still very high, we propose in Section 3.5.4 a distribution scheme, which reduces
considerably the computational cost of the TAM optimization process.

3.5.5 Global TAM Distribution Scheme

For very large SoCs that consist of many different cores (identical cores do not constitute a
challenge for TDM as they can be concurrently tested using the same TAM resources) the
complexity of the problem becomes very large. In these cases it is difficult to enumerate
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Ta;(Na;) Ly
Na, | A1 | Ay | As | Ag | As || A | Na, | Ta,

6 6737 9961 7434 1825 | 2109 Ag 6 9961
5 | 7186 | 9976 | 7472 | 1946 | 2250 || Ay | 5 9976
4 7200 | 13219 8962 2085 | 2410 As 2 10172
3 | 7200 | 13607 | 9087 | 2246 | 2596 || Az | 1 | 11061
2 | 7510 | 15554 | 10172 | 2433 | 2812 || As | 4 | 13219
1 | 8261 | 15854 | 11061 | 2654 | 3068 || Az | 3 | 13607

Ag 2 15554

Ag 1 15854

Table 3.5: Example Distribution Table.

and evaluate every different TAM configuration. However, most of the TAM configura-
tions can be easily ruled out by area constraints. For example, even if the solution with
minimum test time requires two cores at two opposite corners of the die to be connected
using the same bus, the routing overhead of such a solution will most probably prevent
the designer from adopting it.

One more practical design approach is to partition the floorplan of the SoC into w
adjacent areas A, A, ..., A, based on design constraints, and generate a separate TAM
structure for each one of them. Besides the low routing overhead, this approach has
also the benefit of low TAM optimization complexity, because a) of the smaller problem
instance that needs to be solved for each area, and b) the parallel nature of the problem
where each area can be optimized independently of the other areas. The only question
in this case is how to distribute the N g available tester channels among the w areas in
order to minimize the test time for the whole SoC.

Provided that the minimum time required for testing every area A; for every possi-
ble number of TAM lines allocated to this area is known, there is an optimal method
to distribute the N4pp channels among the w areas of the SoC. Let N4, be the num-
ber of TAM lines of area A;, and T, (Ny4,) be the test time for area A; when Ny,
TAM lines are used to test this area. FEach area A; is assigned a dedicated TAM
structure with Ny, TAM lines (Narg = Na, + Na, + -+ + Ny, ) and thus it can be
tested independently and in parallel with the others. Therefore, the minimum test
time of the SoC equals the maximum test time required for any of the w areas, i.e.
Tmn = max{Ta,(Na,), Ta,(Na,)s--.,Ta,(Na,)}. The value of Ny, has to be in the
range [1, Narg — w + 1] because each area A; must be assigned at least one TAM line.
The test times T4, (N4,) for all values of N4, constitute the distribution table of the SoC.
The test time decreases as the number of TAM lines increases from 1 to Narg — w + 1,
therefore the shortest test time required for A; is equal to T4, (Narp — w + 1) and the
longest test time is equal to T4, (1).

The target of the optimization process is to distribute the TAM lines to the areas
Ay, ..., An (iee., to select the value Ny, for each area A;), such that the overall time T5 is
minimized. Initially we calculate T, (1), T4,(2),...,Ta,(Narg —w+1) for every i € [1, w].
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The time for testing the SoC is lower bounded by the test time T4, (Narg —w + 1), which

corresponds to the most time-consuming area A,, i.e.,

TAS (NATE —w + 1) = maX{TAl (NATE —w + 1),
Tay(Narg —w+1),...,Ts,(Nagg —w+1)}

Next, we create a list Ly of all possible SoC times starting from T4, (Narg — w + 1).
In Ly we include all triplets (A;, Na,,Ta,(Nga,)) with T4, (Nga,) > Ta,(Narg —w + 1) in
ascending order of the value T4,(/N4,). Then we begin an iteration and at each step we
select the next triplet in the list starting from the topmost one and moving to the bottom
of the list. Let the first triplet be (A,, Na,,Ta,(Na,)). We assign Ny, TAM lines to
the area A, and for every other area A; with ¢ # z we select the minimum value of Ny,
which fulfills the condition T4, (Na,) < T4, (Na,) from the distribution table. If the total
number of TAM lines required for all areas A; (including A,) is less than the value Narg
then this distribution is valid and it is accepted, else the process continues to the next
iteration with the next triplet in the list L. The computational effort of this method is
O(Narg - w), which is considerably lower than the O((Narg)®) required by exhaustive
search methods.

Example 11. Let us consider a large SoC that is partitioned into five areas A; to As, and
let Narr = 10 test channels that must be distributed into five separate TAM structures,
TAM, to TAMs. Each TAM structure can be assigned 1 up to 6 TAM lines. Table
3.5.5 is the distribution table and it shows the test times T4, (N4,) for each area A; and
every number of test channels N4, sorted in descending order of test channels N4,. The
minimum test time for the given SoC is equal to 9961, which is the minimum test time
required for area Ay when the maximum possible number of 6 TAM lines are used for this
area. The corresponding triplet (As, 6,9961) is set at the top of the list Ly. The next
triplets in the list include all test times that are higher than 9961, i.e., 9976, 10172 etc. In
order to test the SoC in 9961 time units we need to set N4, = Na, = Ny, =1, Ny, =6
and N4, = 3, which requires 12 TAM lines and it violates the constraint of N rp = 10.
The next triplet in the list (As, 5,9976) corresponds to test time equal to 9976. For such a
test time we need to set Ny, = Ny, = Na, =1, Na, = 5 and N4, = 3, which also violates
the constraint Napgp = 10. Finally, the next triplet in the list (A3, 2,10172) corresponds
to test time equal to 10172, which requires N4, = Na, = Ny, =1, Ng, =5 and Ny, = 2.
This distribution is selected as the best TAM distribution because it offers the minimum
test time and it does not violate the constraint. |

The aforementioned method optimally distributes the available TAM lines to the areas
A; in negligible time, provided that the optimal TAM configurations for every area A; and
every number of TAM lines are known. Therefore, the execution time of this optimization
process depends mainly on the execution time of the B-&-B algorithm, which must be
applied (Narg —w+1) X w times for calculating the values of Ty, (N4,) for every i € [1, w]
and every Ny, € [1, Narg —w+1]. Depending on the run time of the B-&-B algorithm for
each area and each value of N4, the execution time of this optimization process can be
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excessively long for large areas and wide ranges [1, Narp—w+1]. However, we have to note
that for practical SoCs, it is not necessary to examine the whole range [1, Narp — w + 1]
due to area constraints. For example, it is highly unlikely that one area will be assigned
Nairp — w + 1 TAM lines, even if this solution provides the lowest test time, to avoid
the routing over-congestion of the TAM lines in this area. In most of the cases only a
sub-range of [1, Narg — w + 1] need to be examined depending on the routing constraints
of each area A;.

The execution time of the TAM distribution process can be considerably reduced by
exploiting the observation that the vast majority of the distribution table entries are
not required during the distribution process. Therefore, by using a dynamic process we
develop only those parts of the distribution table that are necessary for the optimization
process. Specifically, we initially distribute the TAM lines to the various areas using a
fast approximate approach. This distribution is usually close to the optimal distribution
of the SoC, and it reveals the part of the distribution table where the optimal distribution
is included. Therefore, in order to reduce the computational overhead of the distribution
process, the distribution table is dynamically developed around this initial distribution.

In the fast approximate approach used for the initial distribution the time consuming
B-&-B algorithm is omitted during the calculation of the 7'y, (N,,) values. Instead, we
apply the GRP method once for each area A; and each value of N4, assuming that the
TAM structure of this area consists of a single bus with N4, TAM lines. In other words, an
initial approximate TAM distribution table is constructed very fast using values T4, (Ny,)
calculated only for the root node instead of expanding the whole tree structure of the
B-&-B algorithm. Using this approximate TAM distribution table the TAM lines are
initially distributed to the various SoC areas as described before, and the values N'{"* are
calculated.

At the next step the initial distribution table is discarded, and a new distribution table
is constructed step by step, starting from the values N4, in the range [Na, — Z, Na, + 7|,
where Z is usually a very small integer parameter (Z = 2 in our case). For the new
distribution table the time-expensive but accurate B-&-B algorithm is used for calculating
every value T4,(INa,). Then, the optimization process is applied using the distribution
table constructed so far, and the TAM lines are partitioned into a new set of values
N} . If all the selected values N} are not at the boundaries of the respective ranges
[Na; = Z,Na, + Z], ie. when (Na, — Z < Nj < Nyu, + Z), then the new distribution
N}, Ni,, ..., N}, is the optimal distribution. If some of the selected values N are
exactly on the boundaries [Ny, — Z or N4, + Z| then the boundaries for the respective
areas A; are further expanded to ensure that the optimal solution is not outside the
selected ranges. Specifically, for all those values N}‘i that are equal to the boundary
N4, — Z the respective range is expanded at this boundary with another Z lines, i.e.
[Na, — 2Z,Na, + Z], while for values N} that are equal to the boundary N4, + Z the
respective range is becomes [Na, — Z, N4, + 2Z]. The optimization process is repeated
using the new expanded distribution table.
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In the best case the time consuming B-&-B algorithm will be applied only w x Z times,
while in the worst case it will be applied w X (Napg —w+1) times. The effectiveness of this
approach to reduce the execution time depends on how close the initial configuration is to
the optimal TAM configuration. However, as shown in section 3.3, TDM is very effective
for a small number of heavily loaded resources, therefore the root nodes used to construct
the initial configuration provide always a good solution that is usually close to the optimal
solution. In addition the root node inherits all the factors that characterize uniquely each
area A;, like for example, the test load of each area, the degree of independence among
the applied tests in an SoC area and the impact of the test channel bandwidth upon the
degree of parallelization succeeded in the test scheduling.

Experimental results reported in Section 5.3, show clearly that only a small portion
of the full distribution table is calculated using this approach and thus the optimal con-
figuration is generated in very short execution time. In addition, each value T4, (Ny,)
can be calculated independently of the other values, which makes this process inherently
parallel that can run very fast on a multiprocessor machine. As shown in Section 5.3, the
execution time required for calculating T4, (/N 4,) for one area A; and a single value of Ny,
is in the range of a few seconds to a few hours on an i7 processor. Therefore, the total run
time of this optimization method on a multiprocessor system for a large SoC is expected
to be in the order of a few minutes to a few hours.

3.6 Critical Path - Oriented & Thermal Aware X-Filling for High
Un-modeled Defect Coverage

3.6.1 Introduction

Excessive power consumption during test, increases the overall chip temperature, and in
many cases, it creates localized overheating. This phenomenon is called hotspot and it
causes permanent damage to silicon, reliability failures and eventually yield loss. Thermal
aware testing resolves thermal—related issues by reducing the temperature at hotspots in
an SoC. Various techniques produce thermal—safe test schedules (see section 2.2.3), other
techniques reorder scan vectors in order to maximize the effectiveness of heat dissipation
on hotspot [136], while other techniques balance the thermal distribution of the core
using layout information and/or weighting mechanisms [161]. By reducing the maximum
developed temperature at a hotspot during the application of a specific test, the excessive
interconnection delays that may cause a good die to fail testing are reduced, and the
targeted areas are protected from effects related to aging.

However, reduction of the excessive delays caused by increased temperatures, is not
always directly related to hotspot temperature minimization. Critical paths are not always
affected by the hotspots, and thus excessive delays on such paths may remain even after the
temperature at the hotspot is minimized. In some cases, the reduction of the temperature
at the hotspot may even increase the temperature at other areas of the SoC. In such
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cases the temperature of critical paths increases, and the probability good dies to fail
test increases too. Therefore, methods that are both thermal-aware and delay-aware are
needed to avoid unnecessary yield loss.

Since thermal generation is proportional to the average power dissipation, most of the
thermal-aware methods focus on the reduction of the power dissipation during testing. To
this end, many techniques reduce the switching activity of the core during scan-in/scan-
out and/or capture operation [206, 210, 211, 212, 213, 214]. X—fill methods are very
effective in reducing shift and/or capture power [205, 206, 216, 217, 218, 208, 214, 215]
by manipulating only the unspecified values of test cubes. X-fill methods have negligible
impact on the ATPG process, they affect neither the scan chain structure nor the DUT,
and they can be easily combined with other test methods. A popular X-fill method for
reducing shift power is Fill-Adjacent (FA) technique [205]. Every two complementary
consecutive test bits loaded into a scan chain generate switching activity as they travel
along the scan chain. The FA technique minimizes the shift power by exploiting the X-bits
of the test vectors in order to minimize the volume of the consecutive complementary test
bits loaded into the scan chains as well as the distance they travel along the scan chains.
For instance, consider a DUT with n scan chains, and assume that a test vector S; =
XXX1IXXX01XX0XXXT1 has to be loaded into scan chain j(1 < j < n) from right to
left. By applying FA to fill the Xs, we can get the test vector 7; = 1111000010001111.
Table 3.6 shows all possible X-Fillings cases produced by the FA technique. The first
column shows all possible blocks of test bits comprising any test vector that consists of n
(n > 1) unspecified logic values bounded at the left and/or right by specified logic values.
The second column shows the X-filling produced for all these blocks. This technique
targets only the scan-in portion of the shift power, but it also reduces the scan-out power,
because the scan-in power is highly correlated to the scan-out power [206]. In addition, it
can be easily combined with capture-power reduction techniques such as the Preferred-Fill
(PF) technique [207][208], to provide an efficient unified power-reduction solution.

Case Test vector FA
i 0X---X0,0X--- X, X---0X | 00---00
ii 1X---X1,1X--- X, X---1X | 11---11
iii 0XX---X1 011---11
iv 1XX---X0 100---00

Table 3.6: Fill-Adjacent X-Filling (the rightmost bit is loaded first into the scan chain).

The PF technique is an X-fill technique for reducing the switching activity during
capture [133][205]. Let us consider a two-pattern Launch-On-Capture (LOC) test (V, V2)
where V1 = (v11,v19,---vy) is the first [-bit vector applied on the DUT and V2 =
(vo1, Ugg, - - - vgy) is the response of V) which is applied as the second test vector to the
DUT. If the logic value of Vi corresponding to cell i, (i.e., vy;) is unspecified then it
should be filled with value 1(0) provided that the probability of vy (i.e., the logic value of
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V; corresponding to the scan cell 1) taking the value 1(0) is higher than taking the value
0(1). In other words, the vy; bit is filled with a value that is more likely to be held after
the capture in the ¥ scan cell.

Since the thermal behaviour of a core depends on both the heat generation and the
heat dissipation mechanism, layout information is needed in order to tackle the combined
problem of hotspot-temperature and critical-path delay minimization. However, existing
X—fill methods are totally unaware of the core layout, and inevitably they reduce the
power in the whole area of the core in order to ensure that the temperature of the critical
path during testing is also reduced. As a result they consume all ‘X’ values for reducing
power while they neglect other test quality objectives, like the un—modeled defect cov-
erage. For example, the FA technique, which minimizes the number of transitions at the
scan chain during the scan—in process, offers very low un—modeled defect coverage [219].
Un-modeled defect coverage is adversely affected by this technique, because the generated
test vectors are highly correlated (the major part of each of these vectors consists of runs
of 0s and 1s). The method proposed in [219] offers a trade—off between power consump-
tion and un—modeled defect coverage, but it does not consider local thermal and delay
effects of the tests.

We propose a thermal and delay aware X—fill method that offers high un—modeled
defect coverage. The proposed technique uses layout information to identify the scan cells
that are most important for removing hotspots at critical nets, and it creates a thermal
safe neighborhood around these nets. The rest of the scan cells are exploited to increase
the un—modeled defect coverage of the generated test vectors by the means of an output-
deviation based metric [209]. The proposed method reduces the delays at critical paths
during testing and avoids thus the unnecessary yield loss, while it considerably increases
the quality of the generated test vectors in terms of un-modeled defect coverage.

3.6.2 Motivation

Excessive delays at critical paths cannot be avoided if the critical paths are overheated
during testing. In order to avoid overheating of critical paths, the power dissipated at
the critical areas, i.e., the areas around the critical paths, must be minimized. At the
same time, proper testing conditions must be imposed to ensure that these areas are also
protected from heat transferred from other areas of the chip. A major factor affecting the
heat-transfer mechanism between two areas is the distance between them. If two areas
are geometrically close to each other, then a large thermal gradient can cause significant
heat transfer between them and quickly change their temperatures. On the other hand,
a large distance between them renders the heat transfer ineffective. Therefore, in order
to protect a critical area, a thermal-safe zone must be created around it, that is able to
absorb heat from this area and other neighbouring areas that develop high temperatures.

The first step towards this goal is to identify critical paths geometrically, and specify,
in a topological manner, thermal-safe zones that surround each path. Then, the heat
generated, or equivalently the power dissipated by the circuitry inside these zones must
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Figure 3.27: Critical Area & Thermal-Safe Zone.

be minimized. Since the largest portion of the power dissipated during testing is dissipated
during the scan-in process, the number of transitions occurring inside the thermal-safe
zones during scan-in must be minimized. Thermal-safe zones restrict the power dissipation
internally, but they permit higher power dissipation externally at the non-critical areas.
Therefore, thermal-safe zones reduce considerably the number of scan- cells exploited
to reduce the thermal activity of the core, and the remaining scan-cells can be used to
increase the quality of the test vectors.

In this work, we propose a novel algorithm that uses topological information to guide
the X-fill process. Unspecified bits of scan-cells that affect thermal-safe zones are filled
in such a way as to minimize the transitions at the thermal-safe zones during the scan-in
process, while the rest of the scan-cells are exploited to maximize the un-modeled defect
coverage of the generated test vectors. The un-modeled defect coverage is evaluated using
output deviations, which provide an efficient probabilistic means to evaluate test vectors
based on their potential for detecting arbitrary defects and, most importantly, without
being biased towards any particular fault model [229, 230].

Ezxample 1. Let us consider the CUT shown in Fig. 3.27, which is partitioned into
9 x 9 equally sized blocks, and let C' be the critical block (i.e., the block with the critical
paths). Test data are loaded using three scan chains, SC;, SCy and SCj5 from the right to
the left (as pointed by the arrows). The color of each block is properly set to reflect the
thermal profile of the block during testing (dark colors indicate high temperature). The
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thermal-safe zone consists of two layers of blocks that surround block C. The objective
of the proposed method is to properly fill the unspecified bits of scan-cells in such a way
as a) to minimize the heat generation in block C, b) to enable heat transfer from block
C to the thermal-safe zone, and c) to create a barrier between block C and the hot spots
around the thermal-safe zone. To this end, the scan-cells are divided into two categories:
a) the white scan-cells that have their test data pass through the zone during the scan-in
process, and depending on their relative position at the scan chain they are filled either
using power-oriented or defect-oriented criteria, and, b) the black scan-cells that do not
affect the thermal-safe zones and they are filled using solely defect-oriented criteria. W

3.6.3 Proposed Method

The proposed method consists of two flows, as shown in Fig. 3.28: (a) the area-characterization
flow and (b) the X-fill flow. The objective of the area-characterization flow is to identify

the critical blocks of the core, and create a thermal-safe zone around each one of them. To
this end, the core’s floorplan is first partitioned into a given number N of rectangle blocks.
Each block occupies a certain area on the die enclosed by the coordinates of the upper

left and lower right corner of its rectangle. Then the critical paths are identified using
post—layout timing analysis and the blocks are separated into critical and non—critical
blocks depending on whether they contain critical paths or not. Critical blocks are also
referred to as blocks of zone Z; hereafter.

Every non-critical block that is an immediate neighbour of a critical block is included
in the first layer of the thermal-safe zone, namely the Z; zone. Every non-critical block
that is an immediate neighbour of a block in the Z; zone is included in the second layer
of the thermal-safe zone, namely the Z; zone. Every non-critical block that is included
in the Z; zone of one critical block, is not included in the Z, zone of any other critical
block. The thermal activity is minimized at zone Z, it is permitted to be a little higher
at Z; and even higher at Z,. Outside these zones the thermal activity is left completely
unconstrained. Each one of the blocks in zones %y, Z,, Z; is assigned a different thermal
weight wz, > wyz, > wy, in the range [0, 1], which indicates the importance of thermal
activity at this block (the higher is the weight, the more strict is the constraint on the
thermal activity of the block). The non-critical blocks have no constraints on thermal
activity, therefore they are assigned zero weights.

The thermal weight of each block is used to assign a thermal weight at every scan-
cell SC’;t located inside that block. We note that scan-cell SC}, belongs to scan chain
i € [1...5] and occupies position j € [1... L], where j = 1 corresponds to the scan-out
cell, and j = L corresponds to the scan-in cell. During the loading of scan chains, test
data of scan-cell SC? are shifted first into scan chain ¢ while the test data of scan-cell
SCt are the last shifted into scan chain i. Therefore, scan-cell SC} is considered as
successor of SCJ; and predecessor of SC}_;. The thermal weight of each scan-cell SC?
depends on the block it belongs to, as well as on its relative position j in the scan chain
i. The position j of SC} in the scan chain 4 is used to measure the impact of SC} on
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the overall number of transitions caused by SC’; during the scan-in operation. Scan cells
that are located closer to the scan output (i.e. those with low values of j) receive higher
weights than those located closer to scan inputs (i.e., those with high values of j). This
is done because the test data of scan-cells located close to the outputs need to travel
long distances in the scan chains to reach the scan-cells, and thus they affect the heat
generation at the core during testing more than the scan-cells located close to the scan
inputs. Therefore, the thermal weight of scan-cell SC} that belongs to thermal zone 7
is calculated as W (SC}) = wy, x % for k=0,1,2.

After the scan-cells are assigned weights, the unspecified bits of the test cubes (i.e.,
test vectors with ‘X’ values) are filled in such a way as to reduce the number of transitions
inside the safe-zones. We note that every pair of complementary test bits at two successive
scan-cells causes transitions at all the predecessor scan-cells during the scan-in process.
This is shown in Fig. 3.29, where the complementary test bits at scan-cells SC3 and SC}
cause transitions at scan-cells SC3 —SCyg during scan chain loading. Therefore, even when
a scan-cell SC’; is located inside a non-critical block, it impacts the thermal activity of
other critical blocks or blocks of thermal-safe zones, when they contain scan-cells that
precede SC? in scan chain i.

The impact I P of scan-cell SC} to the power dissipation of the die can be quantified
by summing the weights of SC7 and its predecessor scan-cells SCJ.;, SCJ o, ... using

J
the following formula:

IP(SC)) = Y W(SC},) (3.36)
m=j...L
A large value of TP(SC?) provides an indication that scan-cell SC? should be set to
the same logic value with scan-cell SC}_;, else a logic transition will be introduced to the
scan-in process, with a large impact on the thermal activity of the critical areas of the
core. The value of P(SC’;) is used to calculate the normalized impact of scan-cell SC’;,
NIP(SC}), which is a value in the range [0, 1], according to the formula
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IP(SC)
]Pm(m:

where I Ppoe = maz{IP(SC})}, Vi, j. NIP(SC}) is used to fill the unspecified bits of
each test cube in a probabilistic manner, starting from the scan-out cells SC? and moving

NIP(SC}) = (3.37)

towards the scan-in cells SC%. Specifically, let R be a random number generated in the
range [0, 1]. If R < NIP(SC?) the unspecified value of scan-cell SC? is set equal to the
specified value of scan-cell SC}_,, else it is set randomly to either logic value 0 or 1. In
the case that SC} does not affect much the thermal-safe zones the value of NTP(SC})
is very low, and the probability that SC} is set randomly is very high. However, when
SC; affects thermal-safe zones then the value of NIP(SC}) is high and there is a high
probability that it is assigned the same logic value with its neighbour scan-cell SC7_,;.
Even though this formula achieves the thermal objectives set earlier, there are many
cases that further bias towards more power friendly test vectors is required. To this end,
a parameter P is introduced by the designer in the range [0, 1], and the formula becomes

R < NIP(SC})+ P(1— NIP(SCY)) (3.38)

As the value of P increases from 0 to 1, the right part of (3.38) increases from
NIP(SC}) towards 1, and thus the probability that this formula is true increases. As a
result, more scan-cells are assigned the same logic values with their neighbour cells, and
the power dissipation of the test vectors decreases even more.

Large values of P tend to generate test vectors with very low power dissipation. How-
ever, the test vectors are highly correlated due to the biased filling of their unspecified
bits, and thus the un-modeled defect coverage drops. Low values of P generate test vec-
tors with many unspecified bits filled randomly, which increases the un-modeled defect
coverage. Moreover, due to the probabilistic nature of the proposed method, a number of
test vectors can be generated for each test cube, by repeatedly applying this X-fill tech-
nique on every test cube. Even though all the test vectors generated for one test cube are
equally effective in term of power dissipation at the critical blocks and the thermal-safe
zones for a given value of P, they offer different un-modeled defect coverage. Therefore, in
order to select the best one among them, they are evaluated using the output-deviation
metric proposed in [209]. Output deviations are probability measures at primary out-
puts and pseudo-outputs that indicate the likelihood of error detection. Specifically, a
probability map (referred to as confidence-level vector) is assigned to every logic gate in
the circuit, and signal probabilities are assigned at each internal line of the circuit. The
output deviation for input pattern tp and an output/pseudo-output w is defined as the
probability output w to receive the opposite than the error-free logic value. Each test vec-
tor is applied with two capture cycles r; and ry (i.e., we assume the Launch-On-Capture
technique as it is common in industry). For each output w, the generated test vectors
are partitioned into four groups: those producing fault-free response 0 and 1 at capture
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cycles r1 and ry. The output-deviation values of all generated test vectors are calculated
and the largest value for every output w and for each fault-free response v at capture
cycle r, are used to evaluate the test vectors. The selection process ensures that one test
vector is selected for every test cube, and the final set of selected test vectors maximizes
the output deviation of every output. The X-fill flow is shown in Fig. 3.28(b).
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CHAPTER 4

SIMULATION FRAMEWORK

4.1 Introduction

4.2 Design flow for benchmark cores
4.3 Design flow for SoCs

4.4 Execution flow

4.5 Presentation flow

4.1 Introduction

The simulation framework provides with an integrated IC design and test environment. A
comprehensive set of script- and program- based flows for commercial and custom-made
tools enable the efficient and reliable deployment and execution of experiments upon the
test methods discussed in chapter 3. The simulation framework consists of four main
flows, as shown in Fig. 4.1,

e the design flow for benchmark cores, that processes ISCAS and IWLS [232] cores
and produce the required core- design and test data for the needs of our experiments,

e the SoC design flow, that allows for the creation of artificial SoC and TAM config-
urations, which can be used to evaluate the proposed test methods,

e the execution flow, that includes implementations of the proposed test methods and
allows for experimentation upon artificial and industrial SoCs,

e the presentation flow, that stores and present in an efficient and user friendly way
the results of the experiments for debugging and evaluation purposes.

A short description of these flows is given in the next subsections.
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4.2 Design flow for benchmark cores

A design flow, in the domain of the VLSI IC, is a set of procedures that allows designers to
progress from chip specification to chip implementation. A general design flow is shown in
Fig. 4.2. Design starts at the behavioral level and then proceeds to the structural level.
This step is called Register Transfer Level (RTL) synthesis. In RTL level the designs
are captured in a Hardware Description Language (HDL). The HDL description is then
transformed to a physical description suitable for chip fabrication. This step is called
physical synthesis or layout generation. In Fig. 4.2, the design has been partitioned into
the front end stage at the RTL level and the back end at the structural and physical levels.
This is important because it illustrates a partitioning that is used to build ASIC [9]. In
this case, the design can be developed at the HDL level in a fabless, hardware-design-
oriented enterprise (or department of an enterprise) and then passed to a manufacturing
enterprise (or department) that implements the actual chip. The basic design flow, shown
in Fig. 4.2, applies to SoC design too, in the sense that the entire system needs to be
specified, debugged, modified for testability, validated, and mapped to a technology, but
in this case the whole flow needs to be done in an integrated framework.

The design flow for benchmark cores constitutes a subset of the general design flow. In
the case of a benchmark core, the behavioural level has already implemented, tested and
verified. Thus, the front-end flow starts at the point of RTL synthesis, where specialized
tools are used to directly transform the behavioural RTL description to a structural
gate-level net-list. The tools that have been used in this research for RTL synthesis
were provided from Synopsys and Cadence Design Systems via the Europractice software
service [114].

The imlemented RTL flow is shown in Fig. 4.3. As it is illustrated, using an RTL
synthesizer such as the Design Compiler from Synopsys or the RTL Compiler from Ca-
dence, the verified RTL description of an ISCAS or IWLS core is transformed initially
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to a generic circuit of gates and registers, optimized in terms of speed and area. Then,
the generic gates are mapped one-to-one to pre-designed cells of a standard cell library.
In this research, the 45nm process nangate standard cell library [115] is used. The final
result is a structural net-list of the benchmark core.

There are two main approaches to verify that the structural net-list performs the same
function as the verified HDL product, the functional and the formal verification. In the
first approach, a logic test bench is used to verify that exactly the same output is produced
for the behavioural and structural descriptions. In the second approach, it is created a
formal verification program that compares the logical equivalence of the two descriptions.
Formal verification mathematically proves that both descriptions have exactly the same
Boolean functions [116], [117]. In contrast, functional verification is based on the efficiency
of the test vectors. Formality from Synopsys and Incisive Conformal from Cadence are
examples of formal verifiers. Other types of verification that can be run are semantic and
structural checks on the HDL. For example, in a semantic check, it should be ensured that
all bus assignments match in bit width, while in a structural check, it should be checked
that all outputs are connected.

The next step in the flow is a static timing analysis that evaluates all timing paths in
the core under scope. The inputs to the timing analyser are derived from the basic timing
of the library gates, due to intrinsic gate delays, and routing loads. The routing loads are
estimated statistically or they are derived from floor-planning data. In this research, the
Encounter from Cadence has been used for timing analysis. The final result is a report
that includes timing information for the worst paths in the core.

At this point, to allow for efficient test, the DFT is implemented using specialized
procedures either in the Synopsys Design Compiler or the Cadence RTL Compiler. Specif-
ically, scannable registers are inserted and / or existed registers are modified so that the
state of the design can be set and monitored. Then, ATPG is performed to generate tests
for the scannable design. In this research, the required core test sets are generated using
the Synopsys Tetramax and the Cadence ET ATPG tools.

The RTL flow concludes with the estimation of the design’s normal and test power
consumption. Commercial power analysis tools that have been used are the PrimePower
from Synopsys and the EPS from Cadence.

Layout generation is the process of turning a design into a manufacturable database.
Namely, it transforms a design from the structural to the physical domain. This process
is sometimes called physical synthesis. Fig. 4.4 shows a standard place and route layout
generation design flow used in most ASICs and in this research too. The commercial tool
that has been used in this research for the layout generation of the ISCAS and IWLS
cores is the Encounter from Cadence.

The layout flow starts with the structural net-list describing gates, flip-flops, and their
interconnections. The net-list is provided in the Design Exchange Format (DEF) as a
Verilog netlist. Then, a semi-automated floor-planning step is performed. The result of
this procedure is a file that describes the floor-plan of the design. The next step is the
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Figure 4.4: Automated layout generation.

placement process, where standard cells of constant-height and variable-width are arrayed
in rows across a chip, as shown in Fig. 4.5. A standard cell library definition describing
cell dimensions and port locations, in the Library Exchange Format (LEF), summarizes
the salient physical details of cells. A simple placement algorithm is used to minimize
the length of wires. At the end of the placement phase, the used cells have been fixed in
position in the overall array. The placed design is saved in a standard format (e.g., DEF)
for routing.

After placement of standard cells, the signal nets in the design need to be routed.
Routing is divided into two phases: global routing and detailed routing. A global router
creates routes through channels according to a cost function. Wires can be changed from
channel to channel if the density of wires in a channel becomes too high. The detailed
router places the actual geometry required to complete signal connections. The results
are written to another DEF file. The picture of a design after routing is shown in Fig.
4.6.

The placed and routed design is then passed to the circuit parasitic extractor. The
placed and routed design is provided to the extractor in DEF format and the output is
a file in the Standard Parasitic Exchange Format (SPEF) that describes the R’s and C’s
associated with all nets in the layout. The extractor uses another technology file defining
the interlayer capacitances and layer resistances.

Static timing analysis is rerun with the actual routing loads placed on the gates.
Multiple iterations of synthesis and placement /routing are usually necessary to converge

129



Figure 4.5: Floor-plan anf placement of standard cells (Cadence Encounter).

Figure 4.6: A routed design (Cadence Encounter).
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on timing requirements. Central to modern high-speed designs is the clock distribution
strategy. To minimize skew, the clock and its buffers are pre-route before the main logic
placement and routing is completed. This task is performed with a clock tree router.
Normal and test power estimation is repeated for the complete design. Similar tools and
techniques to those in the RTL level are used. Finally, the thermal profile of a given
benchmark core during test is estimated using the hotspot tool [204].

4.3 Design flow for SoCs

The design flow for SoCs consists of an industrial-SoC- and an artificial-SoC- oriented
process. In the first process, the SoC design comes directly from an industry source.
Specifically, an SoC configuration file is provided that includes

e the voltage islands and the cores in the SoC,
e the voltage settings that are used in each island,
e the maximum scan frequency that is allowed in each voltage setting per island,

e the test time of each core per voltage setting when the maximum allowed scan
frequency is used,

e the power consumption of each core in each voltage setting when the maximum
allowed scan frequency is used.

Next, the given SoC configuration file is further processed so that information related
to the test environment and the test method can be incorporated. Specifically, this step
defines

the maximum ATE_clock frequency,

the scan frequencies provided by the TDM scheme,

the TDM-based TAM configuration, that is the number of the TAM buses, their
bit-length and the set of the cores that are connected to each bus.

Optionally, the WPP width of each wrapped core.

The above described data are included in two configuration files, an SoC test- and a
TAM- configuration file, that constitute the input in the execution flow. Example SoC
test- and a TAM- configuration files can be found in the appendix A. In the artificial-
SoC-oriented process, a custom-made tool, designed by the author and called "'SoCTDM-
Scheduler’, is used to define the configuration file of an artificial SoC. A designer, using a
either a graphical user interface or a descriptive text file (see appendix A), can
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e select the embedded cores in an artificial SoC from a set of available benchmark
cores and/or user-defined cores,

e define voltage islands and assign cores in each island. The core assignment can be
implemented either manually or automatically. In the manual case, the designer
predefines the cores per island. Then, the SoOCTDMScheduler using an external
tool, the ’hotfloorplanner’ [204], derives the floor-plan of the artificial SoC taking
into account proximity relations among the embedded cores that belong to the same
voltage island. In the automated case, the floor-plan of the artificial SoC is derived
first and then the embedded cores, according to their position in the floor-plan, are
clustered in voltage islands,

e define the voltage settings per island from an available set. The voltage settings
that can be used in each island are dependent on the cores of the island and the
available data for these cores. For example, up to three predefined voltage settings
can be supported in the case of an island that consists of ISCAS and IWLS cores.

When the designer concludes the aforementioned definitions, a similar to the industry-
based SoC configuration file is produced automatically. Then, the designer can proceed
in the definition of the SoC test and TAM configuration files as described above.

4.4 Execution flow

The execution flow is implemented in the custom-made tool SOCTDMScheduler and con-
sists of a test method configuration process and an execution process. During the test
method configuration process, a test designer can choose between

e a fixed TAM configuration or a TAM optimization process,
e the TDM and the STDM scheme,
e power-aware and power-unconstrained test scheduling,

e execution or not of thermal simulations for the derived test schedule.

In the case of a fixed TAM configuration, only the test scheduling method needs to be
defined along with its parameters. A designer can select among the TDM-based GRD,
the TDM-based SA-RP and the STDM-based SA-RP method. If TAM optimization is
required, the test designer can select the number of the available ATE test channels and
the maximum number of buses that should be used in the TAM. When the test method
is fully defined the execution process can take place in order to derive the test schedule
and, if it is required, the optimal TAM configuration for the SoC under test.

132



SoC  RunTDM Results TAM  Multi-Site-Test Exit  Design under scope: ARTSoC

Y Playback Speed RS

o 10000 20000 30000 40000

Island 2: Max Power Graph (m)
1000

o050 10000 20000 30000 40000
mam 3: Max Power Graph (mv/)

§§ ) 10000 20000 30000 40000
Island 4: Max Power Graph ()

%E 0 10000 20000 30000 40000
%E Mm-d 5: Max Power Graph (mv)

A 0000 20000 30000 20000

SoC RunTDM Results TAM  Multi-Site-Test  Exit Design under scope: ARTSoC

CoreC1

Core C2 h

Figure 4.7: SoCTDMScheduler presentation interface.

4.5 Presentation flow

e SoC test schedules,

e SoC floor-plans,

The presentation flow consists of a set of procedures that allows for user-friendly, graphical
representation of the derived results. These results can be used for debugging or evalu-
ation of the test methods. The SoCTDMScheduler, as shown in Fig. 4.7, can represent
graphically

e power graphs of SoCs and their embedded cores,

e temperature graphs of SoCs and their embedded cores.
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CHAPTER 5

EVALUATION OF THE RESEARCH WORK

5.1 Evaluation of the TDM-based test methods

5.2 Evaluation of the STDM-based test methods
5.3 Evaluation of the B-&-B optimization approach
5.4 Evaluation of the TAM distribution approach

5.5 Evaluation of the critical path-oriented and thermal aware X-fill method for high
un-modelled coverage

5.1 Evaluation of the TDM-based test methods

Vid I I3 I Ty

level | CA Fm | O cf op FmolCcA ocf oA ocp Fmo|cp Fm
Vi [ 300 266 |60 128 262 200 | N/JA N/A 128 600 133 |55 200
Vo | 500 200 |95 220 500 100 | 475 375 170 950 100 | N/A N/A
Vs | 800 100 | 160 340 700 50 |800 600 300 1600 50 | N/A N/A
Vi | 1600 50 |N/A N/A N/A N/A| 1600 1200 600 3200 25 | N/A N/A

Table 5.1: SoC-A Test Times (in Normalized Time Units) At Maximum Scan Frequencies
F™ (In MHz) [231].

In this section, we present an evaluation of the proposed TDM-test-scheduling methods
based upon experimental results that come from two industrial SoCs, hereafter referred
to as SoC-A and SoC-B, respectively [231]. Both SoCs consist of digital cores and are
targeted for portable wireless applications. They are extremely power conscious, and they
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have various programmable levels of power control, either through external power supply
control or through internal settings. SoC-A has 4 voltage islands I{, I3}, 154, I3Y, 9 cores
C{,...,C4 and 124 clock domains. SoC-B has 7 voltage islands I7,... IZ 15 cores
CE,...,CE and 225 clock domains. SoC-A can be set to up to 4 voltage settings, while
SoC-B can be set to up to 6 voltage settings. While the test environment for these SoCs
has several more constraints than modelled in this section, e.g., in terms of available test
pins, tester resources such as power supplies and clocks, compatibility amongst different
test modes, sequencing amongst test modes, etc., these examples illustrate the richness
that exists in industrial designs, the test of which can benefit from effective test-scheduling
methods.

Table 5.1 presents the minimum testing times for all cores C:* of SoC-A at the various
voltage levels V;. Correspondingly, tables 5.2 and 5.2 present the minimum testing times
for all cores CP of SoC-B at the various voltage levels V. The test data for the cores
are grouped into columns according to the island they belong to. The test times are
calculated using the maximum scan frequencies, denoted as ’F™’, that do not cause scan
chain timing violations at any core for shifting at the corresponding voltage level (they are
presented in normalized time units, so as not to reveal confidential data). The maximum
scan frequencies are presented in the last column of each island (they are reported in MHz
and they are different for every voltage setting and every island). The entries denoted as
'N/A’ correspond to cores that either do not operate at the respective voltage settings or
they are not tested at these voltage settings.

Vad 17 17 Iy

level| CB ¢PF Fm| cP CP cP Fm | P cB P pm
| 900 300 400 | 700 100 550 200 | N/JA 188 600 266
Vo [ 1200 396 300 | 1400 200 1100 100 | 475 370 950 200
Vs | 1350 450 266 | 2800 400 2200 50 700 500 1600 100
Vi [ 1800 600 200 | N/JA N/A N/A N/A | 1400 1000 3200 50
Vs 3600 N/A 100 |N/JA N/A N/A N/A|N/A N/A N/A N/A
Ve | 7200 NJA 50 |N/A N/A N/A NJ/A|N/A N/A N/A N/A

Table 5.2: SoC-B Test Times (in Normalized Time Units) At Maximum Scan Frequencies
F™ (in MHz) [231].

In the rest of this section, we present test-time results for SoC-A and SoC-B at all
supported voltage levels. In particular, we report results for the following test-scheduling
approaches:

1. Shortest-Job-First (SJF): This method is very effective for scheduling tests at single-
Viaa designs [234]. We use it as a good representative of single-Vy, test scheduling
approaches; we adapted SJF to multi-V;; designs by appending the required con-
straints described in section 3.3.4.
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Vaa Iy Iy Ig I7

level | ¢ CB pm| cB ¢B pm | CB CBE  pFm | 0B pm
i 700 N/A 200 | N/A 165 300 | 500 125 200 | 1300 200
V, | 924 198 150 | 900 192 200 | N/A N/A N/A |N/A N/A
V, | 1050 225 133 |N/A 250 150 | N/A N/A N/A |N/A N/A
V, | 1400 300 100 | N/A 500 75 | NJA N/A N/A | N/A N/A
Vs | 2800 N/A 50 |N/A 1000 38 | N/A N/A N/A|N/A N/A
Ve | 5600 NJA 25 |N/A N/A NJ/A|N/A N/A N/A | N/A N/A

Table 5.3: SoC-B Test Times (in Normalized Time Units) At Maximum Scan Frequencies
F™ (in MHz) [231].

2. Session-Based Scheduling (SBS): This is the first method proposed for multi-Vg,
SoCs [88].

3. TDM-based Scheduling: This is the TDM scheduling method proposed in this work.
It is implemented using three approaches: the ILP formulation presented in section
3.3.5 (TDM-ILP), the rectangle-packing/simulated annealing approach presented
in section 3.3.6 (TDM-SA-RP), and the greedy approach presented in Section 3.3.7
(TDM-GRD). The TDM-ILP approach was implemented using FICO XPress-MP
Solver [235]. Both TDM-SA-RP, TDM-GRD approaches were implemented using
the SoCTDMScheduler tool.

The baseline SJF approach is adapted to the particular requirements of multi-Vy,
designs. Recall that besides the additional constraints set by the use of multiple voltage
settings, SJF is unaware of the different shift frequencies required at different voltage
levels. As a result, SJF often schedules in parallel different tests at different voltage
settings and different islands that require different shift frequencies, provided of course
that no constraints are violated. However, even if constraints are not violated, testers
in industrial multi-site testing environments usually provide a single clock for every SoC;
hence it is likely that all scan partitions will have to be shifted at the same rate. If one
shift frequency has to be used at a certain time, that frequency should be equal to the
lower frequency that does not violate the scan-chain timing for any of the cores being
tested at that time.

Since the exact number of shift frequencies that can be used concurrently for testing an
SoC depends on the available tester channels and the available SoC pins, we consider two
bounding scenarios for the SJF method. In the worst-case scenario (denoted as "WC’), we
assume that there is only one ATE channel for providing the clock signal to every core. In
that case, the lowest frequency has to be used, which is equal to 25 MHz as it is reported
in Tables 5.1, 5.2, 5.3. In the best-case scenario (denoted as 'BC’), we assume that for
each core/island a separate ATE channel is available for providing a separate clock signal,
and thus the highest possible scan frequency can be used for loading the test data at any
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voltage setting. Any single-1,;; method cannot achieve better test time than this scenario,
therefore it corresponds to the best-case in terms of test time for single-V,;; methods.

The BC scenario is overly optimistic due to the very high cost associated with such an
approach. In addition, usually only a very small set of shift frequencies are supported by
the tester. Nevertheless, we consider it here to show the relative effectiveness of the pro-
posed method against any other conventional single-V; technique that could potentially
reach the BC scenario. The WC scenario is rather pessimistic, even though it is closer
to the reality than the BC scenario. Recall that, as shown in Tables 5.1, 5.2, 5.3, the
test times at the lower voltage settings dominate the time for testing the SoC. Therefore,
it is very likely that the lower scan frequencies will have to be used most of the time in
a pin/ATE-channel-limited environment. In the average case, any single-V;; method is
expected to achieve a test time that is between the best and the worst case.

For the TDM methods, we assume that the tester provides a clock signal with fre-
quency that is close to the highest scan frequency of any core of the SoC (200 MHz for
SoC-A and 400 MHz for SoC-B). For SoC-A, this frequency is divided on-chip using the
proposed TDM scheme by 8, 4, 2 and 1, which corresponds to scan frequencies 25, 50,
100 and 200 MHz. For SoC-B, it is divided by 16, 8, 4, 2 and 1, and the available scan
frequencies are 25, 50, 100, 200 and 400 MHz, respectively. Each core C; is tested at a
voltage V; using any of the TDM frequencies that are smaller or equal to the correspond-
ing highest nominal scan frequency of C; at V;. For example, as reported in Table 5.1,
for testing core Cg' at Vi, the highest scan frequency that can be used is 133 MHz. If
we consider a TDM scheme that provides frequencies of 200, 100, 50 and 25 MHz, then
only the frequencies 100, 50, and 25 MHz, can be used for testing Ci! at Vj, and using
equation (3.1), the respective test times are equal to 800, 1600 and 3200, respectively.
Note that when the scan frequency is divided by two, the completion time for the task
doubles. However, at the same time, the use of a smaller frequency permits a higher level
of parallelization between the various tasks, which offsets the increase in test time.

In order to show the potential of TDM to decrease testing time for multi-core /multi-Vy,
SoCs, we consider that SoC-A is tested using a TAM configuration that employs two test
data buses, BUS-A and BUS-B. Initially, BUS-A transfers test data only to the wrapper
of the core C§' and BUS-B loads the rest of the cores. Then, we gradually increase the
test load of BUS-A by moving the cores of BUS-B to BUS-A, until all cores are connected
to BUS-A and BUS-B is completely removed (all core wrappers have the same width and
thus the size of BUS-A remains the same). The results are shown in Fig. 5.1. The x-axis
shows the number of additional cores connected to BUS-A at each step. The y-axis shows
the test time achieved by both TDM-ILP and the SBS test scheduling methods. The
TDM-ILP method offers higher parallelism than the SBS method, and thus the total test
time only slightly increases as the number of cores connected to BUS-A increases. On the
other hand, the SBS method can only aggregate the additional test load to the existing
load, thus, forcing the overall test time to increase accordingly. The ratio of the test time
of SBS over TDM is reported above each pair of columns.
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Figure 5.1: Test time obtained using TDM for various numbers of cores connected to a
bus.

TDM uses less TAM resources and achieves, at the same time, better TAM utilization
than the non-TDM methods. However, in order to keep the total test time low, there
is an upper bound on the number of cores that can be connected to every bus. Due
to the ability of TDM to schedule tests in parallel, this bound is much higher than the
bound of a non-TDM scenario. Nevertheless, when this bound is reached, more buses
can be added in the design, and the cores can be connected to these buses according to
area constraints and performance optimization objectives. Even in that case, the number
of buses is expected to be much smaller in the TDM approach than in any non-TDM
approach.

In order to evaluate all the test-scheduling methods, we used various TAM configura-
tions for the two industrial SoCs. We assumed a pre-determined TAM architecture in each
case (the problem of TAM optimization is not yet considered). Specifically, to avoid any
bias due to the assignment of cores to TAMs, for SoC-A (SoC-B), we considered three
TAM configurations, using 2, 3 and 4 (3, 4 and 5) test data buses respectively, where
we connected three different randomly selected sets of cores. The results for SoC-A and
SoC-B are shown in tables 5.4 and 5.5 respectively. For both tables, the first row presents
the name of each SoC, as well as the theoretical lower bound in test time calculated ac-
cording to Equation (3.17). The first two columns of each part present the number of
buses and the configuration index number while the next columns present the results for
each considered method for both SoCs. The TDM-based test scheduling methods achieve
remarkably high reduction in test time compared to non-TDM methods, especially when
the tester has limited resources (low number of test data buses). The test time of the
TDM - based methods is considerably lower, when the worst-case scenario is considered,
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SoC-A (TZ%_, = 6540)
No of SJF TDM
Buses | ™| we Bo | OB | ILP SA-RP GRD
37196 14055 | 12894 | 6548 6603 8177
98060 12489 | 12200 | 6548 6767 7815
36652 14489 | 13527 | 6548 6746 8737
92264 9540 | 7603 | 6548 6548 7782
26752 11139 | 7624 | 6548 6548 9870
98060 12350 | 12200 | 6548 6788 7815
24720 12598 | 6775 | 6548 6748 9648
95380 12886 | 7867 | 6548 6548 6848
24720 10740 | 6625 | 6548 6548 6848

w
W N HW NN WD

Table 5.4: Test Time Comparisons (test times are shown in clock cycles).

and also much lower than the best-case scenario for most of the SJF test cases. Both SJF
and SBS methods are competitive only in the best-case scenario, and only when there are
enough resources to counterbalance the parallelization efficiency of TDM.

There are cases in tables 5.4 and 5.5 where the ILP method provided optimal results
(boldfaced entries). In the rest of the cases, the solver was terminated after a certain
time limit. In the particular case of SoC-B where the complexity of the ILP model is
very high, there are cases that the SA-RP method performs better than the ILP. This
is due to the running-time limit given to the ILP solver. Interestingly, even in the cases
that ILP did not terminate (and thus provided sub-optimal results), both ILP and SA-RP
methods achieved test times that are very close, if not equal, to the lower bound provided
by Equation 3.17. The TDM-GRD approach offers less compelling test schedules, which
are however superior to those given by the SBS and SJF methods in most cases.

Based on the test-time results, the ILP-TDM method is the most attractive choice
when enough computational resources are available. Tables 5.6 and 5.7 present the com-
plexity of the ILP models, and the computation times that are required for each method
to derive the test schedules reported in tables 5.4 and 5.5 respectively. For both tables,
the first column presents the number of buses and the configuration index as a pair (B,C).
The next three columns present the complexity of the ILP model in terms of number of
relations (Rel.), number of integer (Int.) and binary (Bin.) variables. The next three
columns present the computation time (in seconds) for the ILP, the SA-RP, and the GRD
method.

Fig. 5.2 reports the CPU times for all intermediate solutions generated by the ILP
solver for SoC-B and the configuration (B,C) = (3,1). The dashed line shows the test
time of the competing SBS approach. Very high test time improvements are achieved and
the proposed method quickly outperforms the SBS approach. Further improvements are
achieved when more CPU time is given to the ILP solver. The results for the rest of the
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SoC-B (T4 = 17095)
No of SJF TDM
Buses | ™ | we Be | °®° | P sA-RP GRD
169840 39939 | 38749 | 17095 17095 19420
124093 25603 | 24275 | 17095 17095 17095
134413 25848 | 25532 | 17910 17095 17760
128607 30477 | 30447 | 19537 18095 22480
122032 20396 | 21321 | 17095 17095 17095
123952 22846 | 22846 | 18594 17395 17993
108740 22246 | 23796 | 17671 17345 18215
119013 22696 | 21075 | 17095 17095 17095
133740 23396 | 23396 | 17993 17395 17993

.
QO DN =W DN =W DN =

Table 5.5: Test Time Comparisons (test times are shown in clock cycles).

configurations are similar.

The heuristic approaches, namely the TDM-SA-RP and the TDM-GRD, drastically
reduce the required computation time. Specifically, the TDM-SA-RP method manages
to produce much faster than TDM-ILP, very efficient test schedules that are close to
the schedules produced by the TDM-ILP method. The TDM-GRD method has negligible
computation time, but it delivers inferior results than the TDM-ILP and the TDM-SA-RP
methods. Therefore, TDM-GRD can serve as a good estimation method (e.g. for cases
that two different test architectures must be compared at an early design phase), or even
as the final scheduling approach in environments with very limited CPU resources and/or
very large SoCs under test. On the other hand, TLP is very advantageous for small to
moderate SoCs, where it can offer optimal results, while it serves as a good heuristic-like
approach for large SoCs.

Fig. 5.3 shows a typical run of the TDM-SA-RP and the TDM-GRD algorithm for
SoC-B. The x-axis shows the CPU time of the TDM-SA-RP algorithm in milli-seconds,
and the y-axis shows the test time in normalized time units. The TDM-GRD algorithm
runs in 69 msec and provides the test time shown as a straight line in Fig. 5.3. The SA
offers initially some fair solutions, which are close to the solution given by the TDM-GRD
approach. However, this solution is gradually improved as the optimization proceeds. At
a certain point after 22 seconds, the test time is considerably reduced and reaches its
lowest value, which is much better than the solution given by TDM-GRD. Beyond that
time, there is no further improvement and the SA-RP terminates. It is worth noting that
for the same result the ILP solver had to run for one day.

Even though testing at multiple voltage levels is a very promising technique to reduce
test escapes, the current practice of industry is to test at a selected subset of voltage
levels. This subset may be limited to only two extreme voltage levels (the operating
corners) to reduce the test cost. To show the benefits of the proposed TDM method in
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Figure 5.3: Results obtained using SA-RP and comparison with the GRD method.
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SoC-A
(B,C) ILP SA-RP GRD
’ Rel.  Int. Bin. CPU Time (s). | CPU Time (s) | CPU Time (s)

(2,1) | 23190 1969 8754 24624 15.26 0.08
(2,2) | 18454 1969 6450 8856 15.69 0.1

(2,3) | 25742 1969 9986 30762 18.07 0.13
(3,1) | 10601 1969 2665 13788 18.84 0.07
(3,2) | 13456 1969 4046 22284 22.18 0.09
(3,3) | 14874 1969 4722 22932 18.66 0.1

(4,1) | 8404 1969 1601 26856 29.31 0.03
(4,2) | 9502 1969 2138 0328 27.54 0.04
(4,3) | 8372 1969 1835 1512 26.23 0.06

Table 5.6: Model complexity for ILP method and CPU times for the various optimization
methods.

this case, we consider SoC-B with one bus, and we apply the SBS, the TDM-GRD and
the TDM-SA-RP methods. The test time in each case is equal to 33401, 17600 and 9694
time units respectively. Therefore, even in this case, the benefits of TDM remain high.

In order to show the scalability of the SA-RP and GRD approaches, we conducted
an experiment with a hypothetical large many-core SoC that consists of many identical
copies of SoC-A and SoC-B. In total, the large SoC consists of 7 islands and the number of
voltage settings was set equal to 6. The number of buses was set equal to 10 in all cases.
Table 5.8 presents the results. The first column presents the number of the cores and the
next two pairs of columns present the test time and the running time for the TDM-SA-RP
and the TDM-GRD approaches (the ILP approach is not scalable to SoCs of that size due
to computational complexity and thus it is excluded from this experiment). TDM-SA-RP
offers much better results than TDM-GRD, but requires considerably more CPU time.
Some non-monotonicity in the CPU time comparison can be attributed to the heuristic
nature of both approaches. However, it is obvious that the CPU times for both methods
are realistic, even for the large SoCs with 500 cores.

In the next experiment, we examine the effect of power constraints on the test time of
TDM. Table 5.9 shows for SoC-A the power consumption for every core at every voltage
setting when the highest shift frequency supported by this voltage setting is used (the
maximum shift frequencies are reported in table 5.1. Correspondingly, tables 5.10 and
5.11 shows in similar way the power consumption of SoC-B. The power consumption for
lower frequencies can be calculated for each core using equation (3.3). The power limit for
each island was set equal to 120 units for 73!, 400 units for I3, I3, 750 units for 12, 1B, 800
units for 73!, 1000 units for I2, I8 1B, 2000 units for IZ and 300 units for IZ. Table 5.12
presents the power-aware results. As expected, the power consumption limits affect the
test times generated by the proposed methods. However, TDM adjusts the shift frequency
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SoC-B

(B.C) ILP SA-RP GRD
’ Rel.  Int. Bin. CPU Time (s). | CPU Time (s) | CPU Time (s)

(3,1) | 89199 4101 38570 336240 71.57 0.07
(3,2) | 123042 4101 55111 421920 73.96 0.15
(3,3) | 102673 4101 45169 227880 145.462 0.24
(4,1) | 46572 4101 17795 436320 220.71 0.1

(4,2) | 32129 4101 10756 479160 67.1 0.14
(4,3) | 29937 4101 9677 258840 139.56 0.19
(5,1) | 24473 4101 7036 297360 216.03 0.1

(5,2) | 20683 4101 5183 266400 65.89 0.17
(5,3) | 22511 4101 6059 245520 132.572 0.23

Table 5.7: Model complexity for ILP method and CPU times for the various optimization
methods.

Test Time Run Time
Cores | SARP  GRD | SARP  GRD
100 | 21195 31681 | 5h 2 sec
200 | 28601 44127 | 60h 11 sec
300 | 33846 47289 | 55h 37 sec
400 | 40308 95989 | 7ih 316 sec
500 | 50066 74728 | 79h 1024 sec

Table 5.8: Test time and CPU time for many-core SoCs.

(and thus the power consumption) as necessary, and exploits parallelism to minimize the
overall test time. This is shown in Table 5.12, where in many cases, the proposed TDM
methods manage to compensate effectively the power constraint and derive test schedules
that are close or equal to efficiency to test schedules that are derived without taking into
account power limitations. Note that in many cases, TDM has no other option than to
apply the test using shift frequencies that are lower than the maximum ones, because the
maximum shift frequencies violate the power constraints of the respective islands.

In order to show how the power limits affect test time, we gradually increased the
power limits reported above for each island in steps of 10%. Using each new set of power
limits, we run the TDM-SA-RP algorithm for SoC-B, using the configuration (B,C) =
(3,1).
shows the percentage increase of the power limit for each step, and the y-axis shows

The increase of the test time at each step is shown in Fig. 5.4. The x-axis
the corresponding test-time increase. As shown by the curve’s slope, the TDM-SA-RP

method can reschedule effectively the tests for SoC-B even if we reduce by half the initial
power limits per island. Any further decrease of these limits causes a higher increase to
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Vw | Cf | Gy o o | o o of of | G
Vi | 798| 120 256 524 | N/JA N/A 170 800 | 110
Vo | 486 | 49 104 212 | 475 375 104 583 | N/A
Vs | 197 20 42 86 | 192 152 42 425 | N/A
Vi| 8 |[N/A N/A N/A| 78 62 17 310 | N/A

Table 5.9: SoC-A Power Consumption (in Normalized Time Units) [231].

Ve | CF Oy | ¢f cf CF | Cf CF  CY
Vi | 3600 1200 | 1400 200 1100 | N/A 188 600
V, | 2437 812 | 632 94 496 | 950 128 407
Vs | 1950 650 | 285 41 224 | 429 58 184
Vi | 1323 441 |N/A N/A N/A| 193 26 83
Vs | 597 N/A|N/A N/A N/A | N/A N/A N/A
Vs | 269 NJ/A|N/A N/A N/A | N/A N/A N/A

Table 5.10: SoC-B Power Consumption (in Normalized Time Units) [231].

the test schedule time, as it is expected.

5.2 Evaluation of the STDM-based test methods

In this section, we present an evaluation of the proposed STDM-test-scheduling methods
based upon experimental results that come from the industrial SoC SoC-B, described in
section 5.1. We assume that the tester provides a clock signal with frequency equal to the
highest shift frequency reported in tables 5.2 and 5.3, i.e., 400 MHz. The TDM scheme
supports frequencies 25, 50, 100, 200 and 400 MHz. For every core-voltage pair, every
frequency in this set that is lower or equal to the corresponding F"" reported in tables
5.2 and 5.3 can be used. For example, for C; at V3 with F™™ = 266 MHz only 200 MHz,
100 MHz, 50 MHz and 25 MHz are supported and the respective test times are equal to
1795, 3591, 7182 and 14364.

Throughout this section, we consider WPP widths that are up to 4x smaller than the
size of the bus. Since STDM reduces the frequency on the bus to compensate for wrappers
that are narrower than the bus, the set of frequencies supported by STDM is extended
to include also the values of 12.5 MHz and 6.25 MHz, which are 2x and 4x smaller than
the lowest frequency supported by TDM. Finally, based on the observations in section
3.4.2, we used the single bus configuration, and we varied the size of the bus in the range
{L/4,L/2,L}.

In the first experiment, we compare STDM against the TDM and non-TDM ap-
proaches. We consider first the case that wrappers are flexible and thus their parallel
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Figure 5.4: Effect of power consumption limit on test time.
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Figure 5.5: STDM vs TDM.
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Ve | CF  CR | CR ChL | O Cf | Cf
Vi | 1400 N/A | N/A 495 | 1000 250 | 2600
Vo | 948 297 | 900 297 | NJA N/A | N/A
V, | 758 238 |NJA 202 | NJA N/A | N/A
Vi | 515 161 |N/JA 91 |N/A N/A | N/A
Vs | 232 NJA|N/A 42 | NJA N/A | N/A
Ve | 104 NJA |N/A N/A|N/A N/A | N/A

Table 5.11: SoC-B Power Consumption (in Normalized Time Units) [231].

SoC-A SoC-B
ILP SA-RP GRD ILP SA-RP GRD
7023 7193 7698 38377 19295 24993
7023 7023 8198 37936 18995 19645
7023 7226 7981 25707 18495 20180
6548 8098 8093 17995 18995 26344
6548 8828 7568 17694 18370 19115
7023 9018 8838 19795 18295 20395
6548 9698 9638 19270 18495 19200
6048 9942 8415 17095 18995 19600
6548 9518 8260 17395 18295 20387
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Table 5.12: Test time per proposed method with power constraints.

ports can be set to the same bitwidth with the bus. Since all wrappers were initially
designed to be L bits wide, in order to consider buses of bitwidth smaller than L, the
wrapper configuration of every core had to be adjusted in TDM and non-TDM schemes.
In STDM, all wrappers retain their original width L. The reshaping of the wrapper has
a proportional effect on the length of the tests loaded into the wrapper; they are propor-
tionally increased (every 2x reduction of the WPP bitwidth corresponds to a 2x increase
of test time for shifting test data into the core).

The results for bus sizes equal to L, L/2, L /4 are shown in Fig. 5.5. STDM outperforms
both TDM and non-TDM methods by a considerable margin. Note that the test time for
the non-TDM scheme extends above the chart in the case of L/4 bits. When the size of
the bus is equal to L bits, SDM is not required, since the bus and the wrappers have the
same bitwidth, and STDM degenerates to TDM. As the bus bitwidth decreases to L/2
and L/4, TDM cannot further exploit the released TAM lines and the test time doubles
in both cases. In contrast, SDM exploits the released TAM lines and test time does not
scale proportionally, thereby offering higher multi-site efficiency.

Adjustments in the WPP size require adjustments of the scan chains and thus they are
not always possible, like for example in the case of hard IP - cores or when decompressor
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Figure 5.6: Percentage test-time reduction offered by STDM for multi-site testing.

constraints prevent them. At the same time, TDM and non-TDM cannot be applied
when the bus is smaller than the WPP width. To show the advantages of STDM in this
case, we compare the overall test time needed for testing one million devices using STDM
with bus bitwidth equal to L/2 and L/4 against the overall test time needed for the same
number of devices using TDM and non-TDM with bus and WPP bitwidth equal to L.
Hence, only the effect of ATE-channel count is considered to evaluate multi-site efficiency.
Fig. 5.6 shows the improvement offered by STDM over TDM for various ATE channel
counts in the range [2- L, 8- L]. Note that this count includes ATE channels reserved for
control signals. The improvement of STDM over non-TDM (not shown in Fig. 5.6) is in
the range of [65%,80%)]. It is obvious that STDM offers considerable test time savings,
especially when the number of available ATE channels is small, because it achieves higher
parallelism than the other methods. In practical scenarios, ATE channels constitute an
expensive resource and only a small number of channels is available per chip in multi-site
testing. Hence, we conclude that STDM is a very efficient approach.

Finally, we examine the case that the different cores have different WPP bitwidths,
and they cannot all perfectly match the size of the shared bus. Specifically, we examine
the case that the WPPs of cores Cy, C3, C5, Cg, C12, Cy5 are L/2 bits wide, the WPPs of
cores C1,Cy are L/4 bits wide and the rest of the WPPs are A bits wide. In TDM, the
bus is equal in bitwidth to the widest among the WPPs (i.e., L bits), and the smaller
wrappers use only part of the bus. In the case of STDM, three different bus bitwidths
were considered: L, L/2, L/4. The overall time improvements of STDM over TDM for
testing 1 million devices were equal to 1.1x, 2.7x and 3.6x, respectively. STDM is better
suited for buses of small bitwidth and outperforms TDM in this case. It is also important
to note that when the bus width reduces by the factor of 2 from L to L/2 bits, STDM
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Figure 5.7: Test-scheduling times for TAM configurations of SoC-B.

tests more than double the number of sites. Therefore, there are cases in which STDM
not only increases the multi-site factor, but it also offers shorter test time per device than
TDM.

5.3 [Evaluation of the B-&-B optimization approach

For evaluating the B-&-B optimization approach, initially, we used again the two industrial
SoCs, SoC-A and SoC-B, described in section 5.1. Tables 5.1, 5.2 and 5.3 present the test
times and the highest rated shift frequencies F/}** for every pair C;, V; assuming that all
wrapper parallel ports are L,-bits wide (SoC-A) and L,-bits wide (SoC-B). Remember
that in order to conceal confidential data, test times for the industrial SoCs are presented
in normalized units. We assume that the tester provides a clock signal with frequency
close to the highest shift frequency reported in Tables 5.1, 5.2 and 5.3, i.e., 200 MHz for
SoC-A and 400 MHz for SoC-B. The TDM scheme supports frequencies 25, 50, 100, 200
and 400 MHz.

First we study the evaluation accuracy of GRP on different TAM configurations. This
is very critical because GRP is used to guide the B-&-B towards the best TAM con-
figuration. To this end we applied the B-&-B method on SoC-B and we selected 40
representative TAM configurations with the same number of ATE channels (the rest of
the configurations exhibit similar behaviour too). For each one of them we generated the
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test schedules using both the SA-RP and the GRP methods, and we calculated their lower
bounds using Eq. (3.22). The test times of the TAM configurations sorted in decreasing
order of their LB values are depicted in the graph of Fig. 5.7. Note that the higher the
index, the better is the TAM configuration depicted in Fig. 5.7. Even though SA-RP
method provides lower test times than the GRP method, they both yield the same results
when they are used to compare different TAM configurations. Specifically, as we move
from configuration 1 to 40, the test application time of both methods decreases in the
same way in the vast majority of the cases. The correlation between GRP and SA-RP
using the Kendall’s Tau-b coefficient [233] is equal to 0.9, therefore it is obvious that they
both drive the B-&-B algorithm towards the same configurations. For SoC-B, the CPU
time of GRP is 0.2 seconds for each TAM configuration, while the running time of the
SA-RP method is 86 seconds. Therefore, GRP is suitable for the time intensive process
of evaluating the nodes of the tree, while SA-RP is suitable for generating the final test
schedule for the selected configuration.

SoC — A
Nars Nyen | Pre; | Run Time | Test Time | CNF
Q 57.3K | 99.6% 7.4sec 4,310 Q
a—1 52.2K | 99.5% |  8.9sec 4664 |1, a—1
oa— 2 36.5K | 99.7% 9.3sec 4,925 a—2
a—3 59.3K | 99.0% 9.9sec 5,803 1, a-4
a—4 32.8K | 99.5% 4.8sec 5,746 a-4
a—9 43.4K | 99.2% 6.9sec 6,740 1, a-6
a—6 20.8K | 99.7% 2.9sec 6,896 a-6
a—"7T 17.0K | 99.6% 2.6sec 7,662 a-7
a—8 15.8K | 99.6% 2.3sec 8,620 o-8
a—9 18.7K | 99.0% 3.3sec 10,388 -9
a— 10 5.6K | 99.7% 0.9sec 11,493 a-10
a—11 7.6K | 99.6% 1.1sec 13,792 a-11
a—12 4.3K | 99.3% 0.7sec 17,240 a-12
a...a—12 | 212.8K | 99.7% 2Tsec 4310 — 7489 -

Table 5.13: Branch-&-Bound Results.

Tables 5.13 and 5.14 show the results of the B-&-B approach on SoC-A and SoC-B
respectively. For single-site test applications we run the B-&-B algorithm for all values
of Napg in the range [a, a — 12] for SoC-A and [5, 8 — 12] for SoC-B (we note that
a = 2L, and § = 2L;). For multi-site test applications we run a single experiment
for all values of Narg in the above ranges (the value of Na7p and the test times are
reported as normalized units to conceal confidential information). For the given SoCs,
we generated TAM configurations with up to three buses, because more than three buses
increase the area overhead without any significant benefit in test time. The columns
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SoC — B

Narg Nyen P,..; | Run Time Test Time CNF

15} 20.6M | 99.9% 2.0h 10,689 1, 6-1
g—1 49.0M | 99.9% 5.0h 11,991 1, B —2
b —2 58.6M | 99.9% 6.4h 12,913 1,8-3
5—3 30.0M | 99.9% 3.0h 13,943 2, 6-5
b —4 25.4M | 99.9% 2.8h 15,334 1,8-5
8—5 27.3M | 99.8% 3.2h 16,316 1,3—6
5—6 14.4M | 99.8% 3.7h 18,170 2, -8
8—=T 16.3M | 99.8% 2.1h 20,491 1, -8
8 —38 17.0M | 99.8% 2.3h 23,063 2, 5 —10
5-9 18.2M | 99.8% 2.1h 27,627 1, —10
8 —10 3.2M | 99.7% 0.5h 30,675 1. 5—-11
g —11 6.4M | 99.8% 0.7h 36,340 1, p—12
b —12 4.3M | 99.9% 0.4h 46,127 1, 6—-13

B...p—12 | 81.1M | 99.9% 7.6h 10, 689 — 46, 127 -

Table 5.14: Branch-&-Bound Results.

labelled Ny, present the total number of TAM configurations that were generated by
the B-&-B algorithm, and the columns labelled P,.; present the percentage of the Ny,
nodes that were rejected by the bounding criterion (we report only the number of nodes
which are visited by the B-&-B algorithm and not the nodes in the sub-trees eliminated
by the bounding criterion). It is obvious that only a very small percentage of the TAM
configurations were actually evaluated by the GRP method. In practical applications
additional nodes will be rejected due to violation of area constraints. The columns with
the labels 'Run Time’” and "Test Time’ present the run time of the algorithm and the test
time of the best TAM configuration found in each case. The columns with labels "CNF’
present the size of the buses of the best configurations separated with commas. As the
value of Nrp decreases, the run time decreases because the number of possible TAM
configurations decreases (N, decreases too). As a result, the size of the tree becomes
smaller and the B-&-B algorithm finishes in a smaller amount of time. At the same time,
test time increases due to the use of a smaller number of ATE channels. We note that
the run time can be further reduced by using multi-threading programming, which can
be easily applied in the B-&-B algorithm.

In the last row of table 5.13 and 5.14, we present the results of the multi-site ex-
periment. The number of nodes generated in the multi-site experiment and the run
time of both SoCs is much lower than the aggregate number of the generated nodes and
the aggregate run time in the standalone experiments respectively. Note that the best
multi-site TAM configurations belong in the intervals Narp € [a — 6, a] for SoC-A and
Narg € [ — 6, 5] for SoC-B, as the rest of the Narg values did not offer any benefits.
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Figure 5.8: Best test times for various values of Nyrg.

Fig. 5.8 presents the test times of the three best TAM configurations of SoC-B found
for Nargp € [f — 6,0]. For each triplet we report the test time provided by GRP and
SA-RP, as well as their lower bounds. The x-axis shows the various configurations, and
the y-axis shows the test times. The pair of values in each parenthesis denotes the number
of ATE channels followed by the number of the test buses used (it is the same for each
triplet). As the value of Narg increases (from the right to the left) the test time drops
and it approaches the value of LB. This was expected as the increased number of ATE
channels increases also the parallelization efficiency of the TDM scheme (we remind that
the lower bound calculation was based on the infinite parallelism assumption for the
buses). There are cases that the reduction of ATE channels is very beneficial, like the
7™ TAM configuration with Narr = B — 2 that offers almost the same test time with
the Narp = B case. Such cases provide benefits in multi-site test environments and the
B-&-B approach is a very effective way to identify them.

In the next experiment we compare the proposed method against other TAM opti-
mization methods. One intuitive method is to partition the set of available TAM lines
into a number N, of equally sized buses By, By, ..., By,, and connect the cores to the
buses in a balanced way as far as the time required for testing the cores of every bus is
concerned. Specifically, the set of the cores is partitioned into N, subsets Sy, Sy, ... Sn,,
such that the aggregate time for testing all the cores of any subset at every voltage level is
similar for all subsets. Then, the cores of each subset S, Ss,... Sy, are connected to bus
By, By, ..., By, respectively. We applied this method on SoC-A and SoC-B for N, = 2,3
using o and § ATE channels respectively. For N, = 2 the test time for SoC-A (SoC-B)
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using this approach was found to be equal to 7510 (17095) time units, which is 1.7x (1.6x)
times higher than the test time of the configuration reported in table 5.13 (table 5.14)
for o (8) TAM lines. For N, = 3 the test time for SoC-A (SoC-B) was found to be 2.5x
(2.4x) higher than the test time reported in table 5.13 (table 5.14) for « (8) TAM lines.

SoC — A SoC — B

Narg [236] Prop. Impr. | Narg [236] Prop. Impr.

« 9.0K | 43K | 2.2x o) 29.0K | 10.7TK | 2.7x
a—1]103K | 47K | 2.2x | p—1]32.8K | 12.0K | 2.7x
a—2 | 115K | 49K | 23x | f—2 | 35.0K | 129K | 2.7x
a—3 | 121K | 5.8K | 2.1x | B —3 | 35.5K | 13.9K | 2.5x
a—4 124K | 57K | 2.2x | f—4 | 38.2K | 15.3K | 2.5x
a—5 138K | 6.7K | 2.1x | B —5 | 425K | 16.3K | 2.6x

Table 5.15: Test time comparisons against [236].

Another very efficient optimization technique for single-V;; SoCs that targets both the
TAM structure and the test schedule was proposed in [236]. We modified this method to
be applied on multi-Vy; SoCs as follows: it begins scheduling tests for the first voltage
level of every island, and when all tests of an island have been scheduled, it proceed to
the next set of tests for this island at the next voltage level. The tests of every island
are scheduled independently of the tests for the rest of the islands. For every test the
highest possible frequency at its voltage level was used. The test time comparisons with
this method are presented in Table 5.15. The proposed method offers 2.1 times to 2.7
times shorter test schedules than [236]. Therefore, it is obvious that the proposed method
is much more effective than traditional TAM optimization methods tailored to single-Vy,
SoCs.

In the following experiment, we optimize the TAM for a large artificial SoC consisting
of 33 islands and 105 cores (we distributed multiple copies of the cores of SoC-A and
SoC-B at the voltage islands). This SoC was partitioned into 11 areas Ay, Ay, ..., 41,
and the proposed method was applied for each area A; and every value of N Q%E in the
range « ...« — 6 separately. The proposed method took from 2 seconds up to 6 hours to
calculate the best TAM configuration per area A; and value of N4i.,,. Table 5.16 shows the
configurations that provide the minimum test time for this SoC, which is equal to 11669.
This time is determined by area A7, which allocates the highest number o of TAM lines.
For the other areas the minimum number of TAM lines that did not increase the test time
of the SoC were allocated. The test time given by the method proposed in [236] for this
large SoC and the same number of ATE lines was equal to 32500, which is 2.8 times higher
than the test time of the proposed method. We note that the test schedule provided by
[236] does not consider area restrictions, which are expected to further increase the test
schedule length. Nevertheless, the proposed method outperforms this single-Vy;-based
approach for large SoCs too.
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Area CNF Test Area CNF Test

Time Time
Ay La—T7 [ 918K | A L,a—7 6.45K
Ay 2, a—3 | 996K || A, 1,a—1 11.67K
Ay 12,2, a—T|9.09K | Ag 1,1, a—3 11.07K
As a—6 2.92K || Ay a—06 9.41K
Ay a—06 338K || A |a—11, aa—11 | 7.76K
As oa—6 6.35K

Table 5.16: Results for large SoC.

5.4 Evaluation of the TAM distribution approach

In order to show the effectiveness and the scalability of the proposed global TAM dis-
tribution approach for very large SoCs (section refsec:3.5.5), we used an artificial SoC
consisting of 79 islands and 218 benchmark cores. The benchmark cores and the artificial
SoC were designed using the design flow for benchmark cores and artificial SoCs respec-
tively, that are described in section 4.2. The cores were wrapped using IEEE 1500 Std.
wrappers with 8 wrapper chains and 8 scan chains. For each core, test vectors targeting
transition faults were generated using the Launch-on-Capture scheme. The test vectors
were rated using timing simulation for increasing shift frequencies at three different volt-
age levels, 0.95V, 1.10V and 1.25V. Tables 5.17, 5.18 and 5.19 present the test times
of the cores per voltage setting and the highest rated shift frequencies F;7**. The SoC
was partitioned into 22 areas Ay, Ao, ..., As. Each area includes 8 - 13 cores, and 2 - 5
islands. The number of TAM lines used for testing the artificial SoC were set equal to
Narg = 200,100 and 50.

Via ISCAS
level | s38417 38584
Vi 238 202
Va 228 200
Vs 236 213
Fnee 190 190

Table 5.17: Test Times (in ps) At Maximum Scan Frequencies F;%%® (in MHz) for ISCAS

cores.

The TAM lines were distributed to the 22 areas using the following two approaches:

1. Baseline Distribution: each area was assigned a number of TAM lines proportional
to the total test data volume of the cores in this area. This is an intuitive design
decision driven by test cost related constraints.
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Vaa IWLS
level | ac 97 aes core ethernet mem ctrl tv80s vga led
1 151 160 6621 386 82 15025
Vi 161 165 6706 389 83 14401
Vs 151 163 6791 382 81 14401
Frmer 1200 200 200 200 200 200

Table 5.18: Test Times (in ps) At Maximum Scan Frequencies F/** (in MHz) for IWLS
cores.

Via IWLS
level | des perf wb conmax pci bridge32 usb func
i 188 160 16 95
Va 185 153 17 95
7 186 148 15 95
Fnes 400 400 400 400

Table 5.19: Test Times (in ps) At Maximum Scan Frequencies F/7% (in MHz) for IWLS
cores.

2. Proposed Distribution. The global TAM distribution approach proposed in Section
3.5.5 was applied in this case. Specifically, the distribution table was developed,
and the best configuration was selected for each area in order to minimize the test
time for the SoC.

In both of these cases, the TDM approach was used to schedule the test data on the
selected configuration.

Table 5.20 shows the detailed distribution of the 200 TAM lines among the 22 areas,
as well as the overall SoC test times for 200, 100 and 50 TAM lines. The first column
presents the 22 areas of the SoC. Columns 2, 3 present the baseline distribution of the
200 TAM lines to the 22 areas, and the test time (in msec) for each area A;. Columns
4, 5 present the proposed distribution of TAM lines and the test time for each area A;.
The total test time of the baseline method for N4 7 = 200 was equal to 6.37 msec, while
the test time provided by the proposed method was equal to 5.09 msec (note that areas
Ajp ... Ay are tested in parallel). The test times for Nyrg = 100, 50 are shown in the last
two rows of table 5.20. It is obvious that in all cases the proposed distribution method
outperforms the baseline approach.

Columns 6, 7 of table 5.16 present the range of TAM lines examined by the global
TAM distribution method for each area, and the total run time for the respective area.
According to the distribution algorithm presented in Section 3.5.5, in the worst case the
range [1,179] of TAM lines has to be evaluated for each area A;, in order to optimize
the test time for the whole SoC. However, as it is shown in table 5.20, the initial range
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Baseline Distribution Proposed Distribution
Aren TAM | Test Time TAM | Test Time | Range | Run Time
Lines (msec) Lines | (msec) 1-179 (mins)
Ay 8 3.54 6 4.85 5-9 50.53
Ag 7 4.01 6 4.62 4-8 60.53
Az 7 4.13 6 4.62 4-8 39.21
Ay 7 3.86 6 4.44 4-8 29.68
As 8 3.72 7 4.15 5-9 25.17
Ag 4 3.72 4 3.72 2-6 4.49
Az 7 4.03 5 4.94 3-7 16.74
Ag 6 4.03 5 4.62 3-7 0.85
Ag 6 3.62 5 4.35 3-7 0.63
A0 5 3.87 4 4.82 2-6 0.96
A 6 3.91 5 4.64 3-7 2.99
A 6 4.01 5) 4.50 3-7 1.49
Az ) 4.83 ) 4.83 3-7 21.62
Ay 5 3.95 4 4.97 2-6 4.00
Aqs 6 4.04 5) 4.68 3-7 2.81
Asg 6 4.04 5 4.46 3-7 3.75
Ay 6 3.54 5) 4.18 3-7 1.62
Aig 5 4.14 4 4.98 2-6 0.10
Alg 4 3.91 4 3.91 2-6 0.06
Agg 4 3.87 3 4.79 1-5 0.79
Aoy 27 6.03 32 5.09 30-34 0.50
Ago 55 6.37 69 5.08 66-70 1.00
SoC | 200 6.37 200 5.09 - 269.52
SoC | 100 12.99 100 10.8 - 78.32
SoC 50 25.04 50 23.37 - 42.48

Table 5.20: Results for large SoC with benchmark cores.

[1...179] of TAM lines was considerably reduced in all areas, and no more that 5 different
values of the number of TAM lines were evaluated for each area (the value of Z was set
equal to 2 and the optimal distribution was found in the first repetition of the distribution
algorithm).

The last three rows present the total run times of the proposed method for Nyrp =
200, 100, 50. The total run time reported in each case includes also the calculation of the
initial distribution table using the GRP approach. As the number of TAM lines increases
from 50 to 200, the size of the search tree increases exponentially. However, the high
rejection rate offered by the low bound criterion prevents the exponential increase of the
run time of the B-&-B algorithm.
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In order to show the effect of LB and LB® on the rejection rate of the B-&-B
approach, we applied this approach on each one of the 22 areas of the large SoC, to
find the best configuration for 16 TAM lines and 1-3 buses. The total number of TAM
configurations with 1-3 buses for each area was equal to 1.76x10%. The total number
of configurations that were not rejected by LB was equal to 2.12x107 (rejection rate
87.9%), while the total number of configurations that were not rejected by both LB
and LB® was equal to 5.50x10° (rejection rate 99.7%). It is obvious that the use of both
LBW and LB® reduces considerably the computational effort and thus the run time of
the B-&-B algorithm. Further reduction of the run time can be achieved by exploiting
the parallel nature of the TAM optimization method.

In the last experiment we study the effect of power constraints on the optimization of
the TAM structure. The most common design practice is to consider power constraints
during the generation of the final test schedule. The proposed TDM method can ensure
that the final test schedule complies with the power constraints of the SoC, as shown in
section 5.1. However, power constraints can be also considered during the optimization
of the TAM structure to boost the effectiveness of TDM in reducing the test time. To
show this potential we optimized the TAM structure of the artificial SoC for N 7 = 100
using the following three approaches:

1. No Power Constraints. In this case the proposed method was applied without any
power constraints.

2. Power Constraints on Final Test Schedule. In this case the TAM structure was
optimized without considering any power constraints, but the final test schedule was
derived by setting specific power constraints to the TDM process. These constraints
were set in such a way as to reduce the peak power of every area by a percentage
between 5%-15%.

3. Power Constraints on both TAM Optimization and Final Test Schedule. The same
power constraints with case (2) were set a) during the evaluation of every different
configuration in the B-&-B approach, and b) during the generation of the final test
schedule. As a result, both the generated TAM structure and the final test schedule
were optimized taking into account these constraints too.

The results are shown in Fig. 5.9. As it was expected, power constraints increase the test
time of the SoC. However, when power constraints are consider during both the TAM
optimization process and the final test schedule generation process the test time drops.
Therefore, we conclude that if power constraints are considered early during the TAM
optimization process, the test time can be further reduced when the final test schedule is
generated.
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Figure 5.9: Test time under power constraints.

5.5 Evaluation of the critical path-oriented and thermal aware X-

fill method for high un-modelled coverage

Benchmark Scan Number of
Cores N | OUT | s Chains | Test Vectors
ethernet 161 | 179 | 10544 64 1395
des3 267 96 8808 32 130
aes_cipher | 268 | 137 530 8 524
wb_conmax | 1139 | 1424 | 770 8 122
tv80s 23 40 359 8 404
usbf 137 | 129 | 1746 8 184
s38417 47 122 | 1564 16 254
$38584 31 294 | 1166 16 60

Table 5.21: Benchmark cores and experimental data.

In order to evaluate the proposed methodology, we run experiments on the largest
ISCAS and IWLS benchmark cores shown in Table 5.21. The cores were designed using
the design flow for benchmark cores presented in section 4.2. However, due to the require-
ments of the proposed method, the floor-plan of each core was partitioned into a number
of blocks, which was determined based on the area of the core and the number of scan cells
inside each block. In addition, the critical paths were identified using post-layout timing
analysis based upon standard operating condition (i.e., process variation P = 1, power
supply voltage V' = 1.1V and temperature T = 25°C). Specifically, all paths with delays
within a margin of 90% of the worst path delay were classified as critical paths. Every
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Figure 5.10: Power consumption of Ethernet core.

block that includes at least a part of a critical path is considered as critical block of zone
Zy. A nearest-neighbourhood search was applied to determine the blocks of thermal-safe
zones Zy and Z;. The weights wy,, wz, and wgz, were set equal to 3, 1.5 and 1 respectively.

The Random-Fill method (RF), the FA method proposed in [205] and Modified-Fill-
Adjacent (MFA) method proposed in [219] were also implemented for comparison pur-
poses. All these methods were applied on compacted test sets generated for complete
coverage of stuck—at faults. Similar to [219], [229], [230] these test sets were evaluated for
un-modeled defect coverage by using the transition-fault model as surrogate fault model
(i.e., a fault model that is not targeted by the generated test sets). In the proposed
method and the MFA, the same output-deviation based metric proposed in [209] was
used, and 30 test vector candidates were generated for each test cube.

The power profile and the floorplan of every core and every test set were given as input
to the Hotspot tool [204], in order to produce the static and dynamic temperature profile
for each block of the core. Then, in order to measure the impact of the evaluated methods
on the delay of critical paths, especially under harsh operating conditions and large process
variations, we followed a worst-case approach. Therefore, we used the steady profile
generated by Hotspot for each core - test set pair, to determine the operating condition
of each block and every scan cell in the block. This operation condition was provided to
Cadence Encounter, in order to perform timing analysis using on-chip variations and the
two slow-corner libraries of the 45nm Nangate technology, namely the worst-low library
and the slow library. Both libraries use low power supply voltage equal to 0.95V, and
temperatures set at —40 and 125 grades in Celsius scale respectively. Then, the exact
path delays at the given operating condition of every block were generated by using the
Encounter static analyzer, which interpolated the library—based timing information to
calculate the delays of the standard cells.

Fig. 5.10 presents the power consumption of the Ethernet core of the ITWLS suite.
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Figure 5.11: Temperature at critical areas of Ethernet core.

This core was partitioned into 100 blocks and the value of R was set equal to 0.85.
The horizontal axis presents the test time (nsec) and the vertical axis presents the power
consumption of the core. The average power consumption of the proposed method is equal
to 9.54mW, and it is slightly higher than the 9.20mW of average power consumption of
the most power-oriented method, the FA method. The power consumption of the MFA
method is equal to 12.73mW and it is clearly higher than both the proposed and the
FA methods, while the RF method consumes almost three times higher average power
consumption, that is 27.65mW.

In the next experiment we compare the four methods in respect with the temperature
developed at the critical blocks of the Ethernet core. Specifically, with the post-layout
timing analysis on the Ethernet core we identified 3 critical blocks , 7 blocks at the Z,
zone, 11 blocks at the Z; zone and the rest 79 blocks were left un-constrained. The ’steady’
temperature at each one of the critical blocks is depicted in Fig. 5.11 for FA, MFA, RF
and the proposed method. It is obvious that the temperature at the critical blocks for
both the proposed method and FA is the lowest one, and it is equal to 29.5°C'. MFA
increases the temperature by 2 degrees, i.e., at 31.2°C. Finally RF develops significant
higher temperature at 38.4°C', which is almost 10 grades higher than that of the proposed
method.

Remember that the temperature that is developed upon each cell in a pathway affects
the overall delay in this path. Specifically, when they are kept in low temperature, the path
delay is limited, while high temperature leads to excessive path delay. Then, according to
the above given temperature profiles of each method, it is expected that the Fill Adjacent
and the proposed method will present smaller path delays when compared to the MFA
and the Random Fill method. Indeed, the timing analysis showed that the worst path
delay of the former methods is 1.61ns, while the worst path delays of the later methods
are 1.64ns and 1.72ns correspondingly. Therefore, the proposed method reduces the delay
in critical paths limiting that way the possibility to have yield losses due to excessive path
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Figure 5.12: Transition-fault coverage ramp-up for Ethernet core.

delays.

In order to compare the four X-fill methods with respect to the un-modeled defect
coverage, we present in Fig. 5.12 the transition-fault coverage provided by each one of
them. The x-axis presents the number of vectors applied, and the y-axis the transition-
fault coverage for each number of vectors applied. It is obvious that both FA and MFA
provide lower transition-fault coverage than the RF and the Proposed methods. The
highest transition-fault coverage is provided by the RF method, which however is not much
higher than the transition-fault coverage offered by the proposed method. In addition,
both of them offer very high ramp-up, which offers further test time savings at abort-at-
first-fail environments. We remind that, as shown in Fig. 5.10 and Fig. 5.11, the power
consumption and the temperature of the RF method are both very high. Therefore, the
proposed method clearly outperforms all the other methods when all three parameters of
power, temperature and un-modeled defect coverage are evaluated.

Benchmark Proposed Method
Cores RE P=0 P=08 P=1 MEFA | FA
ethernet | 27.65 | 26.71 9.54 25.07 | 12.73 | 9.20
des3 19.60 | 14.34 11.47 12.65 | 13.32 | 12.74
aes_cipher | 10.73 | 10.23 8.98 9.51 | 10.25 | 8.69
wb_conmax | 6.67 | 6.09 4.77 5.35 6.37 | 4.41
tv80s 1.62 | 1.13 0.71 0.66 | 1.03 | 0.62
usbf 5.79 | 4.22 2.56 2.33 | 2.91 | 2.18
s38417 2.33 | 1.76 1.25 1.16 | 1.54 | 1.15

s38584 2.56 | 2.36 1.91 2.08 | 2.09 | 1.82

Table 5.22: Average Power Consumption (mWatt).

160



Benchmark RF Proposed Method
Cores P=0 P=08 P=1
ethernet | 38.43 | 37.98 29.73 37.19 | 31.26 | 29.57
des3 35.38 | 32.63 31.13 31.75 | 32.10 | 31.8
aes_cipher | 41.57 | 40.79 38.88 39.68 | 40.82 | 38.44
wb_conmax | 32.09 | 31.49 30.11 30.72 | 31.78 | 29.75
tv80s 30.57 | 28.93 27.54 27.35 | 28.6 | 27.24
usbf 33.53 | 31.25 28.86 28.52 | 29.37 | 28.31
s38417 29.12 | 28.14 27.29 27.13 | 27.78 | 27.11

$38584 30.3 | 29.88 28.29 29.32 | 29.36 | 28.8

MFA | FA

Table 5.23: Temperature (Celsius Degrees).

Benchmark REF Proposed Method
Cores P=0 P=08 P=1
ethernet 77.89 | 77.28 75.48 76.46 | 71.48 | 72.14
des3 90.61 | 88.80 84.01 80.67 | 80.55 | 80.21
aes_cipher | 84.76 | 84.54 83.47 83.02 | 84.41 | 82.47
wb_conmax | 93.8 | 93.37 92.13 92.25 | 93.68 | 91.35
tv80s 42.01 | 41.91 39.98 38.24 | 39.82 | 38.22
usbf 23.95 | 23.88 22.60 21.86 | 22.60 | 21.83
s38417 93.23 | 91.96 86.77 79.29 | 84.59 | 79.25

s38584 86.87 | 84.89 79.74 80.02 | 79.63 | 77.51

MFA | FA

Table 5.24: Transition Fault Coverage (%).

Tables 5.22 5.23, 5.24 present the average power consumption, the steady temperature
and the transition fault coverage of the RF, FA, MFA and the proposed method for all
benchmark circuits. In particular, for the proposed method we present results for P = 0,
P =0.85 and P = 1. In the first case (P = 0) only a small number of scan cells is power
constrained and thus this case provides results which are closer to the RF method than the
other methods. On the contrary, in the P = 1 case all scan cells are power constrained,
and this case is similar to the FA method. It is obvious that in all cases the proposed
method offers power consumption and temperature that is very close to the most power-
efficient FA method, while at the same time it offers un-modelled defect coverage that is
very close to the RF method. Therefore, we conclude that the proposed method combines
the advantages of both FA and RF method, and it offers high un-modelled defect coverage
without any adverse impact on power dissipation and temperature during testing.
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CHAPTER 6

CONCLUSIONS

This research has focused in the development of an efficient, integrated and computational
friendly methodology able to minimize the test cost of moderate, large and very large
multi-core, DVFS-based SoCs with voltage islands while power constraints are met. We
have introduced Time Division Multiplexing (TDM), a novel method for testing DVFES-
based SoCs with multiple voltage islands. We have presented three power-aware test
scheduling approaches that effectively exploit the advantages offered by the TDM method
at maximum level. Specifically, we proposed an integer-linear programming approach
able to produce optimal test schedules for SoCs of small and moderate size. For large
and very large SoCs, where the complexity of the ITLP model is cost prohibitive, we
proposed a scalable rectangle-packing /simulated-annealing approach able to provide with
near-optimal, cost-effective solutions. For early design-phase decisions as well as for cases
with strict CPU-time limits, a greedy approach was proposed that delivers fairly good
results. In addition, we showed that the proposed TDM methods manage to compensate
effectively the given power constraints and derive test schedules that are close or equal to
efficiency to test schedules that are derived without taking into account power limitations.
Experimental results on two industrial SoCs show the superiority of the TDM-based
approach against conventional approaches.

We have extended the TDM method with Space Division Multiplexing (SDM) creating
a new Space and Time Division Multiplexing (STDM) methodology that offers a highly
efficient solution for multi-site test applications. In particular, we have shown that space
multiplexing permits the use of test access mechanisms (TAMs) that are narrower than
the wrappers of the embedded cores in an SoC while time multiplexing can exploit the
available frequency bandwidth to parallelize test application, thereby minimizing the ad-
ditional time overhead. Experimental results prove that STDM outperforms both TDM
and non-TDM methods in multi-site test applications. The gain margin in test time is
even greater in practical scenarios where ATE channels constitute an expensive resource
and only a small number of channels is available per chip. There are cases in which STDM
not only increases the multi-site factor, but it also offers shorter test time per device than
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TDM.

Furthermore, we proposed a branch-&-bound (B-&-B) technique to optimize the test
access mechanism for minimizing test-time when Time Division Multiplexing is used to
schedule tests. Initially, we proved that in order to maximize the benefits offered by TDM,
the underlying TAM should be tailored to TDM. Then, we mathematically derived a strict,
computationally simple and accurate bounding criterion that enables the proposed B-&-
B algorithm to rapidly prune more than 99% of the ineffective TAM configurations. We
evaluated the remaining TAM configurations using a fast greedy test-scheduling approach,
the use of which is justified by its high correlation (in evaluating TAM designs) with the
very effective (but much slower) simulated annealing approach. Experimental results show
that we manage to identify the most effective TAM configurations. For very large SoCs, a
global TAM distribution approach is proposed, which optimally distributes the TAM lines
into multiple SoC areas, in limited computational time. To the best of our knowledge, this
is the first TAM optimization approach that takes into account the unique characteristics
of multi-V;; SoCs and the benefits of the highly effective TDM approach, and offers a
complete solution to the test-scheduling problem for multi-V;; SoCs. Experiments on two
industrial SoCs, as well as on two very large artificial SoCs have shown the benefits of the
proposed method in both single-site and multi-site test applications.

Finally, we have introduced a critical path—oriented thermal aware ‘X’—filling for high
un—modelled defect coverage. Experimental results show that interconnection delays in
the area of a critical path can be fairly reduced creating a thermal safe neighbourhood
around it. Such a caution protects from failures which are caused by increased tempera-
tures during testing, and thus decreases yield loss. The proposed method succeeds this by
applying power-oriented filling to the unspecified bits of the test vectors that are more crit-
ical for delay failures. In addition, it has been shown that the proposed method succeeds
better un—modelled defect coverage in benchmark circuits than the existing X—filling low
power techniques in bibliography. The traditional power-oriented X-fill methods do not
correlate the thermal activity with delay failures, and they consume all the unspecified
bits to reduce the power dissipation at every region of the core. Therefore, they adversely
affect the un-modelled defect coverage of the generated test vectors. In contrast, the
proposed method fills the non-critical unspecified bits using a probabilistic model based
on output deviations that increase the un-modelled defect coverage of the test vectors.
Overall, the proposed method offers a fair trade—off between critical paths delay and
un—modelled defect coverage. Due to its nature, it may complement the formulation of
the problem to be solved in many existing thermal and power aware techniques.

Concluding this research work, we would like to mention that the proposed method-
ology can be effectively extended and form the basis for testing effectively newcomers in
the SoC design industry such as the 3D SoCs. Early results have been presented in [237].
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APPENDIX A

SOC CONFIGURATION FILES IN THE
SIMULATION FRAMEWORK

A.1 Example of industrial SoC test configuration file

Fig. A.1 shows the configuration file of the industrial SoC, SoC-A. Such files are used as
input to the SoCT DM Scheduler tool to define the SoC under test. The extension of the
file is .soc.

A.2 Example of TAM configuration file

Fig. A.2 shows an example TAM configuration file that corresponds to the SoC-A. Such
files are used as input to the SoCT DM Scheduler tool to define the TAM of the SoC
under test. The extension of the file is .tam.

A.3 Example of benchmark core configuration file

Fig. A.3 shows the configuration file of the Fthernet core, that belongs to the IWLS suite.
The configurations of cores from the IWLS and the ISCAS suite have been derived using
the design flow for benchmark cores, described in section 4.2. These files are incorporated
in the SoCT DM Scheduler and can be used directly for the creation of artificial multi-core
SoCs.
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(C4,V1) 524.00
(C5,V1) 0
(C&, V1) a
(C7,¥1) 170.00
(Ca8,¥1) &00.00
(Co,v1) 110.00
1
[ Bl B2 ]

(I1,v2) 200
(I2,v2) 100
(I3,v2) 100
{I4,V2) 0
(c1,v2) s00
(c2,v2) 95
{c3,v2) 220
{C4,V2) 500
(C5,V2) 475
(C&,V2) 375
(c7,v2) 170
(ce,v2) 950
{ca,v2) o
(c1,vz) 20
(c2,v2) 20
(c3,v2) 20
{c4,v2) 20
(C5,v2) &0
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(c&,v2) 20
{ca,v2) o
c1,7v2)
(c2,7v2)
(C3,7v2)
(C4,7V2)
(C5,7V2)
(C6,7V2)
(C7,7v2)
(C&,7V2)
(ca,v2)

(F4) 25]

(I1,v3) 100
(I2,V3) 50
(I3,v3) 50
(I4,V3) 0

(c1,v3)
(c2,v3)
(c3,va)
{C4,V3)
C3,v3)
(C&,V3)
(c7,v3)
(cs,va)
{ca,va)

(c1,v3)
(c2,v3)
(c3,v3)
{C4,v3)
c5,va)
(C&,V3)
(c7,v3)
(c&,v3)
{ca,va)

(I1,74)
(12,74)
(I3,74)
(I4,74)

&00
160
340
700
a0o

o (cs,

(C1,73)
(c2,73)
(c3,73)
(C4,73)
(C5,73)
(C&,73)
(C7,73)

C&,v3)
(co,v3)

(=S R}
wn

(c1,v4)
(c2,v4)
c3,v4)
{C4,V4)
(C5,V4)
(C&,V4)
(c7,v4)
cs,v4)
{Cc9,v4)

{(c1,v4)
(c2,v4)
(c3,v4)
{C4,V4)
C5,V4)
(C6,V4)
(c7,v4)

V4) 80
{ca,v4)

156.83
15.68
41.99
85.73
152.38
151.93
41.93
425.15
[u}

1600

1600
1200
&00

3200

.
=]

=1

[ T
=]

=]

(C4) I2 (C5) I3 (C&) I3 (C7) I3 (C&) I3 (C9) I4]

(C1,v4) 79.

(cz,v4) 0

(c3,v4) 0
0
7

-1
ma

(C4,V4)

(C5,v4) 77.91
(C&,V4) 61.51
(C7,v4) 16.98
(Ca,v4) 309.94
(ca,v4) 0

Figure A.1: SoC configuration file.

[ (C1) Bl {C2) Bl (C3) B2 (C4) B2 (C5) Bl (C&) B2 (C7) B2 (C28) Bl (C9) Bl ]
[ (I1) 800 (I2) 800 (I3) 1700 (I4) 200 ]

Figure A.2: TAM configuration file.

'0 corresponds to N/A
'Islands of the chip
'Names of Cores

'Cores per island
'Voltage settings

!in MHz

'TOM support frequencies
'ATE frequency

'Fmax per Island

! 5tate retentio time

'Power consumption

'Names of buses
'Rssignment of Cores to buses
'Power constraint per island

A.4 Example of configuration file for the creation of an artificial
SoC

Fig. A.4 shows an example of a configuration file for the creation of an artificial SoC.
It is used by the SoCT DM Scheduler to produce the floor-plan, the SoC and the TAM
configuration files of the artificial SoC. The extension of the file is .init2D.
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Geometry: [ 2.c000 0.0000 412.3050 417.2006 ] !Core box in um

FQ: [ (F1) 480 (F2) 288 (F3) 188 (F4) 58 (F5) 25 ] lin MHz
TI_TIME: [ (FL,v1) ® (F2,V1) 6620.388 (F3,V1) 13241.50@ (F4,V1) 26483.200
(F5,V1) 52966.488 (F1,V2) @ (F2,V2) 6785.955 (F3,V2) 13911.618
(F4,v2) 26823.82@ (F5,V2) 53647.648 (F1l,V3) @ (F2,V3) 6791.858
(F3,V3) 13582.119 (F4,V3) 27164.228 (F5,V3) 54191.848
1 lusec
P_CORE: [ (F1) @ (F2) 4727@ (F3) 25@@5 (F4) 13755 (F5) 384 ] 'Power consumption in uW
SP_CORE: [ (F1) @ (F2) 2413 (F3) 2413 (F4) 2413 (F5) 2413 ] !Static power consumption in uW
Figure A.3: Benchmark core configuration file (Ethernet).
CORETIYPE: [ 338417 1 338584 1 sach7 2 saes_core 1 !Embedded cores in the artificial 5S5oC
3des_perf 1 smem ctrl 1 spci_bridge32 2
stwvi0s 1 susb_func 1 swb_conmax 1 ]
NISLANWD: [ 5 ] "Murmber of islands in the artificial Sol
NBUS: [ 2 ] 'Number of TAM buses in the artificial Sol
V_LEVEL: [ (V1) 0.95 (V2) 1.1 (V3) 1.25 ]
V_ASSIGN: [ (I1y W1 (I1) W2 (I1) V3 (I2) V1 (I2) V2 (I2) V3 (I3) V1 Iivailable voltage settings per island

(I3) va (I3) V3 (I4) V1 (I4) V2 (I4) V3 (I5) W1 (IS) V2 (I5) V3

Figure A.4: Artificial’s SoC configuration file.
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APPENDIX B

SOCTDMSCHEDULER

B.1 Introduction

The SoCT DM Scheduler aims to provide small, medium, large and very large multi-core
SoCs with efficient test schedules that are derived using TDM methods. It is addressed to
two user groups. First, to researchers that are activated in the SoC testing area and need an
experimental and evaluation framework for SoC test scheduling methods. Second, to test
designers that seek new, cost-effective ways to test SoCs. A description of its functionality
is given below. The tool is available on-line (http://sonetto.teiep.gr/soctdmscheduler/).

B.2 SoCTDMScheduler’s functionality

B.2.1 TDM-based test scheduling functionality

Fig. B.1 shows that users, via a graphical user interface (GUI), can:

e Select an SoC configuration file. As shown in section A.1, this file describes the SoC
design and the data required to perform test scheduling.

e Select a TAM configuration file. As shown in section A.2, this file describes the TAM
configuration of the selected SoC.

e Recalculate test times in an SoC configuration file, due to changes in a TAM bus
width,

e Create an artificial SoC design and test data using random data,

e Create an artificial SoC design using data that are extracted from one or more SoC
configuration files,

e Create an artificial SoC design using benchmark cores,
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85! SoC Testing using TDM Scheduling
SoC | RunTDM  Results  TAM  Multi-Site-Test  Eat SOC under scope:

| Select / Create Design 3 Insert design (soc file)
TDM Algorithms / Configuration 3 Insert TAM for design (tam file)
TAM under consideration (file) 4 Reconfigure Test Time due to TAM bus size
Graph Filter 4 Create random 2D multicore design

Create 2D milticore design using predefined cores in SoC »

Insert soc file(s) to extract core data

Create 2D multicore design from benchmark cores

Create design

Create 3D multicore design from benchmark cores

Create design specialized for partitioning

Figure B.1: Selection / creation of SoC designs in the SoCT DM Scheduler.

e Create a large partitioned artificial SoC design for evaluating the corresponding
TAM optimization technique.

In addition, the users, via GUI, can select / configure the algorithm that will be
used for the test scheduling process, as shown in Fig. B.2. The SA-RP and the Greedy
algorithms are supported.

The test scheduling process can be configured according to the user’s needs, as it is
illustrated in Fig. B.3. Specifically, users are able to:

e Select among two implementations of the Greedy technique, the normal and the
enhanced implementation. Shortly, we refer that in the enhanced implementation,
the rectangle packing algorithm gives higher priority to the placement of the large
rectangles in the bin.

e Define the parameters C'R, T;,;; and r of the SA algorithm. In addition, user can
select to run the SA-RP algorithm a number of times, using as first solution in every
next run, the output of the previous one.

e Define the maximum height of the bin (for computational reasons) and select among
a variety of rectangle packing implementations, such as best — area — fit, bottom —
left — rule, best — long — side — fit, best — short — side — fit. Details about each
method can be easily found in bibliography.

e Decide if the power consumption of an SoC during test should be estimated and
how. Specifically, the SoCT DM Scheduler uses the derived test schedule of an SoC
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85 SoC Testing wusing TDM Scheduling
Fun TDM  Results  TAM  Multi-5ite-Test  Exit S0C under scope:

Select / Create Design *

TDM Algorithms / Configuration 3 | Simmulation Annealing

TAM under consideration (file) 3 Greedy
Graph Filter » 2D 50C Configuration
3D 5oC Cenfiguration

Figure B.2: Test scheduling algorithms in the SoC'T DM Scheduler.

in order to capture in user-defined time intervals the power consumption. The cal-
culated values are written in a file called ptrace. The ptrace file along with the
floor-plan file of the SoC are used as input in the hotspot tool [204], to derive the
thermal profile of the SoC during test. Note that the sampling;ntvl parameter of
the hotspot tool should be equal to the above mentioned user-defined time interval
in order to acquire correct results. Moreover, the calculation of SoC’s power con-
sumption during test can be implemented using either the average power of the
embedded cores in a specified frequency or using a specialized file that describes
the test power consumption of the embedded cores in specific time intervals, that
normally corresponds to some hundreds clock cycles. Naturally, in the second case
the results are more reliable. Such specialized power consumption files have been
created for the benchmark cores.

Decide if at the beginning or the end of a specific test, an additional time is needed
for SoC and test configuration purposes. The required time data are fully described
in the SoC configuration file (section A.1) and the user should decide if they are
going to be used in the calculations or not.
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e Decide if intermediate results of the SA-RP process, namely sub-optimal test sched-
ules, should be derived for evaluation purposes or not.

e Produce the values of the TDM registers through out the test schedule. These data
are useful in real implementations of the TDM test method.

e Decide upon the core wrapper impact. Specifically, when the user activates this
choice, the SoC'T DM Scheduler reads in the SoC configuration file the user-defined
WPP widths of the wrapped embedded cores. Normally, the test time of each core
in the SoC configuration file is given based on a predefined WPP width (the default
WPP width is 8) that might be different from the one that user defines. In this
case the test times of the embedded cores are recalculated automatically by the
SoCTDM Scheduler.

e Decide if the derived test schedule will be power-aware or not. If user selects a
power-aware test schedule, then it can select between a power constraint for the
whole SoC or a power constraint per voltage island. The power constraint can be
defined via the GUI or in the TAM configuration file. Note that the static power of
the inactive cores during a test period is taken into account.

Fig. B.4 shows how users, via GUI, can execute the test scheduling process. The SA-RP
algorithm has been implemented in an asynchronous mode, so that it can be interrupted
at an time. In addition, when the test schedule process ends, the user can proceed directly
to the execution of the hotspot tool, as shown in Fig. B.5, and select the number of the
hotspot repetitive executions.

A variety of graphs can be produced for a test scheduling process. Fig. B.5 shows that
users, via GUI, are able to create the graph of:

e A test schedule,

e SoC power consumption vs test time,

e SoC temperature vs test time,

e Selected embedded core’s power consumption vs test time,
e Selected embedded core’s temperature vs test time,

e SoC floor-plan. In this case, users can select to load the thermal and the power profile
of the SoC too. Then, SoCT DM Scheduler is able to create a video-like output that
shows the development of the temperature in the embedded cores during test. The
transitions in the temperature of each core are depicted as colour transitions.

Example SoC-related graphs are shown in Fig. 4.7. Fig. B.7 shows a graph-properties
window that allows users to fully customize the graph presentation.
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ey

50C FRunTDM  Results  TAM  Multi-5ite-Test  Exit S0C under scope:

o' AlgorithmPropertiesForm

Greedy StateRetention

Implementation [] Enable

| Enhanced > | SA _mid_results

Simulation Annealing [ ] Enable

NoRenns  Step Init Temp Produce Register's Scheduling

0 | losss | [a0 | [ Enable
Mumber of changed Tasks per trial

3

| Wrapper_Impact
[] Enable

Power Test

] Enable
2D bin packing Power Limé

Binheight

|5000000 [ TotalSoC
Implementation |214?433E-4?
| BottomLeft Rule o |

Implementation

|Nnrrna| R |

Produce Ptrace

Enable Period:

Use Intervals? [ |

Figure B.3: Test scheduling configuration in the SoCT DM Scheduler.

! SoC Testing using TDM Scheduling

Fun TOM | Results TAM  Multi-5ite-Test  Exit S0C under scope:
TOM for 20 designs
TOM for 3D designs

Cancel

Figure B.4: Execution of the test scheduling process in the SoCT' DM Scheduler.

B.2.2 Functionality for TAM optimization

The SoCT DM Scheduler provides with a complete set of tools for TAM optimization.
These tools are accessible via the menu item T AM, as shown in Fig. B.8. As it is illus-
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oz

50C FRunTDM  Results  TAM  Multi-5ite-Test  Exit Design under scope: ARTSoC

Important Cuery

o Run Hot5Spot?

Figure B.5: Execution of the hotspot tool in the SoCT DM Scheduler.

o5 SoC Testing using TOM Scheduling

S0C FRunTDM | Results | TAM  Multi-Site-Test  Exit SOC under scope:
Load Schedule (20 design)
Load Schedule (30 design)
Load ILP Schedule (2D design)
Load Temperature Graph

Load Power Graph
Load 5oC Ptrace Graph
Load Ttrace Graph

Load Core Ptrace graph

Load Floorplan

Figure B.6: Test scheduling process presentation in the SoCT DM Scheduler.
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Figure B.7: The graph-properties window in the SoC'T' DM Scheduler.

trated, the user can:

e Enter in the TAM optimization environment,

e Calculate the optimal distribution of a set of test channels in the partitions of a
large SoC using a predefined set of TAM configurations per partition,

e Calculate the test load in each partition of a large SoC,

e Calculate the distribution of a set of test channels in the partitions of a large SoC
in proportion to the test load of each partition.

In the TAM optimization environment, the user is able to select the SoC of interest
and customize the TAM optimization process according to the needs. Thus, as shown in
Fig. B.9, the user can configure the following parameters:

e The parameter flexibility concerns an heuristic method for TDM-based TAM op-
timization, not presented in this thesis. It is still in an experimental stage.
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85 SoC Testing using TOM Scheduling - O *

SoC  RunTDM  Results | TAM | Multi-5ite-Test  Exit SOC under scope:
Optimize TAM of design
Find Sclution (Partiticning)

Calculate Load Per Partiticn

Solution based on Loads

Figure B.8: The TAM optimization environment in the SoCT DM Scheduler.

e The parameter InitWrapperSize refers to the default WPP width of each core’s
wrapper in the SoC, according to which the test time of this core has been calculated.

e The parameter Min Lines refers to the minimum number of the test channels
that can be assigned in a TAM bus.

e The parameter Max Lines refers to the maximum number of the test channels
that can be assigned in a TAM bus.

e The parameter method refers to the TDM algorithm that will be used to evaluate
each TAM configuration. The values '0’ and ’1’ corresponds to the GRD and the
SA-RP methods.

e The parameter Max Buses refers to the maximum number of the test buses that
can be used in a TAM.

e The parameter Console iterations is related to console presentation issues.

e The parameter Number of solutions refers to the number of the derived so-
lutions that should be stored, when the TAM optimization process finishes. For
example, if we use the value five, then the five best TAM configurations will be
stored. An example of a solution is given in Fig. B.10. The extension of a TAM
configuration file is .c2d.

e The parameter Use extended LB refers to the calculation of the LB used in the
B-&-B algorithm. If it is not selected, then only the ideal LB is calculated (see
section 3.5.3).

When the TAM optimization parameters have been set, the user can proceed in the
execution of a variety of processes that are related to the TAM optimization. Specifically,
the user is able to:

e Execute the TAM optimization process in small and medium SoCs for single-site
and multi-site test,
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e Execute the TAM optimization process in the partitions of large and very large SoCs
for single-site and multi-site test,

e Derive random TAM configurations for evaluation purposes,

e Derive every possible TAM configuration, without rejecting any of them due to LB
criterion,

e Execute the TAM optimization process using the heuristic method,

e Execute the global TAM distribution process, to assign the optimal number of test
channels in each partition of a large / very large SoC,

e Produce an SoC and a TAM configuration file from the derived solutions, for eval-
uation purposes,

e Create and / or redefine partitions in a large and very large SoC using either a
manual or an automated way,

e Create statistical information that is related to the TAM optimization process.

!

=]

SoC  RunTDM  Results TAM  Multi-Site-Test  Exit Design under scope: ARTSoC

5! Optimize - d *
Optimization
Flexibility(%)
70 v
; X Optimize pe
InitWrapperSize Optimize Random Modes
Get Randomly Selected
Min Lines Produce Testbench
Write Core Partitions
Write Subsets
- Heuristic
Max Lines Optimize with Parttioning
Create SoC Partitions
Optimize per Partitioning
Optimize using Loads
——— ATE Lineg Per Partition
|I| Optimize Each Partition
Calculate Test Time w SA
Max Busses Count Nodes in a Tree

I

Console terations

100000 |

Number of Solutions

[] Use Extended LE

Figure B.9: Configuration and execution of processes in the TAM optimization environ-

ment.
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CORE_ASSIGN: [ 1:C1 €2 C3 C4 C5 €6 C7 CB €9 €10 C11 C12 ]
BUS_ASSIGN: [ (C1) Bl (C2) Bl (C3) Bl (C4) Bl (C5) Bl (C6) BL (C7) Bl (C&) Bl (C9) BL (Cl0) Bl (C11) Bl (C12) Bl ]
LINE_RSSIGH: [ (B1) Li& ]

TSED_BUSES: 1

USED_LINES: 16

LE: 21913.32

IST: 220982.82
Figure B.10: TAM configuration file.

B.2.3 Functionality for STDM-based multi-site testing

The SoCT DM Scheduler provides with the needed tool-set for STDM-based multi-site
testing. These tools are accessible via the menu item Multi—site Test, as it is illustrated
in Fig. B.11. The following actions are supported:

e The user, based on a predefined SoC and TAM configuration, can alternate the
WPP width of the core wrappers in the SoC and create a new valid SoC and TAM
configuration file.

e The user can produce multi-site-oriented test schedules based on the TDM methods.

e The user can produce multi-site-oriented test schedules based on the STDM method.

85 SoC Testing using TOM Scheduling — O >

SoC  RunTDM  Results TAM | Multi-Site-Test | Exit SOC under scope:
Create files for Multi-5ite Testing

Run TDM for Multi-Site Testing

Run STDM for Multisite Testing

Run 5TDM for 50C w/ various wrappers

Figure B.11: STDM-based multi-site testing in the SoC'T'DM Scheduler.
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