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ABSTRACT

Christina Seventikidou, M.Sc. in Data and Computer Systems Engineering, Depart-
ment of Computer Science and Engineering, School of Engineering, University of
Ioannina, Greece, 2022.

Function Extrapolation through Differential Equation Learning.

Advisor: Aristidis Likas, Professor.

With the existence of different phenomena that are evolved in time, often there is
the need to find a function that can describe them in order to draw inferences and
make predictions. A characteristic example is time series prediction, where we are
given the values of a function within an input range and we aim to predict future
values outside the range (extrapolation). In continuous problems, the time-evolution
can in many cases be described by differential equations. In this thesis we will focus
only on problems that can be described by ordinary differential equations and in
particular by first order differential equations.

The objective of this thesis is the design and implementation of an approach
inspired by neural networks and differential equations, in order to study the extrap-
olation ability of a function based on a given data set. The typical approach would
be to train a machine learning model (here a neural network) based on the available
function values and then use this model for the extrapolation task. In the proposed
method, we assume that this model is the solution to an unknown differential equa-
tion. If we manage to find out the differential equation that describes the model in
time evolution, then we can use it to obtain good extrapolation results.

Given a set of examples (%;,;), where t¢; belongs to a training domain I, we first

train a neural network N;(t). Since we have N;(t) we can compute the derivative

dN;
dt

and define a differential equation model in the form dé\f = g(N(t;w)) where g(.)
involves one or more neural networks. The parameters of the differential equation

model (w) are specified through training, so that the differential equation is satisfied

vii



at various points of the training interval. Once we obtain the differential equation
model, we can solve it with a numerical method and use this solution to find the
function values outside of the interval I. The proposed method has been tested on
several problems and we will present the experimental results as well as the empirical
conclusions regarding the efficiency of extrapolation.

Keywords: machine learning, deep learning, neural networks, differential equations,

extrapolation
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EXTETAMENH IIEPIAHWH

Xptotiva Xefevtixidov, A M.X. otn Mnyovixn Aedopévwy xor YToAOYLOTIXWY XVOTY-
pwatwy, Tuquo Mnyavixoy H/Y ko ITAnpopopixng, [loAvtexvixy XyoAn, [laveriotiuto
Twovvivwy, 2022.

[TpbBAcPN LEANOVTIXWDY TLLWY CLYAPTNOYG UE LabNom Tng dtapopixng eEloworng Tov
povtehomotel ™y eEEALEN Tng.

EmpAemwv: Aptoteidng Adxag, Kabnyntnis.

Me v OmapEn SLopopeTix®y QaLvouévwy Tov eEgAlocovTal 6To YPOV0o, GLYVA
LVTTAEYEL M oy xn Vo Bpebel pLtar cLYAPTNOYN TTOL VO UTTOPEL VO TaL TTEPLYPAUPEL TTPOXEL-
uwévou va e€oryfody ovumepdopata xor vo yivovy mpoBAédets. ‘Eva yopoxtnolotind
TOPASELYUO Elva M TTPOPBAEPT X POVOOELPWY, OTIOL oG FLVOVTOL O TLUES ULOG OLVAO-
™MoNG UEoo O €Var OLAOTNUO TULWY XA GTOYXEVOLUE VO TTPOBAEPOLUE UEANOVTLKES
Tipég extdg Tov draotiotog (tapéxtaon, extrapolation). T cuveyy TEOPRAALOTAL,
N XEOoVLXY] EEEALEN UTTOPEL OE TTOAAEG TTEQLTTTWOELS YO TTEQLYQOPEL [LE SLOLPOPLXES EEL-
owoeLs. Ze avt) T OtatplPn Bo eotidioovpe poOVo o TEOPRANUOTA TTOL LTTOPOVLY VoL
TEPLYPOPOVY pe auvnbelg StapopLxég eklooelg xo Litaitepo e dLapopLxég eELaw-
OELE TTPWTYG TAENC.

210)0G TNG TOPOVOOG DLTTAWUATIUNG EQYAOLOGS EIVOL O OXEDLATUOG XOL 1) EQAOULOYY
ULOG TTPOCEYYLONG EUTIVEVOUEVYS OTTO VEVPWVLXA OLXTLO XL SLOPOPLXES EELOWOELG,
TIPOXELULEVOL Vo HEAETNOEL 1 SLVATOTNTA TAPEXTOONG OGS OLVAPTNOYG, UE [dom
éva dobév ovvoro dedouévwy. H tuminn mpoogyyton Hoa Ntay va exmtandedoovpe €va
(LoVTENO Uy ovixic Lébnorg (€3¢ vevpwyixd 3ixTuo) yenotpomoLwvtog To dtoféotpo
OUVOAO OESOUEVWY XOL GTYN CUVEXELX VO YOMNOLLOTTOLOOLUE OVTO TO UOVTEAO YLOL
TNV TOPEXTOOY. XTNY TEOTELYOUEYY] LéDodo vTtobéTovpe ATl AL TO TO PLOVTEND Elval 7
AOOT pLog Yvwotng dtopopixng eElowong. Ay xatoapépovue vo Bpodue ™ Stopoptun

eElowaon TOL TEPLYPAPEL TO LOVTEAO XATA TNV EEANEY] TOL YPOVOL, TOTE ULTTOPOVUE
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vou TN Aboovpue pe pLor optpuntixn pébodo. Mopobue vor EXUETOAAEVTOVUE LT TN
AOOM YLOL VO ETILTOYOVILE XOADL ATTOTEAECLOTOL TTOREXTAOYG.
AapPavovtog vty Eve GOVOAO TTOPOSELYLATOY (t;, y;), OTIOL TO t; avfxEL OE Eva

daotnua I, opyind exmondeovpe Evar vevpwyxd dixtvo N;(t). Epbdoov €xovpe to

’ 7 4 dNZ
Ni(t) umopobpe vor LTTOAOYIGOLUE TNV TTOEEYWYO Tt

Srapopixrs eElowong pe T nopen L = g(N(t;w)) 6mov 10 g(.) TepLhauBdhvel éva

XOL VO 0PLOOLUE €Vl [LOVTEAO

N TEPLOTOTEPA VELPWYLXA BixTLO. Ol TTAPAUETEOL TOL LOVTEAOL SLAYOPLUNG EELTW-
ong (w) xabopilovtar péow tng exmaidevorg, étol Wwote N dtapopxy eElowon va
LXOVOTIOLELTOL OE JLAPOPX OMUEiot TOL SLUOTNULATOS exTtoidevors. Katd ouvéreLa,
wOALg Anebel To povtéAo drapopixng eEloworng, UToPodUE var To AOGOLUE Ue opLb-
untixég pebiddovg xal vou YPNOLULOTOLOOLUE aLTY TN AVOY YLow vor BPOVUE TLG TLUES
™G oLVEPTNONG exTOg Tou Stootiuatog 1. H mpotetvduevn pébodog Exer doxtpo-
o7tel oe TTOAANG TTPOBANpoTor xol Bo TTOPOLALAGOVLUE TOL TLELPAUATLXA OTTOTEAEGLOLTOL
oL TTPOEXLYP Y x B XAl TA EUTELPIUE CLUTIEPACUOTO AopBAavovTog LTOYNY TNV
OTTOTEASOUATIXOTNTO TG TTRPEXTATYG.

A€Eetg-xAeLtdLd: pnyovix pabnon, Bobid nébnoy, vevpwvixd dixtuo, SLopopLxrég

eElotroetg, Topéxtaor(extrapolation)



CHAPTER 1

INTRODUCTION

1.1 Motivation
1.2 Approach and contribution

1.3 Thesis outline

1.1 Motivation

People use their knowledge and instinct to solve mathematical problems every day
in real life and obtain inferences. Mathematics are often hidden behind many tasks,
hence a solver should educe the necessary information and formulate it in math-
ematical language to get the answer. Machine solving problems with sophisticated
intelligence, as well as mathematical problems has been a topic of interest to scientists
for decades [1]. As hardware and software tools have improved and computing power
has increased, implementation became faster, making artificial intelligence, and more
specifically deep learning, a direction for solving complex mathematical problems.
In particular, neural networks have gained great popularity in applied mathematics
problems, such as differential equations deploying machine learning and artificial in-
telligence concepts. An ordinary differential equation is used to describe the dynamics
of a physical system that changes over time. These systems span many disciplines,
including health sciences, epidemiology, biology, finance and even climate. Modeling
the changes in these systems and making predictions can be a difficult task.

Data driven approaches to the study of dynamical systems have gained attention.

Recent research in data-driven prediction has been heavily influenced by machine

1



learning and in particular by neural networks [2] [3]. Neural networks have been
used to solve differential equations [4] [5], and recently in a variety of methods
such as, ordinary differential equation networks (ODENet) [6], deep residual learn-
ing [7] and deep operator networks (DeepONet) [8]. These approaches aim to model
the dynamics of an intricate system. Subsequently, an other group of methods has
evolved, called physics-informed neural networks [9] [10]. The goal is for neural net-
works to approximate the evolution of the system after training, by applying physical
laws. These methods represent a breakthrough, along with other methods that have
followed, addressing the challenges of modeling dynamical systems in a variety of
applications. Some examples include health sciences [11] and ecology [12]. Although
prediction methods have evolved, the wide range of complex systems in nature still
requires the development of new and improved techniques [13].

The motivation for this thesis was triggered by combining neural networks and
differential equations, to conduct a study and test a method based on neural networks
for extrapolation and future states forecasting. Based on a given set of examples, we
aim to exploit differential equations in order to learn a function in the evolution of

time.

1.2 Approach and contribution

The main contribution of this thesis is the comprehensive study, design and imple-
mentation of an approach, influenced by a range of concepts, from neural networks
and numerical methods to differential equations and dynamical systems.

The proposed method attempts to predict the future values of a function and
more specifically of a time series. For continuous problems the time-evolution can
be described by differential equations in many cases. In this thesis we focus only
on problems that can be described by ordinary differential equations (ODEs) and in
particular by first order ODEs. Given a data set of examples (¢;,y;) where ¢; belongs in
an interval I, we initially train a neural network in order to approximate the function
that describes these data in I. Afterwards we discover the differential equation that
is satisfied by this function, which is called differential equation model or numerical
ODE. The main research question is whether the solution of this differential equation

model can achieve good extrapolation, which means whether it can be used to describe



y; outside I. We aim to compare the proposed method with the initial trained neural

network regarding extrapolation performance, and draw conclusions.

1.3 Thesis outline

This thesis consists of 5 chapters:
Chapter 1: It is a general introduction about the scope of this thesis, some related

work, the approach and motivation of the thesis.

Chapter 2: It is devoted to an overview of the background and theory relevant to this
thesis. We expound on ordinary differential equations and the initial value problem,
focusing on numerical methods to solve them. We also analyze and implement a
neural network solver for first order differential equations[4]. In addition, we intro-

duce the background theory for machine learning, neural networks and extrapolation.

Chapter 3: A detailed description of the proposed method is presented. The chapter

contains the explanatory analysis of each step, as well as the summary of the method.

Chapter 4: In this chapter, the implementation details for the proposed method
are presented. Also, the chapter contains the analysis of the experimental results for
problems where we know the differential equation as well as for the case where the
differential equation is unknown.

Chapter 6: Finally, this chapter contains a discussion of the results, a summary

of the thesis and suggestions for future work.



CHAPTER 2

PRELIMINARY CONCEPTS AND METHODS

2.1 Machine Learning
2.2 Numerical methods for solving ordinary differential equations

2.3 Extrapolation

2.1 Machine Learning

The study of machines which perform tasks and solve problems that are considered
to require intelligence is called artificial intelligence, Al for short. Machine learning is
a discipline of Al and computer science, which uses algorithms and data to mimic the
human learning process. In particular ML focuses on the use of parametric models,
which are trained on a set of representative examples and have the ability to gen-
eralize in order to answer questions for new examples and make predictions. The
history of ML dates to many years back, when in 1950 Alan Turing had the idea of
“Turing Test” to study if a computer has true intelligence. Afterwards, in 1952, the
first computer program that could play checkers was developed by Arthur Samuel, a
pioneer in the field of artificial intelligence. The program had the capability to learn
new strategies and enhance its performance by playing. Subsequently, Frank Rosen-
blatt designed perceptron (the first computer neural network) to imitate the human
brain. By 1990s, machine learning obtained a more data-driven figure and programs
extracted conclusions from big amounts of data training. Since then there have been

many breakthroughs in the field that tackle previously unattainable challenges [14].
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Machine learning can be viewed as a technological field of study that consists of self
learning algorithms that automatically improve themselves and learn by using given
data so that they are able to make conclusions, as well as generalize for new data.

The there basic features of a machine learning algorithm (model) are:

1. Define the hypothesis space, which means that we have to make an assumption

about the suitable model for our problem, with its corresponding parameters.

2. Furthermore, we have to define an evaluation function, to answer whether a
model linked with its parameters is sufficient or not. A good model is the less

mistaken with the proper parameters.

3. Define optimization method. We have to determine a way to optimize the pa-

rameters during the training.
Machine learning algorithms can be categorized in three basic problems:

¢ Supervised Learning: It is the machine learning task of learning a function from
a given data set with the target variable available. The model is trained on the

training data and then it is tested for its generalization ability on new data.

* Unsupervised Learning: Compared to supervised learning, there is no teacher
to correct the model, since the given data are unlabeled and the target value is
not available. The main problems addressed are finding hidden patterns in the

data, such as clustering, anomaly detection and density estimation.

* Reinforcement Learning: Describes a class of problems where an agent operates

in an environment and must learn using feedback from this environment.

Due to the algorithms that are used in this thesis, only supervised learning will be
analyzed further [15] [16].

2.1.1 Supervised Learning

Supervised earning is so called because the learning process is aided by the given
label of observation variables. In particular, a data set consists of examples, each of
which has a set of features or attributes and a target variable, called class/label. The
goal of supervised learning is to learn the mapping between the features and the

target. In order to learn, the data set is divided into a training set and a testing set.
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The training set is used during the training process, when the mapping is learned, by
using the ground truth labels. The testing set is used only at the end to test whether
the inferred learning algorithm achieves generalization, which means whether it can
also map the features to the corresponding labels of previously unseen data [17].

The procedure of supervised learning can be described as follows:

Given a set of n data points {(x;,vyi)}i—123. n , Where x; € R" is the input vec-
tor/features of the i,, example and y; € R? is the ground truth label/class, a learning
algorithm tries to learn the function f : R" — R? such that y; ~ f(z;). The function
f is a parametric model and after the training phase the best parameters are found,
based on the training set. The goal is to infer a function f that can also be represen-
tative for new data points in the interval of training[18].

Supervised learning can be categorized into two types of problems:

Classification: The algorithms recognize specific input values/features and classify
them to categories.

Regression: An algorithm is used to map the input values/features to a continuous
value and not a class.

There are many algorithms, methods and applications of supervised learning. Due
to the objective of this thesis, further analysis will focus on artificial neural networks,
and in particular feed forward neural networks. Artificial neural networks and more
specifically deep neural networks are the basis of a subset of machine learning that
has evolved, Deep Learning. We will move sequentially from the most basic of neural

networks to further extensions.

2.1.2 Artificial Neural Networks

The first computer neural network that attempted to mimic a human neuron is called
Perceptron. It can be concerned as a mathematical linear model for binary classifi-
cation. As a single neuron it can learn only linearly separable patterns, that is, the
algorithm takes binary classified input data and outputs a line or hyperplane that
attempts to separate data of one class from data of the other. The parameters of the
algorithm is wy, called as bias and a set of weights w;, that correspond to the feature
vector.
Mathematically the model can be described as follows:

Given a training set of N examples each of which has a feature vector x = [z, 2, ..., T



and a target variable of two classes ¢t with ¢ € {w;,w,}, the problem is to compute
the unknown parameters wy, and w;, ¢ = 1,2,3,...,n in order to define the decision
hyperplane.

Artificial neural networks are computational networks biologically inspired by
the human nervous system. Perceptrons can process data with binary output, while
there are many more complex problems to be solved. The initial idea behind artificial
neural networks is to stack perceptron units, in order to create layers. The layers are
in fact linear functions that apply linear transformations to the input vector. After the
linear transformation, it is important the processing element to pass through a non
linear function, called activation function. The use of nonlinear activation functions
after a linear transformation allows the inference of any type of function that maps
the inputs to the corresponding outputs, even if it is a complex mapping. Thus they
can be viewed as functional approximation machines. Conventionally, the activation
function is the same for all the layers and all the neurons are activated except from
the input units.

One typical activation function is the Sigmoid, which is non linear as should be
and continuous, so the neural network is differentiable and this helps the optimization
process. Sigmoid function is given by

1

= 2.1
e (2.0

o(x)
The architecture of the an artificial neural network is as follows:
e Input layer: Accepts the feature vector x = [z, xo, .., ]

¢ Output layer: It is the last layer of the network that has one node for each value

of the output.
e Hidden layers: The layers between the input and the output layer.

Some extra important notes for the structure of neural networks include that
neurons in the same layer do not connect to each other and the neurons of one layer
are linked with the neurons of the next and previous levels only. There has to be at
least one hidden layer in the neural network. The number of hidden layers is called
the depth of the network — thus the term of deep neural networks and deep learning.

Also, the number of nodes in a layer is called the width of the layer.
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Figure 2.1: Architecture of an artificial neural network

2.1.3 Feedforward neural networks

The Feedforward neural network is in fact a multi layer perceptron (MLP) and is
known as the simplest neural network and one of the most popular neural networks[19].
In the feedforward neural network, the output of a layer is input of the immediately
following layer, there is no connections between neurons in the same layer and the
computations are done sequentially. Firstly we have to define the architecture of the
network (H,dh, f), where H is the number of hidden layers, dh is the number of
neurons in each hidden layer and f is the activation functions to be used

The parameters of the model are the weights and biases, given by matrices W (i),
b(i) correspondingly, between layers i and i+1, with 1 < ¢ < L — 1. We assume that
we have L layers where the input layer is the first and the output layer the Ly,.

Particularly W (i) is a M x N matrix, where M is the number of neurons in layer
i and N is the number of neurons in layer i+1. As for biases, they are a vector M x 1,
where M is the number of neurons of layer i+1 (figure (2.2)).

Given a training set of N examples, each of them has a feature vector

T

X= [z1,%9,..,x,]" and a target variable t, the input layer is consisted of the feature

vector and the output is computed as follows:
e W(1)"X +b(1) = hy , hy is the vector of neurons of the first hidden layer

e the result is passed through a non linear activation function f(); so we have

f(l)(hl)
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Figure 2.2: Example of a feed forward neural network, here W (1) is n x 3, W(2) is
3x1,b(1)is3x1,b(2)is 1x1

o W(2)TfW(hy) + b(2) = hy, where hy is the vector of neurons of second hidden
layer

 we pass it through an activation function so we have f®)(hy)

e This process is repeated for all layers until we get the output.

Mathematically, an artificial neural network can be viewed as a function F': X —
Y, where X € R" is the input space, and Y € R? is the output space. The output of

the neural network ¢§ € R? for a given input x € R" is given by:
y=F(r)=

£ (w(m FED (L (WO £O (T fO (y(IT g, 4 pV) 1 p@) 4 ) ) LD (2.9)

This is as called,the forward pass of the feed forward neural network.

Training of neural networks - backpropagation algorithm

The goal is to learn the optimal parameters of weights and biases in order to infer
the model F' that maps the input vectors to the corresponding outputs, or F(z) ~ ¢
V(7,1) € training set. Initially, the parameters are random and a process of training
will correct them. The problem is approached as a typical optimization task. Thus an
appropriate cost function should be adopted and an algorithmic scheme to optimize

it.



Since we refer to a regression problem, a basic choice for the loss function, is the
sum of squares. Supposing that o(x,t) denotes the output vector of the network after

the forward pass of input vector x, with weights w we have
1
E(w) = > [t — o(x, )| (2.3)

The algorithm for the minimization of (2.3) can be gradient descent or a more
efficient version called stochastic gradient decent or any other gradient based opti-
mization method. With gradient decent we run through all the samples in the training
set for an update of a parameter in a particular iteration, while in stohastic gradient
decent, we use a subset of training samples, called minibatch.

The weights are updated iterative following the rule:

oF

- p% (2.4)

W1 = Wy

To apply gradient descent, we have to calculate the derivative. In 1986 Hinton

proposed backpropagation, influenced by the chain rule [20].

Theorem 2.1. (Chain Rule) Let g = (g1, ..,9,) : I — R"™ a differentiable curve. U C R"
open subset with g(I) C U and f : U — R differentiable. Then fog:1 — R differentiable
with

(fog)(t)=grad(f(g(t))(g'(t)) = %(g(t))gi(t) tot g (9(t))g,(t)

Vtel

The theorem follows [21].

Backpropagation intuition

We initialize the network with random parameters and we do a forward pass for
an example (z,t). The output of the network is o(x,t) and thus we have the error
of the network, given by (2.3), and we can back propagate it. To explain the back
propagation algorithm we will present a specific example, and then we will generalize.
One important note is that we use sigmoid function as activation function for all the
layers, except the first layer, and it is true that o’(t) = o(¢)(1 — o(¢)).

We have:

o X = [z, 15" =aV

10



W(1) AT
o N W)

I:. - .:r -

Figure 2.3: Example of a neural network that we apply back propagation

e b =W(1)TX — a® = g(h?)
e O =W (2)Ta® — 0= c(h®) =a®

o E(w)=1(a® —t)? and we need the derivatives % and %

We start from the output layer, and by using the chain rule we have:

OE  OFE 9a® 0n®
OW(2)  9al® OhB) oW (2)

| _OE
aw (2)

Afterwards, we continue the same process, starting from the last hidden layer until

= (a® =)o (M) (1 — o(h®)a?®

the input layer, here we have only one hidden layer.

OE  OE 0a® On®
oW (1) ~ 9a® 0n® W (1)

where

OE _ 9E 0a® on®
5@ = 940 oh® ga@ > Where

_ 2B g0y

~ i = o' (b)) = o (AO)(1 — o (1)

11



Backpropagation general form

In order to obtain a general form of the derivatives that backpropagation gives we
compute a quantity §. We assume that we have a network with L layers, that the first

layer is the input layer and the output layer is the L, layer.

¢ Output layer
o = (P —t)o(aP)(1 — a(a'P))

¢ Hidden layers
5 = isa(0(a®)(1 — o ()W (i)

Since it hold that
OF

= Giyaal)

oW (7)
we calculate the derivative and apply it in (2.4) for an appropriate value of learning
rate p.

For the paramater of bias we have that

oFE

obi) "

with i =2,.., L

There are many more details about neural networks in order to expand the topic
but with respect to the objective of this thesis, no further analysis will be done.
The main task in this thesis is regression with neural networks. There are many non
linear activation functions, like rectified linear activation function or ReLLU, Hyperbolic
Tangent or Tanh and SoftMax. In classification problems Categorical cross entropy
is the commonly used loss function, that is well combined with SoftMax activation

function.

12



2.2 Numerical methods for solving ordinary differential equations

2.2.1 Ordinary differential equations

Differential equations are a field of both pure and applied mathematics and is a
powerful tool in many areas of science, being used extensively in mechanics, physics,
biology, and geometry. Physical lows that govern phenomena can be written as ordi-
nary differential equations, so that the equations themselves represent the relationship
between physical quantities and their rate of change through these lows.

A differential equation is an equation that represents the relationship between
unknown functions and their derivatives. There are some types of differential equa-
tions, depending on their characteristics. Some of the most common characteristics
that play a role in categorising an equation are the order, whether it is an ordinary
or partial equation, linear or non-linear and homogeneous or not. With respect to
the scope of this thesis, we mention the ordinary differential equations (ODEs) and
the initial-value problem.

ODEs describe the change of a variable y(z) with respect to an independent vari-

able x and the general form of an n'* order ODE is given by (2.5)

ao(2)y + ay(2)y' + as(@)y” + ... + any™ + p(z) = 0 (2.5)

. o 2 o
where ¢’ = Z—i is the first order derivative, y" = 3732’ the second derivative and respec-
tively y™ = £¥ the n'" derivative.

The equation (2.5) can be written also as an implicit ODE of n order, as is called,

given by the form:

F(z,y, 9.y, .y™ D, y™) =0 (2.6)

or the explicit ODE of n order given by:

F(z,y,y,y", ..y ) = y™ 2.7)

The solution of an ordinary differential equation requires to define the type of the
ODE and follow the corresponding methodologies. Also, we have to mention that the
solution is a differentiable function as many times as the order of the ODE, which
verifies the ODE. However, in the scope of this thesis, we do not dive deep into how

to solve the general ordinary differential equation.

13



2.2.2 Initial value problem

An ODE that its solution satisfies a given initial condition is known as an initial value

problem (IVP). A n'" order initial value problem constist of two parts:

e the ODE, given by 2.5

e initial conditions which gives the values of y(t),%'(t),y"(t), ...,y™ (t) at a partic-

ular point, that can be written in the form:

(

y(to) = vo

Y (to) = 1

y”(to) = s (28)
¥ (to) = yn)

\

In the scope of this thesis, we introduce the first order initial value problem that is

given from the form
y() = fty), tela,b]

y(a) =yo

(2.9)

We suppose that f € C([a,b] x R) and the IVP given by (2.9) is satisfied by the function
y € C*([a,b]). Most of real-life situations, require the solution of an initial-value
problem to be modelled and they are complicated to be solved exactly. An approach
for their solution is to use numerical methods for approximating the solution of the
original problem. We present a brief description for some numerical methods further
down.

Before presenting methods for approximating the solution of a first order initial-
value problem, we need to consider some definitions from the theory of ordinary dif-
ferential equations. The main things to consider are about the existence and unique-

ness of a solution, as well as whether it is well posed.

2.2.3 The Existence and Uniqueness of Solutions

Definition 2.1. A function f(¢,y) : [a,b] x R — R is said to satisfy a Lipschitz condition

in the variable y, uniformly in t, if
(3L > 0)(Vt € [a, b]) (WY1, 92) = [f(t,91) = (8 42)] < Llys — 4 (2.10)

14



The constant L is called a Lipschitz constant for {.

Theorem 2.2. Assume that f(t,y) : [a,b] x R — R is continuous, differentiable and satisfies
the Lipschitz condition with respect to y, uniformly with respect to t, then for any inital

value yy € R the initial value problem
y(t) = ftyt), tela]
y(a) =yo

possesses a unique solution.

Well posed methods

Now that we answered whether an IVP has a unique solution, it is also important
to answer to an other question. Initial-value problems describe physical phenomena,
thus we need to know especially when we use numerical methods to solve them,
whether small changes in the statement of the problem result to correspondingly

small changes in the solution.
Definition 2.2. The initial value problem
y(t) = f(ty(1), t€lab]
y(a) = yo
is said to be well posed if:
e it has a unique solution y(t) € C'[a, b]
¢ the initial value problem
()= f(t,2(1)), € [o,0)
z(a) = 2o, 20 7 Yo

has a unique solution z(t) € C'[a,b] such that
|2(t) = y(t)] < "Dz — o

Numerical methods for the solutions of an initial value problem require it to be
well posed. The following theorem specifies conditions to ensure that an initial-value

problem is well-posed.
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Theorem 2.3. Suppose a continues function f(t,y) : [a,b] x R — R that satisfies a Lipchitz
condition in the variable y, uniformly in t, then the initial value problem given by (2.9) is

well posed.

Some methods of IVPs are described in [22] [23].

2.2.4 Basic concepts of Numerical Methods for Initial-Value Prob-

lems

This section is intended to give an idea on how to solve ODEs numerically. Ap-
proximating the solution of an initial-value problem given by (2.9) with a numerical
method is not to find a continuous, close to the solution approximation, but instead,
approximations of y(¢) will be generated at various values in the interval [a, 0], called
mesh points. Once we obtain the approximate solution at these points, we can in-
terpolate to other points of [a,b]. The simplest numerical method for initial value
problems is Euler’s method, that is derived by using Taylor’s theorem, as well as
higher order Taylor methods. They are seldom used in practice, as these concepts
are generalized to more advanced methods, like Runge—Kutta and multistep schemes
[22]. In the scope of this thesis, we will introduce Euler’s method in order to get an

intuition and then we will expand to Runge Kutta.

Euler’s method

The goal of Euler’s method is to obtain an approximation of the solution y(¢) to the

well-posed initial-value problem

y'(t) = f(t,y@), tE€la,b]
y(a) =yo

Let a =t° < t! < .. < t¥ = b be an uniform partition of the interval [a,b]. Euler’s

formula is given by:
Y=yt Rf( )

¥’ =yo =y(a)

(2.11)

Once we use a uniform partition, with V € N we let the distance between the points

to be h = &2

<2, called step size, and t' = a + hi, i = 0,1,2,..N. Euler’s numerical

16



method gives a set of approximations of y(t) at points ¢'. We start with y° = y, and

then we produce y* = y(t;).

Higher order Taylor methods

Euler’s method is derived by Taylor’s theorem for n=1.

Theorem 2.4. (Taylor) Suppose that f is defined on some open interval I around a and

fO+D(z) exists on this interval. Then for each x # a in I, there is a value ¢ between x and

a, so that
N f n) N+1 ( ) Nt
=S e o e - (212
n=0 .
_ _ N
_ fla) + fla)(z — a) + f(a)" 5 9y f(”“)(c)%
Note

By using (2.12), for y(t"*!) around ¢" with h = "™ — " | we get

h? hn+1
y(t" ) = y(t") + hy'(t") + STy (") et

o 1)!y(n+1)(0)

with ¢ € (¢, ¢)
The main disadvantage of the Taylor methods is that they require the computation

and evaluation of the derivatives of f(t,y(t)) = ¢'(¢). This is a complicated and time-

consuming procedure for most problems.

2.2.5 Runge Kutta methods

Runge-Kutta methods have the advantages of the Taylor methods but eliminate the
need to compute and evaluate the derivatives of f(¢,y(¢)). The RK (Runge-Kutta)
methods are single-step methods, which means that for the computation of the ap-
proximation y"*! they use only the approximation at the previous point y". We first
consider the initial value problem (2.9) and we seek its solution y : [a,b] — R. Each
set of constants (A, 7;, b;) describes a RK method, that is usually written in the form of
a Runge—Kutta tableau (notation of J. Butcher). We have that i,5 = 1,2,3,....,¢ and

b— .
a’ tl

q are the computational rules. Let N € N, h = > = a + th points in the uniform

partition of [a,b] and y" the approximation of y(t"). We furthermore introduce the

17



a1 a2 ... QaAiq | 1
dz1 A2 ... Qgq | T2
dq1  ag2 dqq | Tq
b, by b,
AT
= bT

Table 2.1: RK tableau

intermediate points t"™ = " + 7;h with y™" the approximation of y(¢"). The general

RK method with q intermediate stages is described by:

yozyo

yn,z‘ — yn +h Z?:l aijf(tn’j, ymj) (2.13)
yn—i-l — yn + hZ?Zl bzf(tn,17 yn,z)
The stages y™" are approximations to y(¢") but are only used for the computation
of the approximations y™*.

One common used Runge Kutta method is of order four, that is also used in this

thesis, given by (2.14).

y' =yo =y(a)
kl - hf<tn7 yn)

h 1
ks =hf (tn + 5.yt + §]€2)

2
ky = hf(tn+1ayn + ks)
1
Y =y 4 Gk 2 o+ 26 + k) (2.14)

We introduce the notation ki, ks, k3, k4 into the method to eliminate the need for
successive nesting in f(¢,y) [22] [23]. The RK of order four to approximate the

solution of an initial value problem
y(t) = f(ty(1), t€lab]
y(a) =yo

18



for (N + 1) equally spaced numbers in the interval [a, ] is given by algorithm 3.1.

Algorithm 2.1 RK of order 4 algorithm

Require: integer N, initial condition y, = y(a), an interval [a, b]

1 h="54

2: y° = o

3: for n=0 to N-1 do

4 t"=a+nh

5: ki =hf(t",y")

6: ko= hf(t”+%,y”+%k1>

7: kgzhf(t“+§,y"+§k2>

8  ky=hf(t"" y" + k3)

90y =y + f(ky 4 2ky + 2ks + ky)
10: end for

2.2.6 Solving ODEs with neural networks

In respect with the topic of this thesis, we will do a briefly description of the method
that is presented in [4]. We followed the methodology for solving an ODE of first

order.

Description of the method

Assume a general differential equation definition

G(x, U(z), VU(z), v2\p(a;)) =0, VreDCR" (2.15)

subject to certain boundary conditions (BC’s) (for instance Dirichlet and/or Neu-
mann), D is the definition domain and ¥(z) is the solution of this ODE.

In order to solve this ODE we have to use a set of points of the discretization
of the domain D and its boundary S, D and S respectively. The problem is then

transformed into the following system of equations:

subject to the constraints imposed by the B.Cs.
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Suppose that U;(z,p) is the trial solution with adjustable parameters p. Then the

problem is transformed to:

2
minp Z (G(l’z, \I]t(xhp)v V\Ijt(xiap)a VQ\IJt(x“p))) (217)
l’ieﬁ
subject to the constraints imposed by the B.Cs.
We choose a form for the trial function such that by construction satisfies the BC’s.

This is achieved by writing it as a sum of two terms:
Vy(x) = A(z) + F(z, N(z,p)) (2.18)

where A(x) satisfies the boundary conditions and do not contain adjustable parame-
ters and F'(z, N(z,p)) contains the single-output feedforward neural network N (z, p)
with adjustable parameters p, which are the weights and biases that are adjusted in
order to deal the minimization problem 2.17.

With respect to this thesis, we deal with problems of the form:

AV (x)
dx

= f(x,¥) (2.19)

with = € [a,b], ¥(a) = A and solution ¥(z). For the solution of the problem 2.19 we

have the trial solution

U, (x) = A+ (z —a)N(x,p)

and we have to find the optimal parameters p (weights, biases) in order to minimize

the loss function given by 2.20.

AWy (x;) 2
By Z{ " <xz,%<xz>>} (2.20)
/ d\yt(g;)
The derivative V}(z) = is given by:
dN(z,
Wi(e) = NGz, p) + (2 - ) D00 (2.2

After the process of minimizing 2.20 we have the optimal parameters p and thus
we have V;(z) ~ U(z). The gradient of the network with respect to inputs is described

in section 3.3.
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2.3 Extrapolation

2.3.1 Definition, basic concepts

In mathematics extrapolation is a type of estimation of some function at points that
are outside the range of known values. Through extrapolation we make inferences
about a hypothetical situation based on known facts, that is, we can do forecasting.
Interpolation is a related term, which involves determining a function’s value at

intermediate points based on the value of other points.

Figure 2.4: Given the data points in white section, the lines represent polynomial mod-
els in order to make predictions for intermediate points in white region(interpolation)

as well as make predictions for data outside the domain in grey region(extrapolation)

We can see that there is a risk in extrapolation as the model predictions outside
of the training domain are sensitive and can result in unpredictable behaviour.

In order to choose the optimal method for extrapolation we have to initially answer
to some questions that concern the problem and the data that are available. The
estimations have high risk of uncertainty as we expand known experience into an
area not known. Some of the methods that are used are:

Linear extrapolation that is used for data that can be represented by a line or a
hyperplane and it is expanded to regression techniques.

Polynomial extrapolation that is typically done by Lagrange interpolation or using
Newton’s method of finite differences to create a Newton series that fits the data. The
resulting polynomial may produces estimations for extrapolation.

There are also other methods of extrapolation but with respect to the topic of this

thesis we will not expand further.
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Extrapolation of neural networks

It is well known that neural networks are universal function approximators. How-
ever, neural networks are not expected to extrapolate well for data points in a non
trained region, in most nonlinear tasks. In the scope of this thesis we care about the
extrapolation ability of neural networks, through a proposed method that is presented
further down. We exploit the ability of differential equations to follow the function
evolution and we try to discover if the neural networks can be used in a simplified

way for extrapolation purpose.
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CHAPTER 3

THE PROPOSED METHOD

3.1 Structure of the method
3.2 Summary of the method
3.3 Gradient of a neural network

3.4 Variations of the method

3.1 Structure of the method

The proposed method consists of three basic steps, that are applied sequentially. As-
suming we have a problem that can be described by two variables in a certain domain,
for example, a time series, a neural network can model the relationship between the
variables in this domain. However, one limitation is that it has no extrapolation capa-
bility. Therefore, it may not be appropriate to use neural networks to make reliable
predictions outside the domain for which they were trained. The method proposed
here attempts to obtain extrapolation results for the problem described and is pre-

sented analytically in this section.

3.1.1 First step - initial neural network

The problem consists of n data points (¢;, P(t;)) corresponding to an unknown func-
tion P(t). We assume that t; € I = [Zin, Tymas|. We approximate the unknown function

P(t) by training the neural network N;(¢) in I. As we said, a neural network can be
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trained to approximate a function regardless of the complexity in the defined domain,

so let us assume that

in I. However, for ¢; > x4, N;(t) yields results that cannot be related to P(t), and

the extrapolation may fail.

Neural network description

N;(t) is a single-linear-output feedforward neural network with one input unit ¢ and
one hidden layer consisted of H sigmoid units. For a given input ¢ the output of the
network is N = Zfi L v;0(2;) .where z; = w;t+u;, w; denotes the weight from the input
unit to the hidden unit i, v; denotes the weights of the hidden unit i to the output,
u; denotes the bias of the hidden unit i and o(z) is the sigmoid transfer function.

The architecture of N;(t) is given graphically in figure 3.1.

Hidden layer

{ Z1
Input layer w a4 \"
, ’ Output layer

[0 Y 2 ~ON

\{ n \

Figure 3.1: Architecture of N;(t)

3.1.2 Second step — numerical ODE definition

Suppose that P(t), with P(t) ~ N;(t), is the solution of an unknown ordinary dif-
ferential equation (ODE) of first order. The idea of the proposed method is to train
a model to learn this ODE. Differential equations can express laws of physics and
predict the evolution of a system, hence it would be useful to explore the ODE that
gives P(t) as solution, in order to obtain predictions for future data. We define this

ODE by equation (3.1)

= N,(t)N;(t) (3.1



N,(t) is a feed-forward neural network with the same architecture as N;(¢) and
parameters 6 which are the corresponding weights and biases.The network N,(t) is
trained in the interval I} = [S1in, Smaz), Where
I, C I and S0 > Tomin-

The error quantity to be minimized for training Ny(¢) is given by

E(9) = Z{%ﬁf’f) — N,(t)N;(t)}? (3.2)

After the training of N,(¢) we have the numerical ODE (3.1) and we can finally solve

this ODE to check if its solution approximates P(t).

3.1.3 Third step — solution of numerical ODE

ODE (3.1) should give accurate solution at least in the domain I and most desirable

after x,,... The two methods that were chosen to solve the numerical ODE are:
* Runge Kutta of order 4, as described in 2.2.5.
e Neural network solution, as described in 2.2.6.

We solve the numerical ODE (3.1) in the domain I3 = [S;in, frmaz] With frae > Tmaes

as we care about the extrapolation results.

3.2 Summary of the method

In total the following three steps constitute the proposed method,

Given n data points (t;, P(t;))
® [ = [Zmin, Tmaz) - domain of the initial neural network N;(¢) training

~ P(t) = N1

Numerical ODE (3.1) : 4% = N, (¢£)N;(t)
® I} = [Smin, Smaz) : domain of (1) definition and N,(¢) training

— Iy C I and $,,in > Tmin

Iy = [Smin, fmaz] - domain of ODE (1) solution with f,0: > Tz
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X _min - f_max

) * X_max
s _min §_max -

5_max == ¥_max

Figure 3.2: Intervals of the proposed method

graphically

The illustration of the intervals is given in figure 3.2.

The reason for choosing these intervals is that we are mainly concerned with the
property of extrapolation. It has beedn observed that ignoring the starting points
from z,,;, helps to get better results after z,,,,. Better results in extrapolation mean
that the numerical ODE (3.1) manages to approximate the exact ODE with solution
P(t) after x,,q,. The value of s,,,, is chosen to be less or equal to x,,,, because the
initial neural network N;(t) near the edge may not be able to approximate P(t). The

accuracy of N;(t) is very important for the performance of N,(t).

3.3 Gradient of a neural network

The efficient minimization of the error quantity given by equation (3.2) requires the
gradient of the neural network V;(¢) with respect to its inputs. Since an artificial neural
network is a differential approximation function, we can compute the derivatives. The
proposed method was tested for first order ODEs, since the main purpose is to model
data (ti,P(ti)) coming from a function P(t) that is the solution of an ODE we do
not know, so we assume it is a first order differential equation. It would be simple to

extend the method for second or higher order ODEs, since we can have the derivatives

of N(t).

e first derivative

H

T =Y wee) = Y w1 - o)

=1
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e second derivative

CzT];[ = Zvig//(zi) = Zvia(zi)(l — ()1 = 20(z))w?

i=1 i=1

Similarly we can find the higher order derivatives.

3.4 Variations of the method

This section presents some different models that have been tested instead of the
model described by equation (3.1). There are many variants that could be tried, three

of them are presented here.

Add a second neural network - correction network

The ODE model (3.1), attempts to approximate the exact ODE with solution P(t) ~
N;(t) can be modified into a more sophisticated model, given by equation (3.3),

dN;
dt

= N,(t)N;(t) + N,(t) (3.3)

where N,(t) is a feed-forward neural network with the same architecture as N;(¢) and
N,(t) and the corresponding parameters of weights and biases. This approach was
inspired because the model from equation (3.1) does not give accurate results at the
points where N;(t) = 0. This is because the form of (3.1) is %% = net,(t)N;(t). Thus,
when N;(t) becomes zero, the derivative is also zero and the ODE model (3.1) cannot
approximate the exact ODE with solution P(t). In the experimental part, it is found
that the ODE (3.1) generates spikes at these points ¢; with N;(¢;) = 0. The idea is that

the second network can correct these spikes, contributing to a better extrapolation.

There are two approaches:
* train the two networks simultaneously

e train N,(t) first and then N,(t)

The simplified model

One simple variation of ((3.1)) is to keep N,(t)and N.(t) and train them to learn the

derivative of the network N;(t) without including the model N;(t):
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dN
= No(t) + N.(t). (3.4)

Also the two networks can be trained together or separately. Furthermore, we have

considered the model
dN;

dt

which is the most simple model that can be used, where we just approximate the

— N,(1) (3.5)

derivative with N,(t).

The method that is proposed in this chapter follows algorithm 3.1.

Algorithm 3.1 Algorithm of the proposed method

Require: a data set of examples (¢;, P(t;)), the interval I=[z i, Tmas] Of t;
1: train the initial network N;(¢) in 1

select the numerical ODE model

define I;

train the networks of the defined numerical ODE in [}

define I,

solve the numerical ODE in I, with Runge Kutta of order 4 and Neural network

7. plot together: P(t), the initial N;(¢), the Runge Kutta solution of the numerical
ODE and the neural network solution of the numerical ODE and observe the

extrapolation results.
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CHAPTER 4

EXPERIMENTAL RESULTS

4.1 Software requirements

4.2
4.3
4.4
4.5
4.6

4.7

Datasets

Hyperparameters and architecture details
IMlustration of the method

Extrapolation results

Data with noise

Results of the alternative ODE models

4.8 Experiment with unknown ODE

In this section the experimental process is presented and the results that came up. An

important note is that the performance of the proposed method strongly depends on

the initialization of the intervals I, I;, /5. Therefore, each of the experiments had to be

performed several times, with different values of the intervals and different parameter

settings. Each step of the implementation depends on the previous step and strongly

affects the extrapolation. For example, poor training for N;(t) near x,,.., affects the

next steps and thus the extrapolation. Once the experimental results were collected,

an analysis was performed to draw conclusions. It is important to say that after the

experimental study the conclusion is that the model (3.1) gives the best extrapolation

results, compared to the other models.
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4.1 Software requirements

The code of this thesis was written in Python programming language using the

following libraries:

e Numpy library, a fundamental package for scientific computing with Python

and mathematical computations with matrices and vectors.

¢ Pytorch, an open source machine learning framework which uses Tensors, useful
for calculus problems with derivatives, building and training artificial neural

networks.

* Matplotlib, a library for creating different kind of visualizations.

4.2 Datasets

In all experiments and examples presented, the initial dataset consists of one feature

t and one target value P(t), with ¢ € I = [Znin, Tmaz)-

e For the training of N;(¢f) we consider a uniform partition of [z, Tima] With
data points (¢;, P(t;)) where P(t) is supposed to be the solution of a first order
ordinary differential equation. In total, the method was tested on 4 examples
with different characteristics. Each data set is divided into two subsets: training

set and test set, consisting of 100 and 50 points respectively.

¢ In the second phase of the implementation we need to learn the differential
equation whose solution is N;(t) ~ P(t). For this purpose, we trained in I,
N,(t) for the model (3.1) and also N.(t) for the other models. Since we know

N;(t) and thus 2%, we can define the number of data points that will be used

in this step. The goal is to minimize the error quantity given by (3.2). After
research, in order to avoid overffiting and obtain fast results, for the specific
examples that were tried, we decided to use 800 data points for the training set

and 1000 or more new points for the testing.

e In the third stage we have the numerical differential equation (the model) in I
and we solve it in I,. For the solution, we can also define the number of data

points that can be used for the Runge Kutta method, as well as for the training
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of the neural network N,(¢). The number of data points for training is set to

800 and for testing to 2000 new points.

We also repeated the experiments with the same data sets with the addition of noise

in P(t) to test how the noise affects the results.

4.3 Hyperparameters and architecture details

Determining the hyperparameters and the proper architecture of a neural network
in advance is a difficult task. Based on investigations, all the neural networks trained
during the implementation and used in the proposed models, have the same architec-
ture. They are fully connected with 3 layers: an input layer, one hidden layer and an
output layer. The hidden layer consists of 4 = 10 neurons and Sigmoid was chosen
as the activation function to represent the nonlinear relationships between the feature
and the target.

For training, we used the Adam optimizer and Adam’s hyperparameter 7 has the
value of 0.01 for all the trained neural networks. In table 4.1, we present the values
of the hyperparameters for the models given by the equations (3.1) and (3.5) as a

whole.

Table 4.1: Hyperparameters of Neural Networks that were trained in the implemen-

tation, using models (3.1) or (3.5)

Neural | hidden | Neurons | training | test epochs
Network | layers points | points
N;(t) 1 10 100 50 [2000 — 4000]
Ny(t) 1 10 800 1500 | [8000 — 10000]
N.(t) 1 10 800 2000 | [1000 — 2000]

For the models given by (3.3) and (3.4), we have to train also N,(¢):

if we train the two networks NV, and N, together, then we train for [8000 — 10000]

epochs.

if we train the two networks separately, then we train first N, for [9000 — 10000]

epochs and after N, with [1000 — 1500] epochs.
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The number of epochs is defined regarding the examples used in this thesis. The best
choice for the number of epochs is based on the problem and on the purpose about

how much we can reduce the error without causing overfitting.

4.4 Tllustration of the method

This section provides an illustration of the method and how it performs in 4 different
cases that we know the ODE and the solution P(t) for ¢ € I and we want to investigate
whether the proposed method can extrapolate. The model that is used for these results
is 3.1, because as mentioned it gives the best extrapolation results. For each problem

is shown:

e The ODE that gives the solution P(t), which is tested with the numerical
ODE(model 3.1). They should be identical or very similar. We can see how
the numerical ODE behaves in the domain and also outside of the domain for

untrained data.

* A figure containing the comparison between the solution of numerical ODE with
neural network, the solution of the numerical ODE with Runge Kutta, the exact
function P(t) and the approximation of the initial network N;(t), N;(t) =~ P(t).

Again, we can see the result in the domain and also for extrapolation points.

It is of major importance to refer that we assume, without loss of generality, that
all the examples used follow the theory described in section 2.2.

The choice of intervals I, I, and [, was crucial. Each example was tested for many
combinations of the intervals, larger or smaller. The illustration of the method follows

the intervals shown in table 4.2.

Table 4.2: Intervals I, I, I,

Problem | I = [Zymin, Tmaz] | 11 = [Smins Smaz) | 12 = [Smins fmaz]
1 (4, 4] [0, 4] 0, 6]
2 [—4, 4] [1,4] 1, 6]
3 [0, 5] 1, 5] 1,7]
4 [0,7] [1,7] [1,9]
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Problem 1

P
dt—COS

with P(—4) = sin(—4) and t € [—4,4]. The analytical solution is P(t) = sint.

20 { —— the ODE
— numerical ODE
151 — extrapolation after this line

10 A
05
0.0 1

05 -

Figure 4.1: Example 1 - ODE

2.0 o e new methed approximation of Pit)-with Neural Network
—— new method approximation of P{t)-with RK

15 o === neural network approximation of Pit)

& Pit) analytical

10 o == axtrapciation after this line

05 - /
00

0.5 -
-10

-1.5 1

-2.0 1

Figure 4.2: Example 1 - P(t) approximation
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Problem 2
dP 1 _t
i _5P+ e scost
with P(—4) = e~5sin(—4) and ¢ € [—4, 4]. The analytical solution is

P(t) = e s sint.

20 1 — the ODE
numerical ODE

151 — extrapolation after this line

10

Figure 4.3: Example 2 - ODE

2.0 o = naw methed approximation of Fitl-with Meural Metwork
= new method approxematon of PE)-with AK
15 - mem newral network apprazimation of Fit)
@ Pit) analytical
10 | = axtrapolation after this lina
05 1
00 1
—0.5 1
-1.0 A1
-1.5 A1
2.0 1

Figure 4.4: Example 2 - P(t) approximation
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Problem 3

dP
dt
with P(0)=5 and ¢ € [0, 5]. The analytical solution is

= —2P + 12sin(2t)

P(t) = —3cos(2t) + 3sin(2t) + 8¢ *.

10 4 the ODE
—— numerical ODE _
— extrapolation after this line '\

Vi

Figure 4.5: Example 3 - ODE

6 | e new method appraximation of P(t)-with Neural Network
== new method approximabon of P{t)-with RK
4 { === neural network approximation of Pit)
@ Pit) analytical
= axtrapolation after this line

1 2 3 4 5 6 7

Figure 4.6: Example 3 - P(t) approximation
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Problem 4

dP
g + cos(tP) = 2cost

with P(0) = 3 and ¢ € [0,7]. The analytical solution is

P(t) =2+ e,

15 { —— the ODE
——— numerical ODE
10 1 — extrapolation after this line
0.5 -
0.0 -
-0.5 1
-1.0 1
=15 -
=-2.0
1 2 3 4 5 6 7 8 9

Figure 4.7: Example 4 - ODE

6 | === new methed approximation of Pit)-with Neural Netwark
—— new method approximation of Pit)-with RK

= neural network approximation of Pit)

54 @ Pit) analytical

= gxtrapolation after this line

Figure 4.8: Example 4 - P(t) approximation
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4.5 Extrapolation results

The first question that should be answered is whether the proposed method gives
better results from N;(¢) in terms of extrapolation or not. Of course, we are also in-
terested about interpolation. A second question is how we can measure the results in
order to obtain conclusions.

After the experimental phase where all the results were collected, we present here an
analysis of the mean extrapolation error to draw inferences. The model used in this

section is the model (3.1).

* An interesting thing that would be useful is to define the range of extrapolation. In
this section we analyse for each example, a range of how far out of the domain

is safe to extrapolate.

¢ We aslo make a quantitative comparison between the two methods used to solve
the numerical ODE, which are Runge Kutta and neural network. In this way

we test also the ground truth (comparison with P(t)).

In table 4.3 we can observe that the initial approximation of the function P(t) with
N;(t) gives a larger mean extrapolation error for all the examples. This was not
unpredictable, as it was expected that /V;(¢) would have a low mean error only in the

training domain.

Extrapolation error
We define the extrapolation error as:

Erroreg, (t;) = |prediction(t;) — P(t;)] (4.1)
with ¢; € T = [Tyaz, frnaz)

* prediction is N;(t) or the solution of the numerical ODE either with Runge Kutta

or neural network for points ¢, € 7.

e P(t;) is the value of ¢; € T.
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Range of extrapolation

We define the range of extrapolation as

R = fmax — Tmazx (42)

With frae > Tmee. Figures (4.9) to (4.12) show the mean value of the extrapolation
error for different cases of R comparing the Runge Kutta solution and the neural
network. The conclusion is that, for these examples, we can extrapolate up to two
units of z,,,, for both methods. We see that there is no conclusion which method
works better. For example, in problem 1 the results are very close and there is no
significant difference because the extrapolation error is very low for both methods. In
contrast, the neural network solution for problem 2 yields a larger mean error. In the
illustration of the method, we can see that the main feature in each example is that the
numerical ODE approaches the exact ODE after z,,,,. If we have the numerical ODE,
then we can solve it and get an accurate solution. In all examples, we used S;,00 = Tmax
because we achieved to train NV;(t) with a very low error even in the neighborhood of
the boundary z,,,,. However, the result is the same if we choose %4, = S + € and
it might help to kind of examples with approximation problems at the boundary. The

training of V;(¢) is very important to be precise especially in the points around 4,

AN
dt *

see the statistics of the extrapolation error for t; € T' = [Tz, fimaz) = [Tmazs Tmaz + 2]

because it also affects the numerical ODE due to the derivative In table 4.3 we can

4.6 Data with noise

In all the examples, the data are synthetic which we obtained from a function P(t),
which is solution of known ODE. They do not contain any kind of noise. However,
adding noise to the data presents a more realistic case and increases the difficulty. In
this section, we present the results of adding random noise from 0.2 to 0.4 for all
the used problems. We observe the statistics of the extrapolation error as the noise
becomes bigger and in tables 4.4 - 4.7 is shown that the extrapolation error is getting
more as the noise is increased. Actually, for noise value of 0.4 the extrapolation error
is almost equal to the mean error of N;(t) when there is no noise, which means that
the proposed method fails to extrapolate better than N;(t). In contrast with noise

values of 0.2 and 0.3 where the extrapolation error is lower. This will also be shown
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Problem 1 - Extrapolation mean error for different range values

I Meural Metwork sclution of numerical ode

0.08 + B Runge Kutta solution of numerical ode
£ 006
LA
=
N
]
'S 0.04 1
m
£
L
0.02 1
0.00 -
R=1 R=15 R=2 R=25 R=3
Range

Figure 4.9: Problem 1 - Extrapolation error for various

ranges

Problem 2 - Extrapolation mean error for different range values
0.06 1

H MNewral Metwork solution of numerical ode

0.05 E Runge Kutta solution of of numerical ode

004 1

003 1

002 4

Extrapolation error

001 A

R=1 R=1.5 k=2 R=2.5 R=3
Range

Figure 4.10: Problem 2 - Extrapolation error for various

ranges
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Problem 3 - Extrapolation mean error for different range values

175 1 mmm Neural Network solution of numerical ode
HE Funge Kutta solution of numerical ode
150 1
'§ 125 1
T
5 100 -
=
2 075
=
* 050 -
0.25 1
0.00 -
R=1 R=1.5 R=2 R=2.5 R=3
Range

Figure 4.11: Problem 3 - Extrapolation error for various

ranges

Problem 4 - Extrapolation mean error for different range values
016 A

E Meural Metwork solution of numerical ode
014 { W Runge Kutta solution of numerical ade

012 1
010 1
(.08 1

006 1

Extrapolation error

004 4

R=1 R=1.5 R=2 R=2.5 R=3
Range

Figure 4.12: Problem 4 - Extrapolation error for various

ranges
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Table 4.3: Statistics of extrapolation error

for tl' el = [xmaza Tmaz + 2]

Method Problem | Mean | St.Dev. | Max
Runge Kutta 1 0.0469 | 0.0198 | 0.0784
2 0.0380 | 0.0208 | 0.0717
3 1.1671 | 0.5485 | 1.9121
4 0.0788 | 0.0720 | 0.2270

0.0514 | 0.0232 | 0.0894
0.0418 | 0.0238 | 0.0830
1.0081 | 0.6579 | 1.9044
0.0721 | 0.0450 | 0.1347
1.2123 | 0.512 | 2.0433
1.3227 | 0.3641 | 1.6302
2.1147 | 0.7514 | 3.1215
1.5957 | 0.1425 | 1.9403

Neural Network

initial N,(t)

N WIN | = WIN| -

in section (4.8), where we consider a real dataset, which of course contains noise.
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Table 4.4: Example 1 - Statistics of extrapolation error for data with noise for ¢; €

T = [xmaxa Tmaz T 2]

Method Noise | Mean | St.Dev. | Max
Runge Kutta 0 0.0469 | 0.0198 | 0.0784
0.2 | 0.0779 | 0.3071 | 0.5321
0.3 | 0.6711 | 0.2910 | 1.8156
0.4 | 1.2132 | 0.6201 | 2.0112

Neural Network 0 0.0514 | 0.0232 | 0.0894
0.2 |0.0823 | 0.2031 | 0.1209
0.3 |0.8399 | 0.5188 | 1.1045
0.4 | 1.5103 | 0.6233 | 1.9934

Table 4.5: Example 2 - Statistics of extrapolation error for data with noise for ¢; €

T = [ijaaca Tmaz T 2]

Method Noise | Mean | St.Dev. Max
Runge Kutta 0 0.0380 | 0.0208 | 0.0717
0.2 |0.0522 | 0.3291 | 1.1201
0.3 | 0.8191 | 0.4920 | 1.8526
0.4 | 1.3212 | 0.7581 | 1.8822

Neural Network 0 0.0418 | 0.0238 | 0.0830
0.2 |0.0623 | 0.4322 | 0.7939
0.3 | 0.7989 | 0.5988 | 1.4565
0.4 | 1.5231 | 0.6523 | 1.9883
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Table 4.6: Example 3 - Statistics of extrapolation error for data with noise for ¢; €

T = [xmaxa Tmaz T 2]

Method Noise | Mean | St.Dev. | Max
Runge Kutta 0 1.1671 | 0.5485 | 1.9121
0.2 1.456 | 0.4181 | 1.7201
0.3 | 1.5881 | 0.7812 | 2.556
0.4 1.862 | 0.8281 | 2.722

Neural Network 0 1.0081 | 0.6579 | 1.9044
0.2 | 1.1221 | 0.6622 | 1.3439
0.3 | 1.3399 | 0.7988 | 1.6655
0.4 | 1.5523 | 0.8933 | 2.1083

Table 4.7: Example 4 - Statistics of extrapolation error for data with noise for ¢; €

T = [ajmaxa Tmaz + 2]

Method Noise | Mean | St.Dev. | Max
Runge Kutta 0 0.0788 | 0.0720 | 0.2270
0.2 | 0.1223 | 0.2291 | 0.4021
0.3 | 0.6981 | 0.5610 | 0.8156
0.4 | 1.0662 | 0.681 1.722

Neural Network 0 0.0721 | 0.0450 | 0.1347
0.2 | 0.2321 | 0.0722 | 0.4239
0.3 |0.6599 | 0.1588 | 1.0543
0.4 | 1.0323 | 1.2323 | 1.3083

4.7 Results of the alternative ODE models

Throughout chapter 2 we mention the ODE model given by equation (3.1) as having
the best extrapolation ability, in contrast with the other alternative models presented.
There are many combinations of these models that can yield new ODE models. In

this thesis we tested three alternative models, which are :

o N — N,(t)Ny(t) + N,(t), model given by (3.3)
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dN
o —-— —
dt NO

(t) + N.(t), model given by (3.4)

o ¥ = N,(t), model given by (3.5)

dt

Main idea

Recalling again the model given by (3.1): 2% = N,(t)N;(t), we can see that N;(t) is
a part of it. This is because we initially thought that an ODE could contain its own

solution. However, as we mentioned earlier, when N;(t) becomes zero, the derivative

dN;
dt

exact ODE and spikes occur. We can also observe this phenomenon in the illustration

also becomes zero. In these cases, the model given by (3.1) cannot approximate the

of the method, in section 4.4. The main idea behind the alternative models is to avoid

these spikes.

Results

The model given by (3.3) can be trained in two ways, either by training N, and N,
together, or separately. In the first way, the spikes vanish since the derivative % does
not become zero when N; is zero. However the extrapolation results are worse than
those of the model 3.1 and the ODE model does not fit exactly the ODE outside the
training domain, so the solution of the numerical ODE does not fit with P(t) either.
In the second way where they are trained separately, the spikes are still present. This
is because we first train N,(¢) to learn the derivative, so we have spikes. Then, we
train N.(¢) to improve or correct the numerical ODE. In this way the model does
overfitting. As with the model (3.4), we can also train the two networks together or
separately. By using this model there are no spikes in the numerical ODE, but this
fact does not improve the extrapolation. Moreover, when the two networks are trained
separately, the model does overfitting. Finally, model (3.5) also shows no spikes in
the numerical ODE, but the extrapolation is worse, compared to model (3.1). Tables
4.8 to 4.10 show the statistical results of the extrapolation error for R=2, for solving
the numerical ODE with Runge Kutta and neural network, as well as the ground
truth with the initial network N;(¢). We can observe, that compared to the results of
the model (3.1), keeping the same range of extrapolation (R=2), the mean error is

worse.
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Numerical ODE behavior

The performance of each model is based in the property of numerical ODE to be
accurate out of the domain, which is something that deeply depends in the training
on N;(t). Since we define how far out of the domain the numerical ODE can be
accurate, we can solve it. In conclusion, these alternative models can not produce a

numerical ODE that is precise after z,,,,, although the training of V;(¢) is the same.

Table 4.8: Statistics of extrapolation error

for t; € T = [Zmaz, Tmax + 2] with model (3.3): % = N, (£)N;(t) + N.(t)

Method Problem | Mean | St.Dev. | Max
Runge Kutta 1 0.8181 | 0.3918 | 1.2784
2 0.6380 | 0.4258 | 1.6756
3 1.8782 | 0.8485 | 2.1234

4 0.8088 | 0.8422 | 1.4270

0.8644 | 0.4532 | 1.3884
0.5928 | 0.4238 | 0.9809
1.7881 | 0.8599 | 2.1044
0.8721 | 0.8450 | 1.2637

Neural Network

W I N | =

Table 4.9: Statistics of extrapolation error

for t; € T = [Tmaz, Tmax + 2] with model (3.4):4% = N, (t) + N(t)

Method Problem | Mean | St.Dev. | Max
Runge Kutta 1 0.5469 | 0.5198 | 0.9784
2 0.6380 | 0.4208 | 1.0726
3 1.5672 | 0.8485 | 2.0524
4 0.7673 | 0.3740 | 1.0237

0.0514 | 0.0232 | 0.0894
0.5446 | 0.5269 | 0.8930
1.6784 | 0.8649 | 2.9342
0.7521 | 0.7942 | 1.1481

Neural Network

~ Wi -
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Table 4.10: Statistics of extrapolation error

for t; € T = [Tymaz, Tmae + 2] With model (3.5):% = N,(t)
Method Problem | Mean | St.Dev. Max
Runge Kutta 1 0.6469 | 0.7198 | 1.0593
2 0.6838 | 0.5901 | 1.0875
3 1.8570 | 0.9460 | 2.6801
4 1.2488 | 0.5781 | 1.72270
Neural Network 1 0.6734 | 0.5232 | 0.9098
2 0.6741 | 0.6578 | 1.1850
3 1.9857 | 0.8579 | 2.8334
4 1.2681 | 0.5908 | 1.9793

4.8 Experiment with unknown ODE

For testing the method we use a time series with real data (¢;, P(t;)), therefore we do
not know the ordinary differential equation that is hidden behind P(t)(if any exists).
We suppose that the time series is a solution of an ODE, which is approximated by
model (3.1).

221

2.0 1

18 ~

16 1

14

12 A

10 A

0 4

0 1 2 3 4 5 & 7 B

Figure 4.13: The real time series where we do not which
ODE it satisfies
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Results of the method with unknown ODE

The process for identifying the extrapolation result includes the following steps:
e train the initial neural network N;(t) to learn P(t) in I = [Z,nin, Timaz)-
e train NN,(t) in order to obtain the numerical ODE, for different intervals I;.
e solve the numerical ODE in I,, for R=1.5.

Figures (4.14) to (4.16) illustrate the performance of the method, for different cases
of z,,,,. After the black horizontal line, there are extrapolation data, that were not
used for training. We can notice that the proposed method can approximate P(t) after
Tmae Up to @ maximum of 1.5 units. This happens due to the fact that we have real
data that contain noise. Unfortunately, we do not have the exact ODE, to test the
behavior of the numerical ODE after z,,,,. However, it turns out that the numerical
ODE approximation is effective for 0.5 to 1 unit, so the solution of the numerical
ODE can approximate P(t). The training of N;(t) again played an important role, as
it must be as precise as possible, without overfitting. The interval values for each case
are listed in the table 4.11. For the training of N;(¢) we had to increase the number
of epochs to 13.000, while keeping the same hyperparameters that we mentioned
earlier. Table 4.12 shows the statisticals for each case, with the extrapolation range R
= 1.5. It is important to say that the results are not always the same when we run
the experiments.This happens because of the deep dependence on N;(t) training but

also on N,(t) training.

Table 4.11: Intervals I, I;, I, for the testing time series example

Case | I = [Tmin, Tmaz] | 11 = [Smins Smaz) | L2 = [Smins frmaz]
1 [0, 3] 1,3] [1,4]
2 [0, 2] 1,2] 1,3
3 [1,3.5] [2,3.5] [2,4.5]
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Figure 4.14: Case 1
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Figure 4.15: Case 2
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Figure 4.16: Case 3

Table 4.12: Statistics of the extrapolation error of the testing time series, for ¢, € T =
[T maz, Tmaz + 1.5], R=1.5, with model (3.1)

Method Case | Mean | St.Dev. Max
Runge Kutta 1 10.0899 | 0.0828 | 0.8989
2 10.0780 | 0.0628 | 0.5217
3 0.0771 | 0.05365 | 0.2021

0.0918 | 0.0832 | 0.8994
0.0782 | 0.0631 | 0.5221
0.0769 | 0.5367 | 0.2021
0.3133 | 0.0512 | 0.5532
0.1227 | 0.0641 | 0.3321
0.2137 | 0.0514 | 0.2151

Neural Network

initial N;(t)

WIN|[ =W DN | =

IMMustration of case 3

We can observe in figures 4.14 to 4.16 as well as in table 4.12 that the proposed
method has a significant better extrapolation ability than the initial neural network
in the three cases. The Runge Kutta method and the Neural Network solution have
similar performance and it is shown that there is no important difference between

them, regarding the extrapolation error.
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CHAPTER DO

EPILOGUE

5.1 Conclusion

5.2 Future work

5.1 Conclusion

In this thesis we studied a method inspired by neural networks and numerical meth-
ods for solving differential equations, for function extrapolation. The study of the
background theory and the design of the proposed method led to the implemen-
tation of several variants and experiments. The proposed method attempts to solve
the problem of extrapolation in a time series problem where we have a set of data
(ti, P(t;)), with ¢; € 1. We initially start by training a neural network in I to approxi-
mate P(t), and then we discover the first-order ODE, which is satisfied by P(t), using a
numerical ODE model. We then solve the numerical ODE using a numerical method.
Specifically, we use Runge Kutta and a neural network to solve the numerical ODE.
The solution is expected to yield efficient extrapolation performance. Experimental
results for the examples used show that the proposed method achieves better ex-
trapolation than an initial feedforward neural network for a given data set. Runge
Kutta and neural network method do not have significant differences in solving the
numerical ODE. However, we must say that the extrapolation results are influenced

by the type of the problem and the training phase.
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5.2 Future work

The proposed method can theoretically be adapted to any time series problem with
two variables and can achieve reasonable extrapolation. However, extrapolation in
general carries a large risk due to uncertainty and randomness. There is a high
dependence on the training process and parameter setting. Thus, there is still much

research to be done in order to obtain even clearer and more reliable results.

It would be interesting to try more models as ODE models, combine neural

networks and use other alternatives.

¢ Another thing to try is to explore more hyperparameter setups in order to

fine-tune the models.

e We can also try to re-train the model using the extrapolation results from the

previous intervals and investigate how far we can extrapolate using this method-

ology.

e As mentioned earlier, it is important for the initial network to be accurate at
the boundary ,,,,. It would be intriguing to make the proposed method more
systematic and automatically check in the edge whether the interval needs to

be shortened a bit or not, as well as how this affects the extrapolation.
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