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ABSTRACT

The thesis studies the design, the optimization, and the evaluation of a testable 3D
integrated circuit (IC), and more specifically its stacked layers. In all, it contains the
descriptions of two different ICs, with three different ways of designing them. The
first IC is the DAISY circuit, which is a layer of a 3D IC and consists of several
cores which are connected sequentially to each other to enable testing. The second
IC is the BUS circuit, which is a layer of a 3D IC and consists of several cores
which are connected to a central bus through which testing is implemented. These
two circuits are generated with a high degree of automation, in part with the
Method-k3, and are compared after describing the development and ultimately the
testing process of both. Finally, the thesis concludes with the superiority of the first
circuit, and fully describes how it can simultaneously implement the IEEE 1149.1-
2013 Standard, the IEEE 1500-2005 Standard, and the new IEEE 1838-2019
Standard.

Keywords: three-dimensional integrated circuits; 3D ICs, design for test; DfT,

through-silicon vias; TSVs, IEEE standards
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EKTETAMENH IIEPIAH¥YH

H SrotpL3n peieta €évar TpLodldototo XOXAWUO. XTOY0G TNG Vol ovTd TO TELOOLA-
OTOTO XOXAWWPOL YO EIVOLL TANPWG EAEYELLO. ALTO ElvoL YONOLLO YLOTL 7] XOLTOLOXELT
TOLOOLAOTATWY XUXAWUATWY EUTIEQLEYEL TNV XPNOY EEXWELOTWY ETILTESWY TO. OTTOlo
umoatvovy oe pio otoifo. H dradixacio Tomobétnong tovg oty otoior ToOAAoTTAC-
olélel v TOaVOTNTO Vou OLUPBEL XATTOLO TPAARLN, KAL XOPUATL TYG OTOolPag va v-
moAettovpyel. O povog tpdmog yrow vor Bpebel awtd T0 CEaAU, N Yo vo elpooTe
olyovpoL 6Tt 1 otoifor ActtovpYel ocwatd, eival o €Aeyyog t™¢. o awTdv Tov AdYoO,
oe xabe eminedo Mg otolfPog TEooTibEVTOL ETULTTAEOV XUXAWUOTIXA OTOLYXELX, TTOU
QPTLAYVOLY TOY UNYOVLOUO EAEYYOL TOL eXAOTOTE eTLTESOL. [lopdAAnia, awvTol ot
Eeywpototol pnyoviopol eAEyyov Twv emimédwy Tng otolfog eivol XpNoLUo va Uo-
0LV Vo INULOVEYOVY EVaL EVLOLLO COGTNUO. EAEYYOL YLOL OAOXANEY TNV oTolPaL.

To TpLodLAoTOTO HOKAWUO TTEPVAEL aTO TLS PAOELS TNG oXedlooNg, ™G BeAtt-
OTOTOINONG, OAAG xOL TNG CtELOAGYNOMGS. XNV QAoT TNg oxediaons, xonolpomotin-
xay TEYVIXES oL elyay avoamtuybel oto TuNUo pog xar peTeEeAiyOnxay otny Mé-
Bod0-x3, pali pe 10 yvwotd mpdtumo 1500 tng IEEE. ‘Entetta, otny @don tng BeA-
TLOTOTIOLNOMG, OL TEYVIXES GAAGENY UE TETOLO TPOTO OTE VO UTTOPOVY VO OXO-
Aovbodyv Tto véo mpdtumo 1838 trg IEEE. Autic o ovvdvaoudg akloloyninxe pe
eTLTUYLOL YENOLULOTTOLOVTOG OVO SLoOoPeTIXEG ebddovg draovdeone. Ou pébodot
JLoobVOEaTS oLYXELONUOY %ol WG TO OALXO KOOTOG TWY GLYGECEWY TOVG, OAAG %O
ToV OALXO YP6vo xolBuoTéPNomg Tovg. Avtn M abYXELOY oLVERT Tévw oe dVo eTi-
Tedo TLG TPLOOLAOTATYG OTOLBOG, HE T OTOLOL AUOYOAELTOL N TToLPOVOAL SLOLTOLRY.

YUVOALXA, v OLOTELPY] EUTEQLEYXEL TLG TEPLYPAYES OTtO 3V0 OLOPOPETLXA OAO-
xAnpwuéva xuxAopato. Avtd oxynuotifovy amd éva emimedo piog TELOOLAOTOTNG
otoiBog. [To ovyxexpLpévo, xabe OAOXANPWUEVO UOUAWUOL EXEL TEELS OLOPOPETL-
%x00G TPOTTOLG OYESLAOYG TOV, POV N TEOCHNUN TWV UNYOVLORWY EAEYYOL YiveTOoL
Tunroatixd. Autd ovpPaiver yioti to mwpotuTo 1500 aAAGLEL TOLE TTLEYVES TWV O-

AOXANOWUEVLY XUXAWUETWY, EV® TO TEOTLUTO 1838 aAAGLel Tor emimeda Tng TELO-

XV



dLdototng otolfog. AnAady], Tor VO TEAHTLTIOL EXOLY WG OTOYO OLAPOPETIXA OMUELX
TOU GUYOALXOD OAOXANPWUEVOL XVUUAWULOTOG.

To mpwto OAoxANPwWEREVO xUxAwpa eivar To DAISY, tou omolov ot mvpveg
oLVBEOVTOL OE aAANAOLYLoL LETOED TOLG Yior TOV €AeYy0 Tous. Eowtepxd, N odvde-
on ot Yivetor pe dV0 oAvoldeg dLaoOVIEDTG, UE TETOLOV TPOTO €TOL WOTE XAbe
OALGEOO TOL UMYAVLOROD EAEYYOL VO €XEL TOUG ULGOVE TTLPNVES Tou eTLmtédov. To
JeVTEPO 0AOXANPWUEVO xOXALUa elvar To BUS, Touv omoiov oL Tuprveg cuvdéovton
0E Vol XEVTPLXO XOVAAL TTOL eXTEAEL TOV €AeYy0 Toug. Eowtepixd, n ovvdeon avt
vivetor pe dV0 TETOLXL XOVEALOL, UE TETOLOV TPOTO €TOL HOTE TO TPWTO YO OLVEL TO
oNuatoe EAEYXOL 0 OAOLG TOLG TIVPNVEG, EVL TO OeV¥TEPO Vo UTopel var deybel T
ONUOTO AVTA OTTO Vo TVETVO *X&BE POPEL.

To dVo avtd xvxAdPoTo dnutovpyovvtal Ue LYNASG Babud awvTopaTLONOD, €V
népel pe v MeEOodo-x3. 'Emeitar ovyxpivovtar petofd toug péoa amd Tig TEELS
@aoelg g ToPEAANANG BeAtiotomoinong tovg. Ilio ovyxexpLuéva, €yt yonoLpo-
mownbel xow €va TPlTo 0AoOXANPwWREVO xUxAwua, To UNCON, tov omolov oL tupvveg
oLVOEOVTOL UOVO WE TLG OLOLOLVVIEDELS TNG XOVOYLXNG AELTOLEYLOG TOLG. AnAadY, oL
TIVPNVESG TOUV XUXAWUOTOG AVTOV OEV €XOVY TOV ETUTAEOY UNYOVIOUO eAEyyoL. Me
oLTOY TOY TEPOTO 1] TTOALTTAOXOTNTO CUTWY TWY CLVGECEWY XOUVOVLXNG AELTOLEYLOG
umopel vou aporpebel amd tar AN SO0 OAOUANPWUEVA XOXADUOTOL.

H obyxpton avt) ovpPoaivel ool TeQLYpopel 1 avaTTUEN oAAGL xol TEALXE 7
droduxaoior EAEYYOL ol TWY SV0 OAOXANPWUEVLY XUXAWUATWY. Méow oavtod 7
JLaTELPN KATOHANYEL OTYY LTEPOYY] TOL TEWTOL XLXAWUATOS, Tov DAISY, vTEp Tov
xoxAopoatog BUS. TIo ouyxexplpévo, o pnyoviopds EAEYXOL TOL XUXAWUOTOG
DAISY éyeL xatéd péoco 6po 62% peyohdtepn ouyVOTNTO AELTOLEYLOG OO TO %V-
xAwpo BUS. Eival évoag punyoviopdg eAEY0L TOU XOTOPEPVEL Vo cLVOLACEL TPl
npoturta g IEEE, pe évar oAoxAnpwpévo xOxAwpo Tov TEPLYPAQEL piot TOLoOLA-
otaty otolfa Tov vAoTolel tawtdypova Tto Tpdtuo IEEE 1149.1-2013, to ®pd-

tomo IEEE 1500-2005, %ot to véo mpdtumo IEEE 1838-2019.
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CHAPTER 1.

INTRODUCTION

1.1 General Introduction
1.2 Thesis Structure

1.3 Thesis Contributions

1.1 General Introduction

The emergence of 3D stacking technology offers high functionality at a reduced die
footprint by enabling the integration of multiple silicon dies on a vertical stack.
Separately manufactured dies are integrated onto the same package, and Through-
Silicon Vias (TSVs) are used to connect the dies to each other [1]. 3D stacking re-
moves the scalability barriers of nanometre technologies by offering reduced wire-
length, reduced interconnect delays, lower power consumption, higher interconnect
bandwidth and true heterogeneous integration [2, 3]. 3D stacked memory chips
are on the verge of mainstream adoption [4]. Moreover, the semiconductor indus-
try is expected to further exploit the benefits of 3D integration in a variety of
products. Namely, 3D Network-on-Chips [5], 3D Memory-on-Processors [6], and
3D FPGAs [7].

TSVs constitute a key technological advantage for die connectivity but come
at a cost; the significant area of silicon that gets occupied by them. The bonding
process of the dies for the stack requires alignment of the dies with a precision of

0.5 pm, thus imposing strict limits on the minimum allowed TSV diameter [8, 9].



Moreover, surrounding every TSV there is a Keep-out-Zone of a minimum size
equal to 3um for ICs fabricated at 20nm, which forms a microcrack shield between
the TSV and the active logic of the die [10]. As a result, the area occupied by every
TSV is in the order of a few micrometres, which is equal to the area of several log-
ic gates in nanometre technologies. Inevitably, the number of TSVs in a 3D stack is
strictly limited by design constraints. Such constraints further limit the number of
TSVs used for other purposes. For example, thermal-TSVs that relieve the thermal
stress generated inside the dies, and test-TSVs used for testing purposes.

Besides their large area overhead, TSVs also suffer from several manufac-
turing defects. Specifically, like voids and cracks, incomplete fillings, pinholes on
the insulator boundary, missing of landing pads, improper connections between
pads and TSVs, and electromigration. All of these defects adversely affect the chip
yield and further increase the manufacturing cost [11]. Even a single defective TSV
in a stack leads to the disposal of the whole stack, hence wasting the good dies of
the rest of the stack. In addition, several concerns have been raised about defects
that may appear in the bottom layer when additional layers are processed on top
of them [12]. Moreover, non-bottom layers are susceptible to process variations and
electrostatic coupling, while the vias themselves are prone to shorts, opens, and de-
lay defects. Therefore, effective defect screening and quality assurance are not only
necessary, but a prerequisite for 3D ICs, especially for 3D processors. Even more
important is the need for 3D-IC-oriented Design-for-Testability (DfT) solutions to
enable defect isolation and yield enhancement. A powerful tool in this direction is
the IEEE 1838-2019 Standard [13, 14], which mandates the insertion of a die
wrapper register for TSV-based 3D ICs which provides controllability and observ-
ability even in the most deeply buried nodes of the stack.

Besides defect screening, TSV fault tolerance mechanisms are also of para-
mount importance in 3D stacks, because they constitute effective means to counter-
balance some of the yield loss of 3D ICs [15]. TSV repair methods employ redun-
dant TSVs to replace the defective ones, provided of course that effective defect

screening techniques are available to pinpoint those TSVs. Since the number of



TSVs is strictly limited by design constraints, the trade-off between the number of
redundant TSVs and their yield improvement must be carefully evaluated. At the
same time, effective mechanisms must be devised to maximize yield recovery under
limitations of TSV quantities.

An emerging technology that overcomes all limitations of die stacking is
Monolithic 3D integration (M3D) [16]. In M3D, transistors are processed layer-by-
layer on the same wafer in a sequential manner. This sequential integration of
transistor layers enables high-density vertical interconnects, known as Inter-Layer
Vias (ILVs), with size and pitch typically one or even two orders of magnitude
smaller than those of TSVs. M3D integration can result in significantly reduced ar-
ea and higher performance, which explains the growing interest towards adopting
this technology.

Recently, most activities around this subject address the detection of perfor-
mance variations due to high density integration, defect analysis and modelling, as
well as defect isolation along with yield enhancement [17]. This includes the quan-
tification of the electrostatic coupling impact and wafer bonding defects on the
threshold voltage of the top layer transistors, all of which feed into path delay
faults. It is evident from this work that effective delay test patterns are highly
sought after, while a possible DIT solution could be an M3D oriented built-in-self-
test approach. Furthermore, the IEEE 1838-2019 Standard, which is originally for
3D ICs, can potentially be extended for M3D ICs, through an M3D specific bound-
ary register to enable modular testing by supporting inward facing and outward
facing test modes. However, a major challenge in this case is the significant area
overhead of the register at the boundary of every layer. That is because the num-
ber of ILVs in M3D ICs is expected to be an order of magnitude higher compared
to the number of TSVs in stack-based 3D ICs [18]. Although the extension of IEEE
1838 Std. to M3D enables reuse of methods developed for TSV based 3D ICs, new
test solutions are needed due to the significant differences between M3D and TSV
based 3D in terms of design, fabrication, failure modes, and test constraints. More-

over, a die can be tested before bonding to reassure that a known-good die is used



in the 3D stack, but ILVs are absent in the uppermost layer during partial assem-
bly testing. Due to these differences and the difficulty of extending IEEE 1838-
2019 Standard to M3D ICs, there have been test solutions proposed that are based
on dedicated test layers inserted between functional layers [19].

It is evident from the state-of-the-art in 3D technology that focus has already
shifted to the DfT infrastructure these stacked layers ought to have for achieving a
high-quality test. There is a lot of architectural knowledge from conventional 2D
DIT structures, such as internal scan chains, test data compression circuitry, IEEE
1500 Std. wrappers around embedded cores, and built-in-self-test engines [20, 21],
which will be re-engineered to adapt to the 3D technology. At the same time, novel
3D DAT structures ought to be engineered. The kind to provide modular test access
from (and to) the external stack I/Os to (and from) the various dies and inter-die
interconnect levels. Thus, being able to transport test stimuli and responses up and
down through other dies on the way. Finally, novel mechanisms ought to be pro-
posed for tolerating faulty TSVs, aiming at strengthening the faulty TSVs rather
than replacing them. A major challenge in this researching activity is to ensure that
all the 3D DAIT architectures and the fault-tolerance mechanisms developed will in-
teroperate together. Hence, there is a need for a per-die 3D DIT standard, such
that if compliant dies are brought together in a die stack, a basic minimum of test
access features are guaranteed to work across the stack. IEEE 1838-2019 has al-
ready become such a standard for stack-based 3D ICs, and is the focal point of this
study, along with its merging to the well-known IEEE 1149.1 and IEEE 1500
standards.

In conclusion, it is evident that the future of circuit integration is three-
dimensional and is quickly evolving further into a monolithic architecture. This
research aims to provide a comprehensive solution when it comes to DfT for 3D
ICs. Unless such a method is found, we risk shipping either untested, or exorbi-
tantly expensive ICs, not only missing the chance for a “More than Moore” future,

bringing the gains of each subsequent generation of ICs to a complete standstill.



1.2 Thesis Structure

The thesis is structured into 8 chapters, and then once more into sections. At the
end of the thesis, the appendix follows suit, with 3 segments in total.
1. Chapter 1. Introduction
o 1.1 General Introduction, where a few key terms of 3D ICs are intro-
duced.
o 1.2 Thesis Structure, where the sections are briefly described.
o 1.3 Thesis Contributions, where the achievements of this thesis are
presented.
2. Chapter 2. Background
o 2.1 Basic Understanding, where a brief summary of ICs is presented.
o 2.2 Testing of 2.5D ICs, where 2.5D ICs are described with more de-
tail.
o 2.3 Testing of 3D ICs, where 3D ICs are described with more detail.
o 2.4 Testing of M3D ICs, where M3D ICs are described with more de-
tail.
3. Chapter 3. Standards
o 3.1 IEEE 1149.1-2013 Standard, where the 1149.1 Standard is de-
scribed briefly, as it is considered well known.
o 3.2 IEEE 1500-2005 Standard, where the 1500 Standard is described,
as it is considered generally known.
o 3.3 IEEE 1838-2019 Standard, where the new 1838 Standard is de-
scribed extensively, as it is considered not known.
4. Chapter 4. Architecture
o 4.1 Design Flow, where a theoretical die is presented which combines
the standards presented in Chapter 3.
o 4.2 TAM Architecture, where prior contributions that helped this the-
sis are presented.
5. Chapter 5. TAM-Design Automation
o 5.1 The Method-k3, where a method used in the design is presented.
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5.2 Categories of PATs, where all Python Aid Tools created for this

thesis are presented.

6. Chapter 6. Detailed Design

7.

10.

(@]

6.1 Floorplan, where a theoretical floorplan of the 3D stack is pre-
sented.

6.2 Die Modules, where an in-depth description of the parts of the
testing mechanism within each die is presented.

6.3 Core Modules, where an in-depth description of the parts of the

testing mechanism within each core is presented.

Chapter 7. Analysis

o

7.1 Experimental Results, where the total routing of the BUS and
DAISY circuits is presented.

7.2 Timing Analysis, where the histograms of the BUS and DAISY
circuits are presented and compared.

7.3 Delay Paths, where the paths which cause delays for the BUS and

DAISY circuits are presented and compared.

Chapter 8. Future Work, where possible continuation of the work of this

thesis is presented.

Biblioraphy

Appendix

o

A. Design Process, where an in-depth record of the process of the De-
sign Flow is kept.

B. Instructions — Operations, where the bitwise commands of the die
and core registers are kept.

C. Large Floorplan TSVs — FPP “Towards”, where a detail of the FPP

within the design is described.



1.3 Thesis Contributions

This thesis proposes an implementation of the new IEEE 1838 Standard for a test-
access-mechanism (TAM) architecture. The “K® TAM Optimization for Testing 3D-
SoCs using Non-Regular Time-Division-Multiplexing” paper [22] is considered the
precursor to this thesis. It proposed a 3D TAM architecture which was optimized
by means of the K* design-automation process that combines the Kruskal algo-

rithm with the Complete Karmarkar-Karp heuristic.

However, the K* TAM Optimization does not optimize the routing of the daisy
chains as it does not consider the physical placement of the cores on the floorplan.
Truly, the proposed architecture considerably reduces the intra-die connections as
by the paper’s experimental results, but this thesis asks questions about the inter-
die ones.

e Should all cores in a die be connected via the daisy chain technique, and is

their additional routing acceptable?

e Is it truly better than to simply have all cores connected onto a bus, which
is a more classical approach?

e [Finally, is it feasible to implement widely accepted standards with such
routing, and even extend them in the direction of the new IEEE 1838
Standard?

In total, this thesis had 10 main achievements. They range from simply using

existing standards, to automating parts of the combining of the standards. And
from comparing simple routing lengths, to improving the way they were routed. In

detail, these achievements were:

1. We used the following IWLS benchmark cores to design and simulate mul-
tiple floorplans: des3_perf, eth_top, vga_enh top, and wb_conmax.
2. We wrapped these IWLS benchmark cores in IEEE 1500 Std. wrappers:

wrapper._des, wrapper_eth, wrapper_vga, and wrapper_con.



3. We compared the total route length of floorplans in which cores were daisy
chained or connected onto a bus. In particular, we designed three different
floorplans.

o The UNCON floorplan, where the cores are connected functionally on-
ly.

o The BUS floorplan, where the cores are connected to a bus channel.

o The DAISY floorplan, where the cores are connected using daisy
chains.

4. We refined the “K®’ algorithm into the Method-k3, which now has two
passes, and explored its limitations.

5. We utilized the Karmarkar-Karp Heuristic to split the cores into two
groups, accounting for their shift path, and the Kruskal Algorithm to con-
nect the cores of each of the two groups with the minimum amount of
routing.

6. We created a total of 21 Python Aid Tools (PATSs) in 7 broad categories,
which are further analysed on Chapter 5.

o Tools for Top-Level Design.

o Tools for Bounding Boxes for the cores of the designs.

o Tools for the Cell Locations of each core.

o Tools for creating Top-Level Designs with specific cell locations.
o Tools which execute the Method-k3.

o Tools for the making of rudimentary TSV ports.

o Tool for wrapping the benchmark cores into similar facade cores.

7. We implemented a combination of IEEE 1838 Std. and IEEE 1500 Std. in
a final design, using two different floorplans, DAISY and BUS. We ana-
lysed them both and found that the DAISY one was 62% faster.

8. We studied their respective slack diagrams and found that their longest

paths begin from Update cells and end in Capture cells.



10.

We used the FPP in a fully configurable way. Specifically, we used the
“TOWARDS” value in order to control if the FPP connects from Side to
Side, from Pri to Side, from Sec to Side, or from Side to all three.
We fully synthesized and showcased the final design.

o Showing all IEEE 1838 Std. parts on the die.

o Showing all IEEE 1500 Std. parts on one of the cores.



CHAPTER 2.

BACKGROUND

2.1 Basic Understanding

2.2 Testing of 2.5D ICs
2.3 Testing of 3D ICs

2.4 Testing of M3D ICs

In order to maximize the benefit of Circuit Integration, 3D ICs and their microscale
Through-Silicon Vias were introduced as a new inter-die connection. Even though
they suffer from both area and electrical coupling overhead, they are a key techno-
logical advancement for die connectivity. Currently, Through-Silicon Vias are not
fully supported by commercial design software, especially when it comes to their
effective testing. Testing, however, is of paramount importance when it comes to
Through-Silicon Vias, as their high integration density, and their manufacturing
process, makes them especially vulnerable to various defects. Therefore, effective
defect screening and quality assurance are not only necessary, but a prerequisite

for 3D ICs.

2.1 Basic Understanding

Before any further talk on 3D testing can take place, a basic understanding of the
circuits themselves is required, especially when it comes to the way they are being

used today.
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2D ICs.

o These circuits constitute what is the mainstream technology.

o They are two dimensional and consist of a layer on which transistors
are etched, followed by multiple metal layers which connect them to
achieve the required logic.

2.5D ICs.

o These circuits have been used as a precursor to full on 3D ICs. They
are considered a safer alternative, which does not require significant
changes in IC fabrication process.

o They are 2D ICs placed on an interposer, a special metal layer which
connects the normal 1/Os of the 2D ICs together to achieve further in-
tegration.

o They are the extrapolation of multiple cores being on the same pack-
age, as they are multiple processors acting as one SoC.

3D ICs.

o These circuits constitute the topic of this research, and they have been
used in few commercially available processors so far.

o The basic idea behind 3D ICs is a stack of dies. In a sense, 3D ICs are
comprised by multiple 2D ICs placed on top of each other, connected
vertically with TSVs.

o They achieve even further integration as they use the third dimension
in space. For example, two modules of a 2D IC placed at its edges re-
quire more routing than if those same modules were aligned vertically
in a 3D stack.

M3D ICs.

o Monolithic 3D processors are hailed as the future of ICs and are cur-
rently in a strictly research stage.

o They are built completely differently from 2D ICs, as they consist of

multiple transistor layers. That is to say that they can have a transis-
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tor layer, followed by some metal layers, which is then followed by
additional transistor and metal layers.

Theoretically, they would achieve the maximum amount of integra-
tion in 3D space, as their entire volume consists of logic and its con-

nections.
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2.2 Testing of 2.5D ICs

With volume production and commercial exploitation of 3D ICs not being feasible
before pressing concerns about heat dissipation and test cost are adequately ad-
dressed, interposer-based 2.5D ICs might be the only way currently for large-scale
development. That is because they use a well-known technology, the interposer.
An interposer is a passive device that allows dies to be mounted on it using micro-

bumps.

Micro-
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Figure 2.2.1 Interposer-based 2.5D IC.

Inside the interposer, there are two types of interconnects: the redistribution layer
and the TSVs. The RDL is a structure of multiple metal layers that provides hori-
zontal die-to-die interconnects (fig. 2.2.1). While the TSVs, which are connected to
C4 bumps, are used for vertical die-to-package interconnects. However, since the
interposer is a passive device, it cannot support any active logic. Therefore, possible
BIST architectures and their associated BIST controllers must be integrated within
each die, and no sharing of the BIST hardware is possible. Therefore, the area
overhead of BIST for a 2.5D IC can potentially be several times larger than that for
a corresponding 2D IC.

Such increased area overhead is undesirable since it leads to an increase in die
area. Therefore, an increase in test-application time is inevitable, even with faster
in-system and at-speed testing in BIST. Moreover, the faster test clock in the BIST
architecture results in a higher test power consumption, which is also a significant
challenge in 2.5D IC testing. To overcome the above limitations, it was deemed

necessary to develop a new methodology for die testing in 2.5D ICs with reduced
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test cost in terms of test-application time and hardware overhead, but with high
fault coverage and less power consumption. To this end, an efficient test architec-
ture that can enable the application of the same test patterns to multiple dies sim-
ultaneously with negligible area overhead was proposed [23], by using ATGP pat-
terns.

Currently, high-density I/O ports are available for the dies in a 2.5D IC, and
many die-to-die connections are available inside the interposer. Therefore, 2.5D ICs
can provide enhanced system performance, reduced power consumption, and sup-
port for heterogeneous integration. High integration complexity gives rise to the
likelihood of defects during the fabrication of 2.5D ICs. Since the structure of 2.5D
ICs is different from traditional 2D ICs, new test challenges emerged. These chal-
lenges are the pre-bond interposer testing, the post-pond interposer testing, and
the active die testing. Thus, solutions are required [24] for these challenges if we
hope to use 2.5ICs as a precursor to full on 3D ICs.

And yet, with the high density of I\O ports and interconnects, testing a 2.5D
IC or a 3D IC is far more challenging than testing a traditional 2D IC. For instance,
there are 186k micro-bumps but only 25k C4 bumps in AMD Fiji [25]. While logic
dies are typically equipped with full scan and boundary scan, the high density of
interconnects typically leads to large test-data volume. If this large volume of test
data has to be applied through a one-bit serial boundary-scan chain, the test will
take a very long time to execute and hence become prohibitively expensive. Addi-
tionally, the high power consumption of 3D ICs, during testing various stagger
values have to be used in order for the various blocks of the stack to avoid shifting
concurrently, thus drawing too much power at the same time. To that end, a test-
scheduling and optimization technique is also used for identifying groups of dies
for multicast in order to reduce test-application time while satisfying constraints on
the power budget and fault coverage. Simulation results have demonstrated that
compared to previous built-in self-test techniques for 2.5D IC testing, there are
techniques which reduce test-application time for benchmark designs with negligi-

ble area overhead and higher fault coverage [26].

14



Specifically for the testing of the interposer that makes 2.5D ICs possible, its
structure has to be taken into account too. The vertical interconnects of the inter-
poser are composed of microbumps, TSVs, and C4 bumps that connect the dies to
the package substrate. The horizontal interconnects are composed of microbumps
and a structure of multiple metal layers that connect various dies. The intercon-
nects in the interposer are fabricated using the same processes as the interconnects
in the silicon dies. As a result, an interposer can provide more than 10 000 die-to-
die interconnects and approximately 1200 I/O pins [27]. Testing the interposer re-
quires the targeting of both types of interconnects: horizontal and vertical. If both
sides of the interposer can be probed at the same time, pre-bond interposer testing
can be easily accomplished.

Conversely, the semiconductor industry continues to be faced with market de-
mand for integrated circuits with increasing functionality and high performance.
Its goals are to reduce chip footprint, to integrate more transistors in an IC, and to
achieve higher performance. Thus, a specific kind of interconnect structures first
received attention, ones that most easily led to multitiered ICs. Face-to-face bonded
ICs, with TSVs embedded in the substrate of a silicon wafer, connecting the metal
layers on the front side with another die or package on the same side [28]. This of
course brought new opportunities for the design of dies and the interconnection
between them, but also introduced new challenges for the testing of ICs.

However, double-sided probing of the interposer is not feasible today due to
limitations related to wafer handling and probe-card design. In addition, it is diffi-
cult to probe the micro-bumps on the top side of the interposer due to their high
density. Interconnect testing requires connecting the interconnects in a loop so that
a logic value can be applied at one end and the propagated value can be observed
at the other end. However, interconnects are separated and independent from each
other at the pre-bond stage. Therefore, new and innovative solutions were needed
for pre-bond testing, which culminated in a test architecture which uses e-fuses
that can be programmed through voltage pulses outside the range of normal circuit

operation.
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In fact, increasing wire delay and higher interconnect power consumption are
major concerns for nanoscale CMOS ICs. At first glance, 3D ICs based on Through
Silicon Vias appear to be a promising solution to overcome this bottleneck in
CMOS scaling. However, interposed based 2.5D ICs are being advocated [29] as a
feasible precursor to full 3D ICs. Still, all the dies either in 2.5D or 3D ICs must be
adequately tested for product qualification. Moreover, the introduction of TSVs for
both signal routing across multiple dies as well as Power Delivery Network, impos-
es challenges in terms of manufacturing yield and resiliency issues which should

be addressed in both design and test flows.
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2.3 Testing of 3D ICs

Historically, the semiconductor industry has been able to meet the demand for
high-performance integrated circuits with added functionality by relentlessly scal-
ing device sizes. It has become clear, though, that it is increasingly ditficult to sus-
tain device scaling in an economically viable manner. Escalating costs which are
mainly due to the challenges associated with the lithography of small features, in-
terconnect scaling, and reducing and mitigating process variations. And that is ex-
actly where 3D stacking comes into play, and the whole reason for trying to solve
its issues. Additionally, 3D technologies enable the integration of heterogeneous
fabrication processes, thus paving the way for complex systems such as memory-
on-logic [30].

Although Through-Silicon Vias could be tested together with logic and
memory, a Design-for-Test method is still required, especially for defect isolation
and yield learning. Resistive Random Access Memory, which enables high band-
width logic-memory integration has emerged as an attractive candidate for on-chip
non-volatile memory technology. There have been significant efforts in developing
these technologies as well as macros. However, same as before, there is a significant
lack of electronic design automation methods and tools for their automatic macro

generation.
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Figure 2.3.1 GDS layout of 2D and 3D designs.
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There are papers [31] in which RTL-to-GDS design flows are discussed (fig.
2.3.1), along with DfT methods that detect faults, and a ReRAM module generator
for design exploration.

Moreover, 3D integration is proving to be a promising way to achieve high-
performance ICs with more functionality and a reduced die footprint. The basic
idea lies on die or wafer stacking as it does not require substantial changes to the
existing fabrication process. Thus, separately manufactured dies or wafers are inte-
grated onto the same package, and Through-Silicon Vias are used to connect the
dies to each other. Considerable research efforts have been directed towards the
development of TSV-based 3D stacking technology. However, the keep-out-zone
required for Through-Silicon Vias and limitation with the precision on die align-
ment impose limits on achievable device integration density.

Specifically, a minimum keep-out-zone of 3um is required for ICs fabricated at
20nm, while the die alignment precision is currently limited to 0.5pm. For that
reason, another emerging technology is Monolithic 3D integration, in which tran-
sistors are processed layer-by-layer on the same wafer. Sequential integration of
transistor layers enables high-density vertical interconnects, known as Inter-Layer
Vias. Their size and pitch are typically one or even two orders of magnitude small-
er than those of a TSV. Therefore, M3D integration can result in significantly re-
duced area and higher performance, which explains the growing interest towards
adopting this technology.

Nevertheless, various issues with this technology exist. Firstly, having to invent
a low-temperature process to fabricate high-performance top transistor layers with-
out damaging the bottom transistor layers. Additionally, finding design techniques
to reduce interconnect length, along with critical path delay, and die area. Research
exists [32] for the detection of performance variations due to high-density integra-
tion, defect analysis and modelling, and defect isolation along with yield enhance-
ment. This includes the quantification of the electrostatic coupling impact and wa-

fer-bonding defects on the threshold voltage of the top-layer transistors. All of
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which feed into path delays, and the effectiveness of delay-test patterns, with a
possible solution being built-in-self-testing.

[} O /0 1O
TDI Pin Pin Pin  Pin TDO

Optional
IEEE 1149.1 Boundary Scan F;,I:S? .
Layer
Module- 3 Module 4 Top
Layer
Interface Register Test
Layer
Bottom
Module-1 Maodule-2 Layer

Figure 2.3.2 Layered DfT solution.

With all those issues, it is no wonder that research has to focus on finding test
solutions for 3D ICs. The latest one seems to be based on dedicated test layers [33]
which are inserted between the functional layers of the 3D stack (fig. 2.3.2). Mean-
ing that one layer has the functional components, while the other layer has the test
scan chains, and so on and so forth in an alternating fashion. More specifically, the
test layer includes an interface register controlling signals from a testing module to
one of the test scan chains, and an instruction register connected to the interface
register. The instruction register processes testing instructions from the testing
module, which is connected with Inter-Layer Vias to the functional components,
and the test module throughout the test layer.

Granted that, 3D ICs promise to overcome interconnect bottlenecks in CMOS
scaling while offering true heterogeneous SoC integration. The obstacle then for
their widespread industry adoption truly are their low manufacturing yield. In
general, the yield of 3D ICs can be reduced due to the defects in stacked dies or

defects that occur during the assembly process. In the former case, it is critical to
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conduct pre-bond testing to prevent the stacking of defective dies. For the latter
case, the addition of spare TSVs to repair defective functional TSVs is an effective
method for increasing yield and ensuring reliability. And yet, while several spare
TSV allocation strategies have been proposed in literature, these methods only con-
sider uniform TSV placement [34]. While such a layout offers advantages like low-
er heat dissipation and stronger package bonding, non-uniform TSV placement al-
lows more design flexibility and leads to shorter wirelength.

As a result, non-uniform TSV placement provides two important benefits,
namely lower latency, and power reduction. However, due to the added degree of
freedom in the locations of functional TSVs associated with non-uniform place-
ment, it is a challenge to enhance the yield for such designs, and advances in spare
TSV allocation methods are needed to achieve the above performance benefits.
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Figure 2.3.3 Operation of f-TSVs for fault tolerance.

In order to address this problem, s-TSV allocation techniques (fig. 2.3.3) have

recently been proposed for non-uniform TSV placement even though there still
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remain major challenges that limit the practicality of these techniques. Those chal-
lenges are namely that defects are not actually uniformly distributed, that TSVs
cannot actually be placed anywhere on the chip, and that delay overhead doesn’t
originate only from signal re-routing.

On the other hand, since TSVs support high clock frequencies, and can thus be
used as high-speed interfaces between the dies of the stack, very few of them
ought to be used for testing purposes. This low number of test TSVs creates a se-
rious bottleneck for the Test Access Mechanism of 3D ICs, which delivers high
volume of test-data using a small number of horizontal and vertical interconnects.
In addition, the scan-chains of the cores support low shift frequencies because they
are not optimized for timing. Therefore, the highest rate at which test-data can be
transferred through the TAM is very low. On top of that, the lower thermal con-
ductivities of inter-tier and inter-metal dielectrics used in 3D ICs block the heat
generated inside the stacks from reaching the heat sink. As a result, the scan shift
frequencies are often further reduced to avoid violating power and thermal limita-
tions of 3D ICs.

Hence the test time for a 3D IC is dominated by the time needed for transport-
ing test data to various layers of the stack, the limited number of TSVs adversely
affects the test time of 3D ICs. In order to overcome these limitations, TAM archi-
tectures for 3D ICs have been proposed [35] that exploit the high speed offered by
TSVs in order to support fast transfer of test data using a small number of TSVs.
That is achieved by the means of a 2D Time Division Multiplexing approach,
which is applied at the vertical dimension of the 3D stack as well as on the hori-
zontal dimension. An efficient test-scheduling approach must identify the appro-
priate shift-frequency for every core to maximize the number of tests that can be
scheduled in parallel without violating the power and thermal constraints of a 3D
IC.

On the other hand, there is always the thought of built-in self-test methods. 3D
stacking involves many possible test insertions, due to multiple yield and test cost

parameters corresponding to different dies and tests, such as for pre-bond, post-
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bond, and partial stack. As an exponentially large number of test flows must be
evaluated, analysis methods and tools are needed for test-cost optimization and au-
tomated test-flow selection. BIST is a promising solution because it simplifies test
application. Especially in 3D ICs, since tests can be applied at many possible test
stages or test insertions, there is a need for a distributed BIST framework. Such a
framework can enable BIST-based testing at multiple test insertions [36]. Specifi-
cally, there are methods to locate defects in a passive interposer before and after
stacking. Firstly, a technique for contactless pre-bond TSV testing and a DfT archi-
tecture for post-bond die access. Secondly, an optimization approach to select an
effective test flow by systematically exploring an exponentially large number of
candidate test flows. Lastly, an end-to-end design of a BIST infrastructure.
Furthermore, the very placing of the TSVs may turn known-good chips into
faulty ones, which of course feeds back to the low yield of 3D integration. Such
concerns have been highlighted especially about defects that may arise in the bot-
tom layer when additional layers are processed. In addition, non-bottom layers are
susceptible to process variations and electrostatic coupling, while the vias them-
selves are prone to shorts, opens, and delay defects. Therefore, there is a need for
Design for Test solutions to enable defect isolation and yield enhancement. A
strong candidate is the IEEE Std P1838 which mandates the insertion of a die

wrapper register for TSV-based 3D ICs that provides controllability and observabil-

ity.
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2.4 Testing of M3D ICs
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Figure 2.4.1 An illustration of an M3D IC.

Interestingly, P1838 can potentially be extended even for Monolithic 3D ICs (fig.
2.4.1), which are the next logical step of 3D Integration. The reason for this turn to
Monolithic 3D ICs even without having solved all issues with TSV-based ones is
that it is becoming increasingly difficult to sustain device scaling in an economical-
ly viable manner. This is due to challenges associated with interconnect scaling,
lithography of small features, and process variations. In a M3D, the bottom-layer
transistors and their associated interconnects are first processed using a standard
high-temperature process. Next, a thin silicon layer is created over the bottom lay-
er. The top-layer transistors are then processed under a strict thermal budget. Fi-
nally, ILVs are processed to connect the two layers. These steps are repeated for
any additional layers. Sadly, the number of both functional and test layers can be
limited by the likelihood of performance degradation due to the high temperature
processing steps.

Therefore, it becomes clear that for this sequential integration to work, what is
required is a low-temperature process to create a thin silicon film over the bottom
layer. Furthermore, what is required is also a process to realize transistors on the
top layer without damaging all the underlying interconnects or degrading the tran-
sistors on the bottom layer. One of the ways that is reported in literature [37] to

succeed in achieving those two requirements is by shielding layers with a protec-
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tion that keeps them from being damaged due to the high-temperature steps.
Hence, with that issue solved, the fact remains that there must be a way to find the
faults hiding in the ILVs. Clearly, the way to do that seems to be the BIST DT so-
lution of adding a test layer in-between every two functional layers.

Above all, it is the test solution based on dedicated test layers that are inserted
between functional layers that seems to be the way forward, even when compared
to test solutions inspired by the extension of the P1838 standard. That is because
these layers provide controllability and observability to signals at the interfaces of
functional layers. Their main features are a low-bandwidth serial interface, a high-
er-bandwidth parallel interface, dedicated probe pads on all layers except the top
one to enable partial-assembly testing, and test structures to enable modular test-
ing. And even though the addition of test layers to the M3D assembly can poten-
tially lower chip yield because of more candidate defect locations, the improvement
in test coverage and defect-isolation capability offsets this concern. Moreover, the
dedicated test layers can be manufactured using a mature technology [38] and the
number of back-end-of-the-line layers can be minimized to reduce the total impact
on die yield.

As for Monolithic 3D integration, although it is receiving considerable interest,
and while it can theoretically achieve higher device density compared to TSV-
based 3D stacking, it is still considered an immature technology. Presently, there is
a need to analyse the impact of wafer-bonding defects on path delays in a Mono-
lithic 3D IC [39]. A need to understand the impact of bond defects on the thresh-
old voltage of a top-layer transistor and on the ILVs. This impact of wafer-
bonding defects on the threshold voltage of a top-layer transistor is significant, and
cannot be ignored, especially for Monolithic 3D ICs integrated at the gate-level.
Further on, it is known that the presence of defects at the bond interface can lead
to a change in resistance of an ILV, and in some cases, lead to an open in the ILV
or a short between two ILVs. These defects can significantly impact the slacks for

paths through the top layer in a gate-level-integrated Monolithic 3D IC.
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CHAPTER 3.

STANDARDS

3.1 IEEE 1149.1-2013 Standard
3.2 IEEE 1500-2005 Standard
3.3 IEEE 1838-2019 Standard

Three IEEE standards have been used in this thesis, which are briefly presented in
this chapter. Amongst them, one is considered new and relatively unknown, and
thus it will be presented with more detail. Important from this brief presentation
are the specific module and port names, as they will be used in the following chap-

ters.

3.1 IEEE 1149.1-2013 Standard

The 1149.1 Std. [40] defines test logic that can be included in an integrated circuit
to provide standardized test solutions. Firstly, it is used to test the interconnections
between integrated circuits once they have been assembled onto a printed circuit
board or other substrate. Secondly, it is used to test the integrated circuit itself.
Lastly, it is used to observe or to modify circuit activity during the component’s
normal operation. The test logic consists of a boundary-scan register and other

building blocks and is accessed through a test access port (TAP).
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Figure 3.1.1 On-chip test logic for 1149 Std.

The TAP consists of five well-known ports, TCK, TMS, TDI, TDO, and TRST
(fig. 3.1.1). Of those, TMS feeds into the TAP Controller, an FSM which has 16
states and creates the Update — Capture — Shift signals either for the Data Registers,
or the Instruction Register. Especially for the Instruction Register, which is defined
as having a width of at least 2 bits, the 1149.1 Std. defines some Instructions that
always must be included, namely BYPASS, SAMPLE, PRELOAD, and EXTEST,
while also allowing the merging of SAMPLE and PRELOAD into one Instruction.
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Figure 3.1.2 Capture-update TDR cell with non-gated clock and optional reset.

Finally, the Test Data Registers, of which there are at least two: the Bypass and
the Boundary-Scan registers. They are composed from TDR cells (fig. 3.1.2), which
are defined fully, complete with descriptions in hardware description languages.
They are used as the very basis of the testing functionalities of the combined
standards. Summarizing, the 1149.1 Std. is used in the final design of this thesis
for its widely accepted testing ports, and its FSM, which can be used with no ad-
justments by the following two standards, as they were based on it as their precur-

SOr.
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3.2 IEEE 1500-2005 Standard

The 1500 Std. [41] defines a scalable architecture for independent, modular test de-
velopment and test application for embedded design blocks and enables testing of
the external logic surrounding these cores. Modular testing is typically a require-
ment for embedded non-logic blocks, such as memories, and for embedded prede-
signed non-mergeable intellectual property (IP) cores. In addition, its architecture
can also be used to partition large design blocks into smaller blocks of more man-
ageable size and to facilitate test reuse for blocks that are reused from one system-
on-chip (SoC) design to the next.

Considered well-known, it has developed a standard design-for-testability
method for integrated circuits (ICs) containing embedded non-mergeable cores. Its
method is independent of the underlying functionality of the IC or its individual
embedded cores. The method creates the necessary requirements for the test of
such ICs, while allowing for ease of interoperability of cores that may have origi-
nated from different sources. Its aim was to provide a consistent scalable solution
to the test reuse challenges specific to the reuse of non-mergeable cores, while pre-
serving the IP aspects that are often associated with these cores. This objective was
achieved through provision of a core-centric methodology that enables successtful

integration of cores into SoCs.
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It is comprised by the Wrapper Serial Port (WSP), the Wrapper Instruction
Register (WIR), the Wrapper Bypass Register (WBY), and finally the Wrapper
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Boundary Register (WBR). It also allows for a user-defined set of wrapper termi-
nals forming the Wrapper Parallel Port (WPP) which provide parallel access to the
wrapper (fig. 3.2.1), which is important for the final standard presented in this
chapter.

The WSP is compromised by the well-known ports WSI, WSO, WRCK,
WRSTN, and the additional SelectWIR, CaptureWR, ShiftWR, and UpdateWR.
When combined with the standard, the last three can be achieved with the addi-
tional of a specified “glue logic” module which converts the signals produced by

the FSM to the ones required within the core.
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Figure 3.2.2 An example core executing WS_BYPASS. wsc | WS_Extest

Figure 3.2.3 An example core executing WS_EXTEST.

For the WIR, it specifies that it must have a shift path of at least 2 bits, and
that it must account for the two mandatory instructions WS_BYPASS (fig. 3.2.2)
and WS_EXTEST (fig. 3.2.3). The former instruction is the one which uses the
WBY, which allows for only some of the cores to be tested at a time. This will be
used fully in the next standard and is the way the two standards can be used at
the same time. It is what allows them to be tested serially by this standard, while
also having a parallel function as allowed, which will conform to the specifications

of the standard that follows.
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3.3 IEEE 1838-2019 Standard

Advancements in interconnect, assembly, and packaging technology have led to a
wide range of multi-die stack architectures. These die stacks need to be tested be-
fore they can be shipped with acceptable quality levels to customers. Consequently,
three-dimensional design-for-test (3D DfT) structures that provide test access be-
tween the external stack I/Os and the various dies and inter-die interconnect are
needed. Test access is needed for manufacturing phases that include both partially
assembled and complete stacks. These are the issues that the 1838 Std. [42] ad-
dresses.

It is die-centric, applying to a die that is intended to be part of a multi-die
stack. It defines die-level features that, when compliant dies are brought together
in a stack, comprise a stack-level architecture. Initially, it enables transportation of
control and data signals for the test of intra-die circuitry. Additionally, it enables
inter-die interconnects in both pre-stacking and post-stacking situations. It sup-
ports testing for both partial and complete stacks in pre-packaging, post-packaging,
and board-level situations. The primary focus of inter-die interconnect technology
addressed by this standard is through-silicon vias (TSVs); however, this does not
preclude its use with other interconnect technologies such as wire-bonding.

In particular, the 1838 std. standardizes mandatory and optional on-chip
hardware components for 3D test access. Its aim is to define standardized and
scalable 3D-DIT features based on and working with digital scan-based test access
at die-level. Hence, when compliant dies are stacked, a stack-level 3D-DfT test ac-
cess architecture emerges, an architecture with a minimum functionality and many
optional extensions. The standard provides a modular test access architecture, in
which dies and interconnect layers between adjacent stacked dies can be tested in-
dividually. The focus of the standard is testing the intra-die circuitry as well as the
inter-die interconnects in pre-bond, mid-bond, and post-bond cases in pre-
packaging, post-packaging, and board-level situations. The standard provides test
access via a mandatory one-bit serial input/output test port and multi-bit parallel

test ports.
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Being die-centric, compliance to the standard pertains to a die (and not to a
stack of dies). Standardized die-level design-for-test (DfT) features comprise a
stack-level test access architecture. In this way, the standard enables interoperabil-
ity between die makers and stack maker. The standard does not address stack-
level challenges and solutions. The most prominent example of this is that the
standard does not address compliance of the stack to IEEE 1149.1 Std. boundary
scan for board-level interconnect testing (although the standard certainly does not
prohibit application thereof). It also does not mandate specific defect or fault mod-
els, specific test generation methods, nor specific die-internal 2D-DfT features.
However, the standard leverages existing 2D-DfT wherever applicable and appro-
priate, including test access ports, such as specified in IEEE 1149.1 Std., and on-
chip DfT such as internal scan chains and wrappers of embedded cores, such as
specified in IEEE 1500 Std. Similar to IEEE 1149.1 Std. and IEEE 1500 Std. it on-
ly defines a DfT architecture: the number, name, type, and function of test I/Os, the
On-chip DIT hardware and corresponding description, and the clock-cycle accurate

test operation protocol.
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Figure 3.3.1 Two layers of a 3D stack which implement the IEEE 1838 Standard.

Its general architecture is based on its two interfaces, the Primary and Second-
ary one. They are made in such a way so that they can be brought together in a
stack (fig. 3.3.1). Part of the interfaces is used for test data, while the rest is as-
sumed to be used for functional data. That means that the standard can accommo-
date power TSVs, data elevators, and various other stack-based solutions without

alterations.
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Figure 3.3.2 A 3D stack with three dies on its second layer.

The standard allows for various forms of stacking, accounting for layers that
are formed by more than one dies. This is achieved by the Primary interface being
able to drive any number of Secondary interfaces (fig. 3.3.2), as many as it is re-
quired from the specific stack architecture. This is one more reason why the stand-
ard can be easily implemented in all kinds of 3D stacks. That is especially true
when it comes to its test signals, which are the well-known IEEE 1149.1 Std. ones,

which further simplify the correct implementation of the standard.
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Figure 3.3.3 Per-die Primary Test Access Port and register with signal connections for 3D extension units and
feature Configuration Registers.

Presented here (fig. 3.3.3) is the general architecture of the Primary Test Ac-
cess Port (PTAP) and its surrounding registers, all being linked to TDI for input,
and having the internal TDI signal as output. Of course, this also serves as the
TDO signal, but only if the next Secondary Test Access Port (STAP) is not selected,
which means it does not produce its own TDO signal. Other than the Die Wrapper
Register (DWR), which will be explained separately, and the FSM within the
PTAP, the rest of the architecture consists of registers. These are the heart of the
standard, controlling its various functions, under the guidance of the FSM.

For a first understanding of its usage, it is sufficient to understand that the
PTAP is only a bit of logic around the IEEE 1149.1 Std. FSM. In turn, it controls
the Instruction Register, which can then decide the function of the entire wrapper.
Its choices being the DWR, or the various registers, such as the Bypass Register,
the 3D Configuration register, or the Identification Code Register. Simply put, the

signals TMS and TCK control the FSM, which allows the TDI signal to reach the
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Instruction Register. If it has already been set up, the TDI signal moves to one of
the other choices, following the command within the Instruction Register. Further
on, each piece of the IEEE 1838 Std. will be presented in more detail, for a more

in-depth understanding of their functionality.
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Figure 3.3.4 Primary and Secondary Interfaces.

Starting with the serial test access ports, which is one subset of the primary in-
terface, first comes the primary test access port (PTAP). It contains the signals and
internal die logic connections that are associated with the Primary Interface. An-
other subset of the secondary interface is one or more secondary test access ports
(STAP). They contain the signals and internal die logic connections that are associ-
ated with the secondary interface (fig. 3.3.4). These may also include the flexible
parallel port (FPP) which will be described further on.

The PTAP is associated with the surface closest to the board connection or
package interface and is represented by five terminals: TCK, TMS, TDI, TDO,
TRSTN. These signals drive the PTAP controller, which is an IEEE 1149.1 Std.
compatible TAP controller. As for the STAP, each of them has five equivalent ter-
minals: TCK_Sn, TMS_Sn, TDI Sn, TDO_Sn, TRSTN_Sn. To illustrate, “n” is the
number of the STAP starting from 1, with STAP-1 being connected closest in scan
path order to the PTAP TDO terminal. As for which STAP is selected, this is
where the 3DCR module comes in, else known as the STAP Configuration Register.
It works in tandem with the STAP control logic, which is simple and described ful-
ly in the standard.

The 3DCR is defined to have three mandatory signals, the Config-Hold signal,
the Select_Sn signal, and the RTI or_TLR_Sn signal. The Config-Hold signal resets
to a deasserted state and makes the STAP configuration bits and the STAPs persis-
tent through the Test-Logic-Reset action of the PTAP controller’s FSM. The Se-

lect_Sn signals reset to a deasserted state and select and activate the individual
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numbered STAP_Sn. And the RTI_or_TLR_Sn signals, which are individual park-
ing state definition signals, and reset to a logic 1 state, and define the parking state
of the individually distributed TMS_Sn signals associated with the individual num-
bered STAP_Sn. Of course, the last die of the stack does not require to have a
3DCR, as it does not have any STAPs.

With each PTAP controller and register architecture including an Instruction
Register, the instruction Select3DCR is the only way for the 3DCR to be accessed.
As always, another mandatory instruction is the Bypass one, which selects the By-
pass register. Another required module is the Device Identification register, a relic
from the IEEE 1149.1 Std. which was included to the final design in this thesis on-
ly for the ability to fully implement the standard. Its instruction is Select IDCODE,

while there are also three more recommended ones: Select DWR Extest, Intest, and
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Figure 3.3.5 The DWR on two dies.

The Die Wrapper Register (DWR) (fig. 3.3.5) which exists for each die enables
controllability and observability of the logic to and from die terminals for both
INTEST and EXTEST modes. The standard allows multiple configurations of the
DWR, namely that it can reuse one of more segments of an IEEE 1500 Std. WBR
as the DWR. The DWR cell operation relies on the Shift, Capture, Update, and Ap-
ply events. Of which, only the later one is unknown, and is nothing more than the
test clock pulse which connects to all registers. Lastly, the Test-Logic-Reset state
can be used to force the DWR logic into a state that enables functional operation of

the die.
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Figure 3.3.6 The FPPs inside the dies.

The last piece of the standard, and the cornerstone for using it, is the FPP
module, the Flexible Parallel Port (fig. 3.3.6). By definition, the FPP can be used
to establish a connection between the primary interface, the secondary interface,
and the core of functional logic on the die. The optional FPP is intended for carry-
ing arbitrary test data, clock, and control signals up and down the die stack inde-
pendent of the die wrapper. The configuration of the FPP can vary depending on
the application. The FPP is composed of a set of lanes. Each lane implements a
one-bit wide path. Lanes with identical properties and control may be grouped in-
to channels. Lanes can be unidirectional or bi-directional, registered (including
pipe-lined pathways between terminals of the lane) or unregistered, and include
several connection points between the bottom and top of the die. The collection of
connection points is selectable according to the rules shown below but may include
terminals from the lane to the core and back, from one lane to another lane, and
between the primary and secondary interfaces. Multiplexing functions within the
lane can select how these terminals interconnect within the lane. Controls for these
multiplexing functions are derived from test data register bits sprinkled throughout

the scan-accessible network.
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Figure 3.3.7 Example of the flexibility of the FPP (PRI to Side and SEC).
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Figure 3.3.8 Example of the flexibility of the FPP (SEC or Core to PRI).

The purpose of the FPP is to enable parallel data flow into each die and be-
tween dies in the stack. In addition to the inter-die connection (fig. 3.3.7), it is also
possible to connect the lanes with the core logic of the current die (fig. 3.3.8). This
is done by its six terminals, in total. With FPP_PRI and FPP_SEC for connecting to
the TSVs. With FPP_FROM_CORE and FPP_TO_CORE for connecting to the logic
core within the die. And with FPP_FROM_SIDE and FPP_TO_SIDE for connecting
to other FPP lanes. It may be composed of registered and non-registered lanes; the
latter category can be further subdivided into clock lanes and non-clock lanes (fig.
3.3.9). The configuration of each of the lane elements is done with PTAP-

accessible register bits (TDRs) that will hold their state as the FPP is being used to
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apply tests. The lanes can each be controlled (if a pathway exists) to connect sig-
nals of the primary interface, secondary interface, and core to each other. These
pathways might be registered to enable higher-frequency data communications
across them. If registered, a clock can be provided from various sources. But it is
envisioned that a clock might be easily connected through a non-registered lane, so

special clock terminal names were selected, as its registration can be bypassed if so

desired (FPP_CLK _IN and FPP_CLK_OUT).
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Figure 3.3.9 Small example of FPPs on two dies.
As mentioned throughout this presentation of the standard, IEEE 1149.1 Std.
is leveraged for the serial control and data path. The stack-level and die-level in-

terface is specified with respect to the 5 TAP interface signals. The PTAP controller
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and register architecture is based off an IEEE 1149.1 Std. TAP controller and reg-
ister architecture. The Instruction Register directs the device-level registers to be
placed in the TDI-to-TDO pathway. Finally, the DWR is quite flexible in its con-
struction. As such, an IEEE 1500 Std. core wrapper can become part of its content.
That is how the standards can come together in such a way; because IEEE 1838

Std. allows it.
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CHAPTER 4.

ARCHITECTURE

4.1 Design Flow
4.2 TAM Architecture

In Chapter 4 we present the general architecture of the 3D design used in this the-
sis. The design flow is presented first, and then the details on the TAM architec-

tures examined.

4.1 Design Flow

Let us assume a theoretical die consisting of the 6 cores shown (fig. 4.1.1) for illus-

Core Core Core
Core Core Core

Figure 4.1.1 A theoretical die which has 6 benchmark cores.

tration purposes.
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Each of the benchmark cores has a different number of I/O ports, split into
functional and testing ones. For ease of usage, they are wrapped with a facade,

which splits the ports of the benchmark cores into functional and testing ports.

Facade
Core Core Core

Figure 4.1.2 Benchmark cores wrapped with the facade.

The functional ports are used for the functional connections among the cores,
while the testing ports are used solely for testing the die. The functional and test-
ing ports were separated to enable the generation of the UNCON die. The UNCON
has its test ports unconnected and serves as a reference die for measuring the exact
amount of wiring used for the functional connections. By subtracting the wire-
length of the UNCON die from the wirelength of any die with test connections, the

exact wirelength of the test connections can be measured precisely.

Figure 4.1.3 Benchmark cores wrapped with the IEEE 1500 std. compatible wrapper.

The next step is to wrap all the benchmark cores with IEEE 1500 std. compat-
ible wrappers. These give them the ability to be tested serially with the connections

between the cores, following the 1500 std. testing protocols.
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Figure 4.1.4 Benchmark cores after the addition of the 1838 std. FPP.

Additionally, the FPP switchboard is added to each of the cores, which works
in tandem with each 1500 std. compatible wrapper. This enables in parallel testing,
through the TSVs, adhering to IEEE 1838 testing protocols. However, this does not
mean that the two testing schemes can only be used separately. For instance, all
control signals can only be changed serially, through the connections of the 1500
std. Additionally, one can prepare all scan chains in parallel, but extract the results
serially. Thus, the two testing schemes can seamlessly work together, because they
use the same wrapper cells around each core.

Moreover, the two testing schemes can be used for different kinds of testing.
For example, on the case of EXTEST, the connections between the cores can be ac-
cessed through the 1500 std. scheme, while the TSV connections between the clus-
ters can be accessed through the 1838 std. scheme. The architecture is flexible in
that regard, especially when it comes to the usage of the various bypass signals.
One can skip over cores in the die, or even entire dies of the stack, allowing for the
testing to happen in any way the testing process requires it to.

At this stage of the design flow the cores can be considered test-ready. There-
fore, the next step in the flow is to generate the Test-Access-Mechanism (TAM) of
each die. The TAM makes every die test-ready and offers the means: a) to connect
the in-test ports of all cores to the source of test-data at the die level, in order to
transfer the test data into the cores, and b) the out-test ports to the test sink at the
die level, in order to transfer the test responses out of the cores. Even though

many different TAM architectures have been proposed in the literature, we study
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in this thesis two different TAM architectures: the bus architecture and the daisy-
chain architecture. In the bus architecture all the test-ports of the cores are con-
nected on two shared buses: one bus for transferring the test-data into the cores
through the in-test ports, and one bus for transferring the responses out of the
cores through the out-test ports. In the daisy-chain architecture the cores are con-
nected in a sequential manner forming a virtual daisy-chain: the out-test port of
every core drives the in-test port of the next core in the chain, while the first one is

driven by the test source of the die, and the last one drives the test sink of the die.

1838 std. FPP 1838 std. FPP 1838 std. FPP

Core Core Core

PTAP STAP

1838 std. FPP 1838 std. FPP 1838 std. FPP

Core Core Core

Figure 4.1.5 An abstract rendering of the BUS die.

In the first architecture shown (fig. 4.1.5), which will hereafter be called BUS,
the TAM consists of two wide bus channels. The first is the input bus channel as it
connects the input testing ports with the 1838 std. PTAP module, which serves as
the TAM source at the die level. The second is the output bus channel as it con-
nects the output testing ports with a bus ending with the 1838 std. STAP module,

which serves as the TAM sink at the die level.
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Figure 4.1.6 An abstract rendering of the DAISY die.

In the second architecture shown (fig. 4.1.6) which will hereafter be called
DAISY, the TAM connects the testing ports of the cores in sequence, that is, the
test-in port of each core is directly connected to the test-out port of the precursor
core in the daisy chain. Since the daisy chain architecture requires longer test times
than the BUS architecture, we use multiple daisy chains architectures in order to
reduce the total test-time for shifting the test-data into the cores. In this thesis the
TAM consists of two daisy chains at every die, but additional daisy chains can be
used in a similar manner. The input of each of those chains is driven by the PTAP

module, while their output drives the STAP module.
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1020 ~+-4 CND

1020 ~+A CND
1020 ~+- CDD

1838 std. FPP

1838 std. FPP

iml
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1838 std. FPP

TSVs
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1020 r+d CHD
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Figure 4.1.7 An illustration of multiple DAISY dies in a 3D stack.

In Fig. 4.1.7 we present the complete 3D test scheme developed in this thesis,

which is a fully testable 3D stack, using the combination of the IEEE 1149.1-2013
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Standard, the IEEE 1500-2005 Standard, and the new IEEE 1838-2019 Standard.
A single die of this theoretical stack is presented in Chapter 6, along with the inner
parts of a single wrapped core. Theoretically, and as it is illustrated, the testing
connections of the BUS die should require additional routing than those of the
DAISY die. This comparison is one of the main goals of this thesis, along with the
design of this combination of IEEE standards.

We must note that the complete 3D scheme for serial testing implemented in
this thesis assumes vertical connections among the PTAP and the STAP at the dies
of the stack, which are realised by using TSVs. However, the TSVs through the
IEEE 1838 std. FPPs accompanying every core can be used for in parallel testing.
In Section 4.2 we present the implementation of the vertical connections as part of

the TAM at the die level.
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4.2 TAM Architecture

As mentioned in Section 4.1, we studied two different TAM architectures based on
Time-Division-Multiplexing: the BUS architecture and the Daisy-Chain Architec-
ture. Both architectures are very favourable in terms of test-times, as they explore
the high bandwidth offered by the TSVs to transfer very fast the test-data to the
entire stack and distribute these test data into the dies by using the local TAM at
every die. This is enabled by the means of the Global Channels presented in “Test-
ing 3D-SoCs” [43], which are very fast vertical connections based on TSVs. Hereaf-

ter we present the details of each part of the TAM architecture.

4.2.1 Global Channels

Global channels are fast vertical connections through the entire stack that use a
small number of TSVs and TAM lines to transfer big volumes of test-data to the
various dies at a high rate. The global test channels begin at the bottom die and
they end at the top-most die. They consist of TSVs in the passive layers of the dies,
and metal vias and buffers in the active layers of the dies. Test-data are time-
multiplexed at each global channel at the bottom die, and they are transferred to
the dies of the stack at the frequency supported by the TSVs. At each die the test-
data are time-demultiplexed and distributed at every core using the slow shift-
frequency permitted by the wrapper chain of the core and the TAM of the die.
Time-division multiplexing is applied in two dimensions, vertical and horizon-
tal. In the vertical dimension, the test data are time-multiplexed in a round-robin
fashion and they are transferred through the TSVs; at the first clock cycle, the test
data of the first die are transferred; at the second clock cycle, the test-data of the
second die are transferred, etc. In the horizontal dimension, the test data for differ-
ent cores of each die are time-multiplexed at the specific clock cycles that the glob-
al channel transfers test data for the die, and they are transferred horizontally to

reach the cores of that die. The vertical TDM depends on the frequency supported
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by TSVs, while the horizontal TDM depends on the shift-frequency supported by

the wrapper and the scan-chains of each core.
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Figure 4.2.1 Illustration of a Global Channel Figure 4.2.2 Electrical model of a Global Channel

Fig. 4.2.1 presents the structure of a global channel carrying one test-bit in the
3D stack. All dies face downwards, and they are connected face-to-back. The glob-
al channel begins from the first metal layer of the bottom die, and it goes through
a TSV and two micro-bumps to reach the top metal layer of the middle die. Then,
through successive metal vias it reaches the first metal layer and the transistor lay-
er of this die, where it is connected to the local TAM structure. Then it is connect-
ed again to the first metal layer of the die, and through the next TSV and micro-
bumps it is connected to the top metal layer of the third die. At each die, the sig-
nal of the global channel is transmitted to the local TAM using a buffer, and it is
retransmitted upwards using a second buffer. The global channel ends at the first
metal layer of the topmost die, where it is connected to the local TAM structure.
The same structure in the reverse direction is used for global channels carrying test
responses out of the IC.

In Fig. 4.2.2 the RC model used for three dies is presented. Rtot, Ctot represent
the total resistance and capacitance of the TSV and the microbumps at each level
of the stack. The inductance of the TSV and the micro-bump can be ignored be-

cause the global channels operate in the low-GHz frequency range. The maximum
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shift-frequency for the IWLS benchmark cores was found using timing simulation
to be in the range of 220MHz to 400MHz.

The proposed TAM architecture is modular, and it can be used for testing both
partial and complete stacks. In the case of partial stacks, each global test channel
ends at the die that is at the top of the stack. For pre-bond testing, the same
mechanism can be used, provided that the circuit at the bottom die that multiplex-
es test-data from the ATE, is replicated at each die of the stack. Note that this cir-
cuit is very small, and it can be easily bypassed during post-bond testing. Finally,
for 3D ICs with their clock network split across different tiers the redundant pre-
bond clock tree is used [45] for connecting each core with the clock generated by
the TDM scheme. If the pre-bond clock tree is not available, then the test clock in-
puts stemming from the other tiers must be bypassed and driven by the TDM

clock signal.

4.2.2 Bus-based TAMs
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Figure 4.2.3 An illustration of the Bus-based TAM architecture.
The Bus-based TAM architecture [43] is shown in Fig. 4.2.3. Let Npies be the
number of dies in the stack. The Automatic-Test-Equipment (ATE) transfers test
data with frequency F47z The ATE channels are partitioned into groups, and each
group loads one parallel to serial register of length L at the bottom die of the

stack. When it is loaded, this register transmits serially the test data through the
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Global TAM line using Global Test Clock (GTC). W parallel global TAM lines form
a global channel of width W. The global channel distributes the test data at the lo-
cal TAMs, which are responsible for loading them into the cores. GTC is a periodic
signal with frequency Ferc = FarexL generated either on-chip using a phase-locked
loop, or it is provided directly by the ATE (note that L = 1 when the ATE can
transfer test data with frequency Fgre). First GTC is divided at each layer into a
local test clock LTC (vertical TDM). The frequency of LTC, Frzc is lower or at
most equal to the highest frequency that the TAM of the layer can transfer test da-
ta to the cores. Then, LTC is further divided at the local TAM at each layer (hori-
zontal TDM) to shift test data into each core at different frequencies depending on
the scan chain limitations and the power constraints of the core.

Fig. 4.2.3 shows one instance of a local TAM for the 3D SoC used in that
work. Each layer is assigned one cyclical shift register of length Npis which di-
vides Fere by the number Npis Specifically, the pattern “001” rotates inside the
register and it drives LTC with one active edge every /NVpis active edges of GTC.
Then, each core is assigned one cyclical shift register with length equal to 2V,
which divides Fi7¢ by a value equal to 2°, 2!, 2%, . . . 2/, The length of the register
is equal to the highest division required (it is equal to 4 in the example of Fig.
4.2.3 to provide division by 1, 2 and 4). The scan shift frequency for every core is
set by loading appropriate non-overlapping patterns into each register before the
testing of the cores begins. All shift registers are clocked using LTC (frequency
Frro) and provide clock signals with frequencies equal to Frre Frrd2, Frrdb as it
is shown in Fig. 4.2.3. At every cycle of LTC, W test bits are available at the com-
mon bus (W is the width of the global and the local bus). Since the patterns load-
ed into the registers are non-overlapping, only one layer is active at each GTC cycle
and only one core loads the test data from the bus at each LTC cycle. In the ex-
ample shown in Fig. 4.2.3 Firc = Ferd3 and the shift frequency for core A, B and
C is set equal to Frrd4 (pattern 0001), Fird4 (pattern 0100) and FLrd/2 (pattern
1010) respectively, as shown in Fig. 4.2.3.
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4.2.3 Daisy-Chain-based TAMs

The Daisy-Chain-based TAM architecture [44] is shown in Fig. 4.2.4 for a 3D-50C
consisting of three dies (Vpies = 3). At the lower level the test-data enter the stack,
and they are transferred through a small number of TSVs to the various dies using
high frequency. At every level of the stack the test-data are demultiplexed and
they are shifted into the die using a division of the global-channel frequency.
Then, they are distributed to multiple daisy chains using a second level of demul-
tiplexing, and they are shifted into the cores by further dividing the shift frequen-
cy. During the shift/capture operations the daisy chains at every die are inde-

pendently controlled using separate test clock and shift enable signals.
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Figure 4.2.4 An illustration of the Daisy-Chain-based TAM architecture.

The Automatic-Test-Equipment (ATE) channels load one parallel-to-serial reg-
ister at the bottom die of the stack with frequency Fa7z which transmits serially
the test-data through the Global TAM line synchronously with Global Test Clock,
GTC (note that when Fa7z > Forc the parallel-to-serial register can be omitted, and
each ATE channel drives directly one global TAM line). W parallel global TAM
lines form a global channel of width W, which distributes the test data to the local
TAMs using the local test-clocks LTC, generated for layers /= 1,2....,/Npies. The local
test clocks are divided versions of GTC generated by the global circular shift regis-
ters GCR1,GCRa....,GCRy. These registers circulate non-overlapping bit patterns that
permit each clock cycle of GTC to be applied at a single die each time.

At every cycle of GTC W test bits are transmitted over the global channel, and
they are distributed among the interface registers IR by using the local test clocks.

These W test bits are stored into one selected interface register IR; upon the active
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clock edge of LTC;. Let ND) be the number of the daisy-chains DC!,DCl,....DC'y D1
at layer L The test-data stored into IR; are distributed among these daisy chains by
further dividing the clock LTC; into clock signals clk'i,clk's,....clk'y (clk}; is used to
shift the test-data from IR; into DC} ). Like the division of GTC, the division of
LTC is achieved by using circular shift registers with nonoverlapping bit patterns,
which enable LTC; to be applied on one daisy-chain at a time. For example, in Fig.
4.2.4 the test data are alternatively shifted into DC% , DC% by the means of two
non-overlapping clocks clk? and clk?s generated using circular registers CR%* and
CR?; (similar register are used at every layer). Both of these registers shift non-
overlapping patterns with the frequency of LTC2 and generate two periodic signals
with half the frequency of LTCy. Each logic value equal to ‘1’ that reaches the
rightmost cell of every circular register CR'j enables the test-data stored at IR; to be
shifted into DC}.

DCY connects several cores at layer / as follows: the WPI of the first core is
driven by the local demultiplexing mechanism of the die, the WPO of the last core
drives the output multiplexing mechanism of the die, and the WPIs (WPOs) of
every intermediate core are connected to the WPOs (WPIs) of their predecessors
(successors) cores. At every DC} one core is tested at each time instance, and the
test-data are shifted into this core by configuring the wrappers of the rest of the
cores (at the same chain) in bypass mode according to the IEEE 1500 standard (in
that work both the parallel and serial ports of the wrappers are connected in daisy
chains to support compatibility with the IEEE 1500 standard). The test-time
T(DCY) for shifting all test-data into DC)j is equal to the aggregate test-time of all
the cores connected on chain DC;.

The first step of the TAM optimization at the stack level (K?) is to divide Fore
into local test frequencies F7,F%2,....Fy in a non-regular manner that depends on the
specific test load and the test constraints of each layer. For example, let us assume
that the three layers of the 3D SoC shown in Fig. 4.2.4 require (approximately)
417, 2/7 and 1/7 of the test data respectively (we assume that all TAM structures

have the same bit-width). Then, F¢rc is divided as follows: the circular shift regis-
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ters GCR1,GCR2,GCR3 are 7-bit wide (7 is the common denominator of the ratios
4/7, 2/7 and 1/7), and they are loaded with the non-overlapping patterns
“01010117, “1000100” and “0010000” respectively (each pattern has as many logic
‘1> values as the number on the nominator of the respective ratio). However, even
though F7 = 4/7 x Fere, two successive clock edges of GTC are applied at LTCy (the
last two bits of the pattern “0101011” are both equal to ‘1°), therefore F; switches
between Fgre (during the last clock cycle) and Ferd/2 (during the rest of the clock
cycles). In the cases that the higher value of F; (Fgrc in the case at hand) cannot
be supported by the local TAM design then another approximate division is select-
ed, like for example 4/8, 3/8, 1/8 for the case at hand.

After dividing Fere into FiF%,....Fy the number ND) of the daisy-chains for
each layer /is set equal to NDI > F{max)/SFm.x, where Ffmax) is the maximum
shift frequency supported by the daisy-chains at layer / and SFiax is the max shift
frequency supported by the cores of layer / Then, the frequency for each daisy-
chain is set equal to FJ/ND, the cores of every layer / are partitioned into /ND; dai-
sy-chains by applying the Karmarkar-Karp algorithm, and the cores are ordered
by applying the Kruskal algorithm. Every ratio F/j/F¢rc for layer / must be nearly
equal to the ratio of the test-data volume of layer / to the test-data volume of the
whole stack.

The selected ratios provide nearly equal test-times for the dies 7711) = 77(2)
=~ ... = TT(Npies) and minimize the test time of the stack 77%suc due to the parallel
application of the tests using TDM. However, these ratios are very often not practi-
cal for frequency division, while there are also power constraints that prevent par-
allelization of certain tests. As a result, many values 7'7(1),77(2),..., TT(Npies) may
deviate a lot from 77suck in practical applications. Nevertheless, this deviation pro-
vides a tolerance range for the lower test times to be increased without any impact
on 77suc. This property is exploited to exchange cores among the ND) daisy-
chains with aim to shorten the long interconnections.

Let A— B be the longest daisy-chain connection of layer / We begin from this

connection and we try to exchange one of the cores A, B with a core C of another
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daisy-chain to replace this long connection with a short one. For all possible per-
mutations A¢>C and B<>C that do not violate the constraint 770) < 77’k for /=
1,2,....,Npies, the new daisy-chains are generated by applying the K?. Among the
permutations that reduce the wire-length of layer / the permutation that offers ei-
ther the highest wire-length reduction (criterion A) or the minimum increase of
TT() (criterion B) is selected, and the algorithm proceeds to the next permutation,
until no further permutations are possible.

The complexity of the optimization process is very low even for large stacks
that consist of thousands of cores (note that the optimization process is applied at
every layer separately and thus the running time of the proposed method depends
on the number of cores at each layer). The complexity is very low even for very
large future 3D stacks, because technology limitations favour the integration scaling
at the vertical instead of the horizontal dimension, limiting thus the potential num-

ber of cores integrated at every layer of the stack.
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CHAPTER 5.

TAM-DESIGN AUTOMATION

5.1 The Method-k3
5.2 Categories of PATs

As described, the testing flow starts with a rudimentary top-level design that con-
tains some of the benchmark cores and ends with a fully synthesizable floorplan.
In Chapter 5, we first describe a method used by the design, before we present the

design automations themselves.

5.1 The Method-k3

¢ Cores have functional and testing pins.

¢ RTL description has only the functional pins connected.
JioElciilel ® The tool has progressed until the cores are placed on the die.

¢ Alters RTL description to make 2 daisy chains from the
estimated locations of the cores.

¢ The tools progresses until the cores are routed.

¢ Alters RTL description to make 2 daisy chains from the
accurate locations of the routed cores.

Figure 5.1.1 Flowchart of the Method-k3.
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Named after Karmarkar, Karp, and Kruskal, the Method-k3 is a 2-pass algorithm.

It was adopted in order to automate the successive experiments having to take

place in search of better results and the progressive comparison between the daisy

chain connection technique, versus the bus connected one.

1. Preparation:

2.

©)

O

Each core has functional and test pins.

An RTL description has been generated where the cores have only
their functional pins connected. Their testing pins are left unconnect-
ed.

The synthesis has progressed until the place opt phase of the tool,
where the cores are placed in the die layout.

The location of each core is assigned to be the centre of their position,

calculated from the results of the get bounding box command.

Pass 1: The TAM consisting of two Daisy Chains is generated using the es-

timated locations of the cores.

o

The preliminary TAM at the die level is generated by connecting the
test pins of the cores in two Daisy Chains.
The synthesis is progressed until the route opt phase of the tool,
where the cores get routed automatically.
The location of each core is assigned to be the centre from its testing
cells. Meaning, for each cell required out of report cells, to find its lo-

cation via get_location.

Pass 2: The TAM consisting of two Daisy Chains is generated using the ac-

curate locations of the cores.

o

The final TAM at the die level is generated by connecting the test
pins of the cores in two Daisy Chains.

The final RTL description of the layout has its functional pins con-
nected as they were, and the testing pins connected in two Daisy

Chains.
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The Method-k3 is loosely based on the K?* Algorithm described in Chapter 4
and used in the Bus-based and Daisy-Chain-based architectures described there. It

was eventually altered for the reasons described in Section 5.2 of this chapter.

5.1.1 Karmarkar-Karp Heuristic

The Karmarkar-Karp Heuristic, formally “Complete Karmarkar-Karp: The ditfer-
encing method of set partitioning” [46], takes a set of numbers, and splits them in-
to a number of subsets which are as nearly equal as possible. For two subsets, it
only has to take the two largest numbers, remove them from the set, and insert
their difference back into the set. This represents the decision to put each of these
numbers in a different subset. It proceeds this way until a single number remains.
That single number is the difference between the two subsets. For reference, here

is a Java implementation of the heuristic used within the Method-k3.

Algorithm 5.1.1 The Karmarkar-Karp Heuristic used in the Method-k3.

Karmarkar-Karp Heuristic

1: Int karmarkarKarpPartition(int[] baseArray) {
2: PriorityQueue<Integer> heap = new

3: PriorityQueue<Integer>(baseArray.length, REVERSE_INT_CMP);
4: for (int value : baseArray) {

5: heap.add(value);

6: }

7: while(heap.size() > 1) {

8: int vall = heap.poll();

9: int val2 = heap.poll();

10: heap.add(vall - val2);

11: }

12: return heap.poll();

13: }

The trick of this implementation is the “REVERSE” flag which changes the
Priority Queue as to give priority to the highest values within it, and the “poll”
method which returns the value with the highest priority. Thus, it can take the in-
teger values of the base array and execute the heuristic. Of course, for the Method-

k3 additional code has to be added in order to know which values were chosen for
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each of the two subsets, the values themselves being the total length of the WBR of

the cores.

5.1.2 Kruskal Algorithm

The Kruskal Algorithm, formally “Kruskal’s algorithm on the shortest spanning
subtree of a graph and the traveling salesman problem” [47], finds a minimum
spanning forest of an undirected edge-weighted graph. Each time, it selects an
edge of the graph with the minimum weight, that does not form a cycle, and adds
it to the solution. For reference, here is the pseudocode of the algorithm used

within the Method-k3.

Algorithm 5.1.2 The Kruskal Algorithm used in the Method-k3.

Kruskal Algorithm

1: Algorithm Kruskal(G) is

2 F:=0

3 for each v € G.V do

4 MAKE-SET(v)

5: for each (u, v) in G.E ordered by weight (u, v), increasing do
6 if FIND-SET(u) # FIND-SET(v) then

7 F:=F U {(u, v}

8 UNION(FIND-SET(u), FIND-SET(Vv))

9 return F

Given a connected graph, such as the one for the Method-k3, the algorithm
finds a Minimum Spanning Tree (MST). Using Euclidean distance, it can connect
all cores in an MST, which this thesis uses for the connection of the daisy chains.
However, it was discovered that not all MSTs produced could be translated into

correct testing circuitry.
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5.2 Categories of PATs

In order to create a floorplan that combines the three standards mentioned earlier

on, parts of the design flow described in Chapter 4 were automated. The major de-

sign automations developed in this thesis are the following:

1.

We automatically wrap the different benchmark cores in a way that groups
their functional and testing pins separately. This helps the uniformity of
the circuit description, and the testing connections between the cores.

We automatically tie the cores to specific locations in the floorplan of the
dies. This helps the dies have a specific structure, and to form daisy chains
on the estimated location of the cores. This is particularly important when
IP cores comprise the SoC.

We automatically find the accurate location of every logic cell on the dies.
This optimizes the design of the daisy chains and takes advantage of the
tool’s own placement optimizations.

We automatically lock the specific locations of the logic cells between the
dies. This is important for the addition of the TSV ports between the dies.
We automatically identify the best daisy chain connections to minimize
routing. This is done with the “Method-k3”, which has been presented in
Section 5.1.

We automatically generate a floorplan of bounded cores with specific logic
cell locations and TSV ports for its 20 clusters, and a total of 60 bench-
mark cores. This is done in preparation for the addition of the 1838 std.
compatible FPPs into the floorplan.

We automatically form TSV ports at the centre of each bounded cluster,
complete with a customizable keep-out zone surrounding them. In that
way the dies adhere both to the 1500 std. and the 1838 std. at the same

time.

Finally, the floorplan comprises a 3D stack which adheres to the IEEE 1149.1-
2013, IEEE 1500-2005, and IEEE 1838-2019 standards. examined. The automa-
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tion in this thesis is achieved with using Python Aid Tools, which will hereafter be

called PATs. PATs are divided into distinct categories, which are presented here.

5.2.1 Aid for Top-Level Design

The motivation for the PATs of this category is to effect changes on the RTL de-
scription of the floorplan. They serve as the starting point for all other PATs and
are the only PATs which require input from the user. Category A PATs are the

ones which use a large number of other PATs directly.

Table 5.2.1 Category A.# PATSs.

Category A: Aid for Top-Level Design

A1 Identifies specific commented out tags and collects info
Die Reader from the die description directly.

Replaces the tags with useful code, to manage and form
the functional connections for 30 cores, and the test con-
nections by the daisy chain information.

A2
Layer Maker

A3

Sieosll Ly Mk Generates a bounded floorplan with 6 cores.

A4 Generates a bounded floorplan with specific cell locations
Medium Layer Maker with 12 cores.
A5

Generates a bounded floorplan with specific cell locations

Large Floorplan Mak- and TSV ports with 20 clusters, 60 cores.

er

“A.1 Die Reader” requires the usage of a notation system by placing Verilog

comments in the description of the three dies, tags which the PAT can replace with
functional connections. Initially, PAT A.1 seeks those specific tags, and by strategi-
cally placing these tags around the Verilog description, it identifies the specific
cores, their input and output sizes, the shape of the two test chains, but also their
closest neighbours on the die itself. Specifically, in 85% of the cases it connects the
functional pins of a core with the functional pins of a neighbouring core, and in
the rest 15% of the cases it opts for either a long connection, or a connection to
one of the die’s I/O pins. Nevertheless, it retains the same connections on all three
dies, so that the functional connections remain the same amongst them for compar-

ison purposes. Even though the functional connections among the cores on the
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floorplan are selected randomly they resemble a realistic scenario where most of
them are short connections between neighbouring cores, and a small number of
them are long connections instead. With a couple prompts for the user, things like
the width of the test chains, the randomness of the connections, and their thresh-
old for long connections, are all controlled without having to rewrite the Verilog
description of the dies.

“A.2 Layer Maker” is the PAT which alters the RTL description depending on

the particular part of the Method-k3 applied. PAT A.2 is an evolution of PAT A.1,
as it imports and exports Daisy Chains, and connects the test pins of the cores au-
tomatically depending on the Daisy Chains assigned to it. It achieves that by add-
ing only one more prompt for the user, to separate which pass of the Method-k3 it

is implementing.

[Specity oo

e
i o 0k oppasite comens o drag) | 495 385, 2040 478 »

Figure 5.2.1 Floorplan of 12-core DAISY circuit.
In order to experiment on the total routing of dies with different amounts of

cores, “A.3 Small Layer Maker” which is compatible with 6 cores, and “A.4 Me-

dium Layer Maker” which is compatible with 12 cores (fig. 5.2.1) were developed.

Hence, other than the neighbouring cores which change depending on their place-
ment, and the different number of connections between the cores, these two PATSs

are very similar.
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Lastly, “A.5 Large Floorplan Maker” creates a floorplan which contains 20

clusters, each of them containing 3 cores. These are fpp_des, f{pp_eth, and fpp_con,
which in turn contain the known wrapper des, wrapper eth, and wrapper con
cores. However, while before these used the generic RTL description, in this ver-
sion they use a netlist of the cores that contain the embedded scan chains. This
was the reason for the replacement of the vga enh top core with the
wb_conmax_top core of the same benchmark. The tool could not embed the scan
chains on the vga core, so it had to be replaced. At the same time, exactly half of
the pins of the replacement core could be used, else the tool would announce an

error message for the core exceeding an inner limitation for its number of pins.

5.2.2 Aid for Bounding Boxes

The motivation for the PATs of this category is to create scripts which force the
tool used to tie the cores of the design to specific bounded locations. The scripts
made from Category B PATSs are called in the beginning of the process to create

the finalized floorplan.

Table 5.2.2 Category B.# PATS.

Category B: Aid for Bounding Boxes

B.1 Forms a .tcl script which bounds cores to specific parts
Bounding Box and of the dies, and requests the cell report for each of them
Report Cell Maker after.

B.2

Reads the data from the previous script and uses it to
make the first general daisy chains, the ones the method
will later improve.

Reader of Bounding
Boxes and Maker of
Crude Chains

In the Preparation phase of the Method-k3, the location of each core has to be

calculated. This is done with the help of PAT “B.1 Bounding Box and Report Cell

Maker”, which reports the cells of the cores.
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Figure 5.2.2 Floorplan of UNCON circuit with the use of bounded cores.

Similarly, after PATs A.3 and A.4, PAT “B.2 Reader of Bounding Boxes and

Maker of Crude Chains” followed, which is required after the first pass of the

Method-k3 on the two versions of the dies. Meaning that, this is the PAT that runs

the first pass of the Method-k3 on the floorplans with 6 and 12 cores.

5.2.3 Aid for Cell Locations

The motivation for the PATs of this category is to find the cell locations of the
cores. The idea of a “core” is quickly abandoned by the tool, replaced by the logic
cells that comprise it. Category C PATs are the ones that shift through all cells,

keeping a list of the ones that matter for the testing scheme.

Table 5.2.3 Category C.# PATSs.

Category C: Aid for Cell Locations
C1 .
Find all Cells Requests all cells on the die, per core.
C.2 Using the previous data, forms a .tcl script requesting the
Make Get Locations specific locations of the cells.

C.3 Analyses and reads only the leaf cells of the non-
Finder of Cell Names functional parts of the die.

C.4 . . . .
Maker of Detailed Get Using the previous déta, forms a .tcl script requesting the

Locations specific locations of the chosen leaf cells.
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Core

Figure 5.2.3 An illustration for Category C.# PATs.

With the information from PAT B.1, only the cells in relation to the test pins
are useful, as the functional ones do not matter for the daisy chains. This is done

with PAT “C.1 Find all Cells” which finds the cells needed by PAT “C.2 Make Get

Locations”. In tandem, those two PATSs shift through the cell data, creating a
smaller list of commands for the location of each cell in question.
Same as before but for the information from PAT B.2, and accounting for the

different names, locations, and test data connections, PATs “C.3 Finder of Cell

Names” and “C.4 Maker of Detailed Get Locations” were created. This was done to

request from the tool the location of the cells that are needed to be kept at the

same location between the two techniques.

5.2.4 Aid for Top-Level design with Cell Locations

The motivation for the PATs of this category is to utilize the locations of all logic
cells which take part in the testing scheme in order to use their locations. That is
to say, the data from Category C PATs. Category D PATs also change the RTL de-
scription of the floorplan, by using Category E PATs.

Table 5.2.4 Category D.# PATs.

Category D: Aid for Top-Level design with Cell Loca-

D.1 Finds the bounding boxes of each of the cores and collect
Floorplan Reader their locations.

D.2 Using the previous data, compares the locations of old
Compare Locations and new floorplans, to test their similarity.

D.3

Collects all specific location data, using it to create a .tcl
script which forces the tool to use the specific locations
on subsequent time. Forms chains from the specific loca-
tions.

Reader of Detailed
Locations and Maker
of Set Cell Locations
and Detailed Chains
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D.4
Maker of Set Cell Lo-
cations

A subset of D.3, it executes the Pass 2 of the Method-k3,
to the new cell locations.

5 15 2
II

5
i
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— ---20
Cells

--- -5

--- -0

Figure 5.2.4 An illustration for Category D.# PATs.

PATs “D.1 Floorplan Reader” and its evolution PAT “D.2 Compare Locations”

require the data from PATs C.1 and C.2. Originally made to see if the average loca-
tion of the cells of the cores are in similar places between the three dies — which
they were not, and thus the need for bounds to be created became clear. With the
Method-k3, the original idea was that multiple passes might have been needed be-
fore the positions of the cells settled in particular locations. However, PAT D.2 re-
vealed that two passes suffice: one with the estimated chains, and one with the ac-
curate ones.

Similarly, after PATs C.3 and C.4, two more PATs are needed: PATs “D.3

Reader of Detailed Locations and Maker of Set Cell Locations and Detailed Chains”

and “D.4 Maker of Set Cell Locations”. They execute the second pass of the Meth-

od-k3, as it was described in Section 5.1, on the floorplans which have been made

with PATs A.3 and A.4, the 6-core and 12-core floorplans respectively.

5.2.5 Aid for Method-k3

The motivation for the PATSs of this category is to implement the Method-k3. Cate-
gory E PATs cannot be used on their own, as they are made to help Category D

PATs in order to add the daisy chains to the RTL description of the floorplan.
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Table 5.2.5 Category E.# PATS.

Category E: Aid for Method-k3

EA Executes the Methdod-k3 as it has been described earli-
Function K3 er.
5.2 Estimates distances of lengths between connections
Route Length Adder & '
E.3 Forces the testing connections to reach all cores on the
Exhaust Graph die for the Method-k3, avoiding the bad case of MST.

The Karmakar-Karp Heuristic and the Kruskal Algorithm, which have been

presented in Section 5.1, are implemented in PAT “E.1 Function K3” for the Daisy

Chains to be decided on, from the respective locations of each Pass of the Method-
k3. When it comes to the first of the two algorithms used, timing data was taken
from earlier experiments of the same benchmark cores, so as for the two chains to

have as close of a maximum frequency as possible.

Figure 5.2.5 Example weighted
graph of what causes a bad MST.

Figure 5.2.6 Example of bad MST for Method-k3.

The Method-k3, and especially its part about finding the Minimum Spanning
Tree (MST) of the location of the pins after the placement of the cores, has a
weakness. That is that any method which tries to achieve low routing by using any
sort of MST algorithm can create circuits that cannot be routed. The more cores
exist on a die, the more are the chances the MST produced cannot be translated
into one coherent chain of connections (fig. 5.2.6). So much so, that in the DAISY
die with the 12 cores, a manual connection was required. The reason can be de-
scribed best by this short theoretical example die with 6 cores, where the ports of

its cores move a little bit, and yet produce wildly different MSTs.
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Figure 5.2.7 Example weighted
graph of what causes a good MST.

Figure 5.2.8 Example of good MST for Method-k3.

Both examples are MSTs, and yet only one of them can reliably be made into
chained connections for the cores (fig. 5.2.8). Of course, this can be solved be re-
questing not for the Minimum Spanning Tree, but for the contiguous MST instead,
as it was eventually done for the Method-k3.

Thus, two more PATs were created, “E.2 Route Length Adder” and “E.3 Ex-

haust Graph”. PAT E.2 is simple and has to do with the way the tool represents
its results, splitting them among metal layers, and signals. However, PAT E.3 sig-
nals the end of the Method-k3, replacing its intelligent algorithms with a brute
force calculation of all combinations of paths among the cores, seeking the smaller
one that is contiguous. Of course, its price is that as the number of cores approach-
es the first hundred, its running time skyrockets exponentially, even if it will al-
ways come to the right conclusion. This was acceptable, as there is no experimental

need to exceed such an amount.

5.2.6 Aid for TSVs

The motivation for the PATSs of this category is to use inner-die ports to simulate
the openings for the TSVs. Category F PATs replace Category B PATSs, as they cre-
ate new scripts which both tie the cores to specific locations, but also place them

away from the keep-out margin around the TSV ports.

Table 5.2.6 Category F.# PATs.

Category F': Aid for Vias

F.1 Able to form TSV ports at specific locations on the die,
Via Maker complete with a keep-out zone.
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F.2 Able to form TSV ports at the centre of each bounded
Bounds and Vias cluster, complete with a customizable keep-out zone sur-
Maker rounding them.

Inspired by IEEE 1838 Standard, PAT “F.1 Via Maker” was created to over-
come a fundamental issue with the CAD tool used in all the experiments. That is
the lack of any modelling for TSVs. Therefore, they had to be approximated as
much as possible. To this end, two commands were identified to simulate TSVs on

the die, set_pin and keepout margin.
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Figure 5.2.9 Floorplan of DAISY circuit with TSV ports.

Finally, PAT “F.2 Bounds and Vias Maker” places each cluster in place, and

attaches a TSV up until Metal Layer 1, and a TSV down until Metal Layer 6, with

alternating directions.

5.2.7 Aid for Benchmark Cores

The motivation for the PAT of this category is to equate the functional and testing
port names of the benchmark cores, which greatly helps the uniformity of the cir-
cuit description. The Category G PAT is used only so that the RTL description
used by Category A PATSs is simplified, no matter the specific benchmark core

used.
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Table 5.2.7 Category G.# PATs.

Category G: Aid for Benchmark Cores

G4 Wraps the different benchmark cores in a way that
Facade Maker groups their functional and testing pins separately.

Core Core

Figure 5.2.10 An illustration for Category G.# PATs.

Finally, the three cores are made similar by PAT “G.1 Facade Maker” and can

become compatible with the IEEE 1500-2005 Standard by being wrapped. They
can then become compatible with the IEEE 1838-2019 Standard with the addition
its FPP functionalities, which in turn require the total floorplan of the die to ad-

here to the IEEE 1149.1-2013 Standard.
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CHAPTER 6.

DETAILED DESIGN

6.1 Floorplan
6.2 Die Modules
6.3 Core Modules

In Chapter 6 we present the Large Floorplan in detail, with the help of an RTL
Viewer. The chapter is split into three sections, with a top-down approach. Section
6.1 offers a general understanding of the entire floorplan of the theoretical 3D
stack. Section 6.2 offers an exploration of the modules of a specific die of the stack,

while Section 6.3 of the modules of a specific core of the stack implemented.

6.1 Floorplan

The Large Floorplan is what PAT A.5 creates with the help of PATs G.1 and F.2,
and what will be presented in this chapter. It consists of a layer of a 3D stack that
can be used multiple times, as is guaranteed by IEEE 1838 Std. Each layer has 20
clusters, and each of them has 3 benchmark cores inside it. These are des3 pert,
eth_top, and wb_conmax. As it has been described in Chapter 4, each of these
cores is wrapped with an IEEE 1500 Std.-compatible wrapper and paired with an
IEEE 1838 Std. FPP Switchboard. The testing pins of the clusters are connected
with the daisy chain technique, because of the analysis which will be presented in

Chapter 7.
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Figure 6.1.1 An illustration of the Large Floorplan.
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In Fig. 6.1.1 the Large Floorplan is presented. The PTAP and STAP modules
are linked serially with the clusters. The red connections show the two daisy
chains. Each cluster has TSVs for the parallel connections through the FPP, with a
direction either towards or away the stack’s 1/Os. This is how every non-terminal

layer of the Large Floorplan looks like.
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Figure 6.1.2 An illustration of the terminal layer of the Large Floorplan.

In Fig. 6.1.2. the terminal layer of the Large Floorplan is presented, the layer
furthest away from the stack’s I/Os. Its only addition are the purple connections
which show the parallel connections between the clusters. In all other layers, the
only parallel connections are the TSVs themselves, which move data either from or
towards the stack’s 1/Os. The difference between the non-terminal layers of the 3D
stack and its terminal layer is that the TSVs moving data away from the stack’s
I/Os have to be connected to the TSVs moving data towards the stack’s I/Os, in or-

der to complete the circuit.
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6.2 Die Modules

In order to implement the three different standards, all of their specifications had
to be meticulously combined in order to be able to follow the right composition of
the thousands of rules, recommendations, and permissions.

As for the standards themselves, they offered almost no help as to how they
can be brought together, assuming it is possible, but skirting around the issue with
an abstract high-level theoretical approach. This is made clear from the following
extract, at section 5.5.6.2. (page 41) of the IEEE 1838-2019 Standard, which is the
description of the Instruction Register: “A more complex DWR may be composed
of boundary-scan cells, wrapper elements from IEEE 1500 compliant cores, and
individual IEEE 1838 compliant wrapper cells. Control of this complex DWR
might come from the instruction loaded into the Instruction Register, SIBs, scanna-
ble TDR bits, WIRs, or other serially accessible elements. These elements may, in
turn, not be available in the fully composed DWR. So, accessing the DWR might
take several scan operations and various configuration settings before the proper
content and test mode is established. But, in some cases, a single instruction such
as SelectDWR - EXTEST, SelectDWR - INTEST, and SelectDWR - TRANSPARENT
could be used.”

Which is also evident in the permissions of the specification of the register de-
sign of the DWR (at section 6.1.1. at page 45) as the standard mentions that “An
IEEE 1500 wrapper cell may be shared as a DWR cell and used in the DWR scan
chain(s) if it is compliant to all IEEE Std 1838 DWR cell rules.”

Thus, an exploration of the true shape of the Large Floorplan is required,
along with all minor choices made in its creation, as the combination of the three
standards can create wildly different results, simply by the chosen set of permis-

sions and recommendations to be implemented.
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Figure 6.2.1 Left part of Large Floorplan.

In Fig. 6.2.1 the part of the Large Floorplan close to the PTAP can be seen,
along with the testing inputs of the die. The modules shown are:

e The Primary Test Access Port (PTAP)

e The Instruction Register

e The Glue Logic

This is the left side of the RTL Viewer, meaning that these are the modules
used by almost all others following them. The PTAP is extensively described in the
IEEE 1838 Std. as is the Instruction Register. As for the Glue Logic, it is men-
tioned in the IEEE 1500 Std. as a way to convert the signals made from the FSM
of the IEEE 1149.1 Std to the signals required by the WBRs of the IEEE 1500
Std.; that is the FSM the PTAP contains, and that is why each die of the total stack

is compatible with IEEE 1149.1 Std. on its own too.
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secondary_test_access_port_configuration_register_ 3DCR:STAP_CONFIG
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CLK

3 RTl_or TLR_51
SHIFT_DR SO

Sl Select_51

TRSTN
UPDATE_DR

dot[0..0] choice 0[0..0]

select choice 1[0..0]

Figure 6.2.2 Middle part of the Large Floorplan.

In Fig. 6.2.2 the part of the Large Floorplan around the 3DCR can be seen.
The modules shown are:

e The Secondary Test Access Port Configuration Register (3DCR)

e A demultiplexer

For this viewing, the 20 clusters with their 60 cores in total were hidden, so
that every other part of the die would be more easily visible. Thus, at the middle
of the remaining die are the 3DCR and the demultiplexer that splits the test serial
input into two chains, which coil through 10 clusters each. The signal controlling

this will be presented when the “STAP_CONFIG” module is described further on.

device_identification_number:identification

CAPTURE_DR

UPDATE_DR

comb~2

— 1
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true_itdi~2
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Figure 6.2.3 Signal choice of the Large Floorplan.
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In Fig. 6.2.3 the part of the Large Floorplan nearby the outputs can be seen,
which selects the testing signal from all options of the IEEE 1838 Std. The mod-
ules shown are:

e The Device Identification Register

e The Bypass Register

At this part of the circuit, the various signals that can leave the die from the
serial output are weeded out. Starting with the Device Identification Number regis-
ter. Followed by the Bypass Register of the entire die for when a part of the 3D
stack does not need to be tested. And finishing with the two chains mentioned be-
fore, as only half of the die can be serially tested. That limitation does not exist
when the cores are tested in parallel, as will become evident when one of the cores

will be presented completely.
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Figure 6.2.4 Right part of the Large Floorplan.
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In Fig. 6.2.4 the part of the Large Floorplan close to the STAP can be seen,
along with the testing outputs of the die. The modules shown are:

e The Secondary Test Access Port (STAP)

e A wide multiplexer

Finally, the rightmost part of the circuit has, as it is expected, the STAP as de-
fined by the IEEE 1838 Std. and also a large multiplexer which allows for the
TSVs to be used both functionally when the circuit is not under test, but also as
parallel testing channels through the usage of the FPP as shown further on.

The outputs of the Large Floorplan, other than the alternating input and out-
put TSVs, are what is required for the next die to also be IEEE 1149.1 Std. com-

patible, meaning the signals the next PTAP down the line requires.
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Figure 6.2.5 The PTAP module.
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The PTAP (fig. 6.2.5) is what converts the simple 7DI TRSTN, TMS, and TCK
signals into useful control signals for the rest of the circuit, through the states of
the IEEE 1149.1 Std. compatible FSM it contains. The rest of its circuitry is rudi-
mentary, made out of simple gates that correctly combine the 16 encoded states of

the FSM in order to create the total of the control signals.

glue_logic_1500:glue_logic

capture_ff

CAPTURE_IR capture_ff~0
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| CAPTURE_WR

SHIFT_IR| shift_ff

SHIFT_DR
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UPDATE_DR

UPDATE_WR

-

Figure 6.2.6 The glue logic module.
As defined in IEEE 1500 Std. the glue logic module (fig. 6.2.6) is a simple
addition right after the FSM, in order to combine its DR and IR signals into uni-

fied WR signals.

instruction_registerinstruction

= secondary_test_access_port_configuration_register_cellthird

CAPTURE_DR clk_dr]
CLK|
PIR.0]

5.

secondary_test_access_port_configuration_register_cell:second

secondary_test_access_port_configuration_register_cellfirst

oy EA4E0
= our

si]
30 egz.0]l ‘ update dr|

Equall

= out

Bypass

TRSTN 3h7 B2.0)
SHIFT_DR
sl

UPDATE_DR

AZ.0)
3h2 eR.0]

o Fauale
— out
3h3 B2 g

o £S5
= out

31 BR.0)
Equals.
2o ol
36 B2.0

|Select DWR_EXTEST

Select DWR_INTEST

[Select DWR_TRANSPARENT

Select DWR_Sample_Preload

Select IDCODE

Select 3DCR

Figure 6.2.7 The Instruction Register module.
Made out of simple register cells, linked serially to hold the bits of the instruc-
tions, the Instruction Register (fig. 6.2.7) creates the rest of the control signals the

circuit requires. As mentioned earlier, it also controls which of the two chains is
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deemed active, and that is done by the SO output of the third register cell. Normal-

ly such a value would be useless, as the instructions appear on the PO outputs of

the register cells, and this is why it was chosen for this task.

secondary_test_access_port_configuration_register_3DCR:STAP_CONFIG

E secondary_test_access_port_configuration_register_cell:capture_hold_s1
capture_dr
E
1'h0 rst_value po
o -
shift_dr
CAPTURE_DR upnale;:
rst secondary_test_access_port_configuration_register_cellselect_s1 Select 51
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- rst _lso 1'h1 rst_value| & po RTI_or_TLR_S1
shift_dr| rst 50 50
si shift_dr
update_dr| si
update_dr|
Figure 6.2.8 The 3DCR module.
Defined in IEEE 1838 Std. the 3DCR module (fig 6.2.8) is very simple in the
circuit, because the Large Floorplan (DAISY) has only one STAP, so selecting it to
be active is a certainty. Still, it creates two more signals, one of which is for reset-
ting to a de-asserted state. A state which makes the STAP configuration bits and
all the STAPs persistent through the Test-Logic-Reset action of the PTAP control-
ler’s FSM. And one for defining the parking state of the individually distributed
TMS _5n signals associated with the individual numbered STAP_Sn.
device_identification_number:identification
o secondary test_access_port_configuration_register_cell:genloop[0]gencell !
(aplureﬁdr E
i i secondary_test_access_port_configuration_register_cell:genloop[31].gencell
Thpi| |
ser o8 Taoal
1ho s |8 10 rst_value|| E) so

Figure 6.2.9 The device identification number module.

Made out of 32 register cells, the device identification number module (fig.

6.2.9) shifts out the device identification number of the circuit. It has to be includ-
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ed in any IEEE 1838 Std. compatible circuit, even though it plays no role in the

functional or testing modes of the circuit.

bypass_register:bypass_die

shift_dr| bypass~0 bypass
si

clk_dr S0

rst

m

Figure 6.2.10 The bypass register module.

Including a single register, it should not be confused with the bypass registers
of each of the cores. This is the main bypass register (fig. 6.2.10), the one for the

entire die, which renders the entire level of the stack transparent to testing.
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Figure 6.2.11 The STAP module.
Sitting on the other end of the circuit, away from the PTAP module, the STAP
module (fig. 6.2.11) exists to collect and register the signals required by the PTAP
on the next level of the stack. It is controlled by the 3DCR, and it is where all pos-

sible SO signals converge into one true 7D0 signal.
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Figure 6.2.12 The TSV mux module.

As the testing mode of the circuit shares the same TSVs as its functional mode,
multiple mux modules border the TSVs (fig. 6.2.12), in order to exchange the two
sets of signals. This switch is controlled by some of the control signals, namely the

three DWR ones that require the TSVs for their execution.

secondary_test_access_port_configuration_register_cell:first
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capture_dr

pi
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update_dr
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Figure 6.2.13 The register cell module.
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A simple construct, the register cell (fig. 6.2.13) is made from the Capture and

the Update register, controlled by the DR signals Capture, Shift, and Update.

Table 6.2.1 States of the FSM.

Source State Destination State  Condition

1 capture_dr  shift_dr (rTMs)
2 capture_dr  exit 1_dr [TMS)
3 capture_ir shift_ir (rTms)
4 capture_ir exit_1_ir [T™Ms)
5 exit 1_dr update_dr [TMS)
6 exit_1_dr pause_dr (ITMS)
7 oexit_1_ir pause_ir (rTms)
8 exit 1_ir update_ir [TMS)
9 exit 2 dr update_dr [TMS)
10 exit_2_dr shift_dr (ITMS)
11 exit 2_ir update_ir [TMs)
12 exit 2 ir shift_ir (rTMS)
13 pause_dr exit_2_dr [TMS)
14 pause_dr pause_dr (rTms)
15 pause_ir pause_ir (rTms)
16 pause_ir exit_2_ir [TMS)

17 run_test_idle select_dr_scan [TMS)
18 run_test_idle  run_test_idle (rTms)
19 select dr s.. select_ir_scan [TMS)
20 select_dr s.. capture_dr (ITMS)

21 select_ir_sc... test_logic_reset  [TMS)

22 select ir_sc... | capture_ir (rTms)
23 shift_dr shift_dr (rTMS)
24 shift_dr exit_1_dr [TMS)
25 shift_ir shift_ir (ITMS)
26 shift_ir exit_1_ir [T™Ms)

27 test logic_r.. test_logic_reset  [TMS)
28 test_logic_r... run_test_idle (ITMS)
29 update_dr select_dr_scan [TMs)
30 update_dr run_test_idle (rTMs)

31 update ir select_ir_scan [TMS)

32 update_ir run_test_idle (ITMS)

Figure 6.2.14 States of the FSM.

As defined in 1149.1 Std. the FSM has 16 states (fig. 6.2.14), split into two
tracks, the DR one and the IR one. All state changes happen with the values of the
TMS signal.
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These were all the modules that exist outside the cores of the die, as defined
by the die-centric IEEE 1838 Std. standard. Following on, it is important to un-
derstand what takes place in each core, especially with all of the control signals of

the various states of the FSM.
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6.3 Core Modules
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Figure 6.3.1 A des core.

In Fig. 6.3.1 one of the des cores can be seen, along with the testing outputs of
the die. The modules shown are:

e The Flexible Parallel Port (FPP)

e The wrapper _des

This is one of the many des cores within the die. They all look similar to this,
thanks to the facade cores which split functional and testing inputs and outputs in
a specific way, allowing for the wrapper cores to be the same. The des core is
made out of the FPP module, which is the last piece of the IEEE 1838 Std. and
the wrapper core which adheres to the IEEE 1500 Std. as well.

As for the few logic gates on the left of the circuit, these are a few control sig-
nals. They change the functionality of the FPP module, depending on if it accepts
values from another core of the TSVs, and if it gives values to another core, or the
TSVs. They are what constitutes the “Towards” value, which is an 8-bit collection

of control signals as they are described in the FPP.

82



FPP_PRI_EN

fppanrap

=] fpp_tristatexdown_pri

FPP_PRI_SEL|

FPP_SIDE_SEL

fpp_tristate:up_pri pri_sel~[7.0]
of
[+
data_in[7.0] data_outf7.0] | 3
Th1 enable|

ﬁ

FPP_FROM_SIDEL7.0)|

fpp_flipflop:ff_C side_sel[7..0]

FPP_CORE_SEL]

1 data_in[7.0] data_out(7.0] 1

"3

FPP_REGN_BYP

FPP_REGPU_BYP|

FRR_CLILIN

FPP_PRI[7.0]

FPP_TO_CORE[7.0]

FPP_TO_SIDE[70]

FPP_REGPD_BYP|

m
core_sel~[7..0]
0
fpp_fliptlopF_byp.pri
FPP_FROM_CORE[7.0] 1 - — " regn_byp_pri~{7..0]
i
I 4
data_in[7.0) L J
fpp_flipflop:t D
a data_ouifr.0)
Tpp_flipflopf_A e —
ol el 1 fpp_flipflop:Ff_byp sec | regn_byp_sec~[7..0]
{ e rp ol /l ]
clk 2 data_outf7.0] 1 1
data_in[7-0]
fpp_flipflop:Ft B
Fpp_tristate:down_sec regpd_bypl7.0]
el fpp_tristateup_sec

FPP_SEC_EN

datz_in[7-0]}
1'h7 enable |8

FPE_SEC[7.0]

Figure 6.3.2 The FPP module.

As defined in the IEEE 1838 Std. the FPP module (fig. 6.3.2) is a particular
type of registered switchboard, which has 6 connections. From and 7o the Core,
From and To the Side, and Pri and Sec, which could have easily been named
From and To the 7S5Vs. The reason they are not is because they are defined as bi-
directional, but as they are not used as such by the current design, that functional-
ity is beside the current scope of the circuit. At this stage, it is sufficient to say that
they are connected to the wrapper core, and they can be connected either to the
TSVs, or their surrounding cores, in order to create vertical chains across the en-

tirety of the stack.
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Figure 6.3.3 Left part of the wrapper core.

In Fig. 6.3.3 one of the wrapper cores can be seen, in particular the part of
the wrapper_des which is closer to its inputs. The modules shown are:

e The Wrapper Instruction Register (WIR)

e A Wrapper Boundary Register (WBR)

e The facade des

Defined by IEEE 1500 Std. the first thing on the top left of the circuit is the
WIR which has to be a part of any core implementing the standard. However,
with most of the testing functionality decided by the Instruction Register of the
die, little is left for the WIR. For instance, to bypass the core or to make its testing
serially (from ports WSI and WSO) or even in parallel though the From and To
Core ports of the FPP.

Lower than it, is the WBR for the input ports of the facade core, which in turn
holds the actual benchmark core des3. As for the surrounding logic, it is for the

simplification of the control signals, as in, making the WBR transparent on both
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the Transparent state, but also the Sample-Preload one of the IEEE 1500 stand-
ard.
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Figure 6.3.4 Right part of wrapper core.

In Fig. 6.3.4 the part of the wrapper des which is closer to its outputs can be
seen. The modules shown are:

e Two Wrapper Bypass Registers (WBY)

e Another Wrapper Boundary Register

On the second part of the wrapper core, there are only a few more WBR
modules. One for the output ports of the facade core, and one for the parallel by-
pass of the core. That is important for when there are only some cores that need

to be tested through the FPP. Lastly, there is also a bypass for the serial signal,
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which is made from a single register cell, as is required by the IEEE 1500 Std.
and which is practically the same as the IEEE 1838 Std. register cell.

wir_serial:wir
E Equal2
[1.0] i ass
2'h0 AB[:II ..?)] S ahly ibypass
P Equal3
23 B0l = dwr_cell:last
SHIFF:WR
dwr_cellfirst ‘
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5 8 T[l.— g
UPDATE_WR 2'h1 B[1.0]
WRCK para~1
iparallel
1h11
Figure 6.3.5 The WIR module.
Much like the Instruction Register of the die, the WIR module (fig. 6.3.5) is
made from a minimum of 2 register cells to be IEEE 1500 Std. compatible, and
controls only if the core is bypassed during the testing, and if it is tested through
the FPP. Meaning that what is defined in the IEEE 1500 Std. as optional in paral-
lel testing is covered in the circuit by the functionality of the IEEE 1838 Std. FPP
switchboard.
wbr_parallel:wbr _i
------------------------------------------------------------------------- : so
CAPTURE_WR r —
_ L T L do_t[7..0]
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SHIFTWR
di_f[239..(l _____________________________________________________________

Figure 6.3.6 The WBR module.

Made out of IEEE 1500 Std. compatible register cells, the WBR is shown here
(fig. 6.3.6) after hiding all DWR cells apart from one, which hides one part of its

functionality. The WBR can be shifted 1 value at a time, for when the test is serial,
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and its ends are connected to the WSI and WSO ports. However, it can also be
shifted 8 values at a time, for when it is connected to the FPP. Additionally, hav-
ing 8 scan chains within the facade core means that, during parallel loading, the
scan chains are loaded 1 bit at a time each, instead of linking end-to-front and fill-

ing them all in one long sequence.

Figure 6.3.7 Schematic of a WBR with a shift ability of 1 or 2 bits.

Provided here (fig. 6.3.7) is an example of a WBR which can shift as normal
(one bit at a time) but can also skip the following cell to be able to shift two bits at
a time. In the circuit, these cells do this for 8 bits at a time, and they are made to
be multiples of 8 as well.

However, those up-to-7 cells that get added in order to achieve those multiples
of 8 get deactivated when the circuit is in a serial testing mode, so as to not add
additional cycles to the filling of the WBR.

Thus, in the end, the cells are able to pass signals from the outside of the
wrapper core to the facade core within, to pass signals in a chain around the fa-

cade core, but to also shift in intervals of 8.
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It is also worth mentioning that when the core is in a functional mode, all this
added complexity is done away, as all of the cells around the facade core become

transparent.

dwr_cell:wby_s

P
E secondary_test_access_port_configuration_register_cell:dwr
CAPTURE_WR capture_dr
WRCK clk_dr
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1'nO rst_value| po
WRSTN rst so SO
SHIFT_WR shift_dr
Sl si
UPDATE_WR update_dr
A W

Figure 6.3.8 The DWR cell module.

Finally, it is shown (fig. 6.3.8) that the only difference between the register cell
defined in IEEE 1838 Std. and the one defined in IEEE 1500 Std. is that the latter
one has a set value of the logical zero for its reset value, while the former one al-
lows for the cell to be reset to the logical one. For example, in the third cell of the
3DCR, the standard requires exactly that, for the cell to be reset to the logical value
of one.

With this, the entire circuit has been explored with the RTL Viewer, providing
a deeper understanding as to what exactly has been achieved; a successful merging
of three testing standards, while using the daisy chain technique, for each die in a

3D stack.
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CHAPTER 7.

ANALYSIS

7.1 Experimental Results
7.2 Timing Analysis
7.3 Delay Paths

In Chapter 7 we analyse the design presented in prior chapters in respect with its

routing, slack histograms, and delay paths.

7.1 Experimental Results

In the first part of the experiments, we applied PAT A.1 to bound the placement of
the 30 cores without the usage of the Method-k3. The cores were placed in a 6x5
grid as it was presented in “Figure 5.2.2 Floorplan of UNCON circuit with the use
of bounded cores” and three dies were generated in total: the UNCON die, which
has only functional connections between the cores, the DAISY die, which has a
TAM architecture consisting of two Daisy Chains, and the BUS die, which has a
TAM architecture consisting of two Bus Channels, one connecting the TAM source
with the test-inputs of the cores, and one connecting the TAM sink with the test-
outputs of the cores. By subtracting the total routing of the UNCON die from the
total routing overhead of the DAISY and BUS dies we get an accurate estimation

of the respective TAM routing-overhead.
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Routing Length Comparison with 30 cores

75000000
74800000

74600000

Length (um)

74400000
74200000

Total Routing

B UNCON 74164952
W BUS 75029840
m DAISY 74401848

Graph 7.1.1 Comparison of 30-core circuits UNCON, DAISY. and BUS regarding their respective total routing
length.

The routing length of the first three dies generated is shown in Graph 7.1.1. It
is obvious that the routing overhead of the BUS architecture is considerably larger
than the routing overhead of the DAISY architecture. This is obviously attributed
to the TAM routing-overhead, which is considerably higher of the BUS die than
the TAM routing overhead of the DAISY die. Specifically, the BUS scheme requires
+265% TAM routing-overhead than the DAISY scheme.

Routing Length Comparison with 18 cores
47000000

46800000
46600000

46400000

Length (um)

46200000

46000000 L

Total Routing
m UNCON 46081720
m BUS 46946748
| DAISY 46688488

Graph 7.1.2 Comparison of 18-core circuits UNCON, DAISY, and BUS regarding their respective total routing
length.
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In the second experiment we applied Method-k3 by the means of PAT A.2. It
generates the same three dies as the previous experiment, but with 18 bounded
cores in a 6x3 grid. The routing overhead of the three dies in this case is shown in
Graph 7.1.2. In this case, the BUS requires +42.50% additional routing than
DAISY for the TAM, even though it was anticipated to be double as much, espe-
cially after the application of the Method-k3. The reason for the small gap between
the two techniques is the small number of cores in a die. In particular, we found
that the more cores exist in the die, the worse the gap between the two techniques

becomes.

Routing Length Comparison with 6 or 12 cores

100000
80000
60000 l
40000 -

Length (um)

6 cores 12 cores
HBUS 49466.86 106249.635
H DAISY 64244.27 101155.405

Graph 7.1.3 Comparison between the DAISY and BUS circuits, and their 6-core and 12-core variants.

To support this observation, we performed a third experiment using PATs A.3
and A.4, with 12 and 6 cores respectively. In this particular experiment, instead of
measuring the total TAM routing overhead using as baseline the UNCON die, we
measured only the routing overhead of the test-data connections of the daisy chain
and the bus. The results presented in Graph 7.1.3 show that the DAISY die re-
quires more additional routing for its TAM in the 6-core version of the dies, while
requiring slightly less routing in the 12-core version. This is explained by the fact
that in its effort to lower congestion, the router produces two very similar results

for the 6-core version of the dies. Because of the small number of cores, and the
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fact that they can easily be split into the top ones and the bottom ones, the gap be-

tween the two techniques not only closed, but inverted.
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Figure 7.1.1 Floorplan of 6-core BUS circuit.
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Figure 7.1.2 Floorplan of 6-core DAISY circuit.

In Fig. 7.1.1 and Fig. 7.1.2 we present the 6-core BUS die and the 6-core
DAISY die respectively, with their TAM signals highlighted. It is obvious that the
actual image of the two techniques is very different from the theoretical shapes ex-
plored in Chapter 4. They look closer to how they are presented here, with the
pins of the cores leaning towards the centre of the die. That is the reason why the
bus connected technique (fig. 7.1.3) produces better results than the daisy chain

connected one (fig. 7.1.4).
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Core

B 9

Figure 7.1.3 Schematic of actual 6-core BUS shape.

T 1

Figure 7.1.4 Schematic of actual 6-core DAISY shape.

However, in the general case the cores are not expected to be few and aligned
as in Figs. 7.1.1 and 7.1.2, and so the results produced by the two techniques re-
turn to normal once the cores are doubled. It happens as soon as the cores can no
longer be split by one main axis, to the top and the bottom cores. Additionally, as
soon as the bus has to split repeatedly to reach all of the cores in BUS, it can no

longer achieve a route length shorter than the DAISY die.
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Figure 7.1.5 Floorplan of 12-core BUS circuit.
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Figure 7.1.6 Floorplan of 12-core DAISY circuit.
This is shown in Fig. 7.1.5 for BUS and Fig. 7.1.6 for DAISY. The two chains
can easily be seen in the DAISY die with 12 cores, something that cannot be said
for the BUS die, which no longer looks like it has one main bus. Instead, it pre-
sents as congested wires with no clear structure other than spreading from the left

and right edges of the die, at its centre, and outwards to all of the 12 cores on the

die.
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7.2 Timing Analysis

For the timing analysis of the Large Floorplan, the cores were simplified. The fa-
cade cores connected their functional and test inputs to their corresponding out-
puts. That was done because the functional timing of the benchmark cores is not
under consideration. Thus, only the testing mechanism of the die remained, in or-
der for it to be measured.

The TimeQuest Timing Analyzer tool creates a slack histogram for one of four
functioning corners of the circuit. These are a combination of the temperature of
the circuit, and the speed of its inner silicon because of process variations. More
specifically, the four corners are Slow-Hot, Slow-Cold, Fast-Hot, and Fast-Cold,

where Aot is 80 degrees Celsius, and col/d is 0 degrees Celsius.

7.2.1 Timing Analysis - BUS

When it comes to the slack histograms produced, a uniform value of 100ns was
used for the easier comparison of the graphs, which of course does not change the
shape of the histograms. Meaning that, should the value 200ns had been used, all
slack values would simply grow by +100ns. All histograms show the amount of

routing edges vertically, and the buckets of the timing slack horizontally.
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Graph 7.2.1 Histogram of SLOW — HOT corner slack for the BUS die.
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The histogram clearly shows the inferiority of the BUS architecture as com-
pared to the DAISY one. The slack of the slowest path drops to 14.5ns, which is

justified by the slow bus connections.
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Graph 7.2.2 Histogram of SLOW — COLD corner slack for the BUS die.
Even when the circuit is cooled down, its slow version is very similar. Where
there were more paths between 28ns and 32.5ns than 41.5ns and 46ns, now this is
inverted. However, the same number of paths remain after 14.5ns, meaning that

once again it is the buses who are holding the circuit at a slow shift frequency.
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Graph 7.2.3 Histogram of FAST — HOT corner slack for the BUS die.
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When the circuit achieves the best possible speed with the FAST timing model,
the histograms are still not good enough when compared to the DAISY architec-
ture. The histogram shows a small number of connections, at 20000 edges, need-

ing between 32.5ns and 37ns of slack.
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Graph 7.2.4 Histogram of FAST — COLD corner slack for the BUS die.
Finally, with the circuit functioning at its absolute best, there still remain edges
in the 32.5ns — 37ns bucket. Which means that, once again, it is the buses that do
not allow the circuit to surpass the speed of the daisy chained version of itself,

which can be seen more easily with summarizing the “Fmax” values achieved.

Fmax values of Large Floorplan (BUS)
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Graph 7.2.5 Comparison between Fmax values among all BUS corners.
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7.2.2 Timing Analysis - DAISY

After the results of Section 7.1, it is known that the BUS die achieves worse routing
than the DAISY die. But it must still be shown that the DAISY architecture is fast-
er than the BUS one. To this end, the timing analysis of the same design corners is

provided.
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Graph 7.2.6 Histogram of SLOW - HOT corner slack for the DAISY die.

This histogram shows that the lowest slack of about 28ns is provided by nearly
85000 connections. This is an expected result, meaning that there are not only a
couple of paths that cause this minimum slack, but a wide array of it. On the other
end of the histogram, there are the fast paths that belong to the WBR cells sur-
rounding the cores, which are placed right next to each other, with no logic in be-

tween them.
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Graph 7.2.7 Histogram of SLOW - COLD corner slack for the DAISY dije.

Similarly, with the same variations that cause the slowest silicon, but working
under the better, cooler temperature, the minimum slack is near 28ns as well. Once
again, the histogram is split into two clumps, showing that the temperature of the

circuit only has minor effects in its working speed.
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Graph 7.2.8 Histogram of FAST — HOT corner slack for the DAISY die.

Things change drastically when the process variations have the silicon working
at its best possible performance, with 35000 connections have a slack of at least

36ns. However, the two groups of values remain, split at the same point, at 52ns of

99



slack. Also, it is useful to notice that most connections, 225000 in number fall be-
tween 44ns and 48ns, an amount that for the first time surpasses the 170000 con-

nections that are instant.
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Graph 7.2.9. Histogram of FAST — COLD corner slack for the DAISY die.
Lastly, when the circuit is allowed to function at its absolute best, cooled at 0
degrees and with the fastest possible silicon, it achieves a slack of over 40ns. Al-
most 250000 connections lie between 44ns and 48ns, and the two groups of values

have a lot less variation that before.
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Graph 7.2.10 Comparison between Fmax values among all DAISY corners.

100



All together, these are the “Fmax” values TimeQuest places on the four func-
tional corners of the circuit, which are the highest frequency each of them can
achieve, when factoring in these slack values. For this calculation, the original val-
ue of 100ns is ignored by the tool, as it tries to incrementally approach the maxi-

mum value for each of the corners of the circuit.
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Graph 7.2.11 Comparison between DAISY and BUS Fmax values on all corners.

Finally, this is the graph which shows how much better the values of the daisy
chain technique are from the bus connected one. At its low end, when the circuit is
slow, the DAISY die is better by a 63% - 64%. And at its high end, when the cir-
cuit is fast, it is better by 60% - 61%. Which means that, on average, Large Floor-
plan (DAISY) is 62% faster than Large Floorplan (BUS), settling the comparison

between the two techniques.
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7.3 Delay Paths

Having a general idea of how the Large Floorplan circuit behaves from its corre-
sponding histograms, it is necessary to further investigate the paths that cause the
least amount of slack to be available. This is paramount in order to further under-
stand the shape of the circuit and provides a deeper look on why the BUS circuit

is inferior to the DAISY one.

7.3.1 Delay Paths — BUS

Once again for comparison purposes, it is necessary to examine the BUS version of
the Large Floorplan. After its histograms, it is known that it is the worst choice,

but there still remains a question as to why this is the case.

Table 7.3.1 Hierarchy of the beginning of paths of the SLOW (COLD) corner for the BUS die.

From Mode Hierarchy Slack Paths

=-large_floarplan:inst 14.581 10

El-instruction_registerinstruction 14.581 10
E-secondary test_access_port_configuration_register_cell-first 14.581 6
¢ -tdr_upd 14.581 6
E-secondary test_access_port_configuration_register_cell:second 14.756 3
- tdr_upd 14.756 3
H-secondary_test_access_port_configuration_register_cell:third 15.104 1
“tdr_upd 15.104 1

It makes sense that the worst paths of the circuit once again begin from the In-
struction Register, as it activates and deactivates the tristate buffers surrounding
the two buses, the input and the output one. This is evident by the way the first
bit of the instruction has the least amount of slack, unlike the DAISY circuit in

which it is absent from the hierarchy.

Table 7.3.2 Hierarchy of the ending of paths of the SLOW (COLD) corner for the BUS die.

To Mode Hierarchy Slack Paths
= large_floorplan:inst 14.581 10
El-fpp_des:genloop[*].gendes 14581 2
;| E-fpp_des:genloop[5].gendes 14.581 2
E-wrapper_des:core 14.581 2
- whr_parallel-wbr_i 14.581 2
E-fpp_con:genloop[*].gencon 14.671 3
E-fpp_con:genloop[5]-gencon 14.671 4
| El-wrapper_con-core 14 671 4
- whr_parallel-wbr_i 14.671 3
: #-whbr_parallel-wbr_o 14.820 1
=-fpp_con:genloop[11].gencon 14.756 4
E-wrapper_con:core 14.756 4
G- whr_parallel:wbr_i 14.756 4
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On the other hand, there are fewer clusters at the end of those worst paths,
which belong to the very end of the bused channel, and thus have to go through

multiple buffers in order to reach their destination.
Table 7.3.3 The 10 worst paths of the SLOW (COLD) corner for the BUS die.
Slack Commands From To
1 14581 report timing large_floorplami Ilfirstltdr_upd  large_floorplami.celldwritdr_cap
2 14671 report timing large_floorplami Ilfirstltdr_upd  large_floorplami_celldwritdr_cap
3 14756 report timing large_floorplani.lsecond|tdr_upd large_floorplami..celldwritdr_cap
4 14.817 report timing large_floorplami.Ilfirstltdr_upd  large_floorplami_celldwritdr_cap
S 14.820 report timing large_floorplami. Ilfirstltdr_upd  large_floorplami.celldwritdr_cap
6 14012 report timing large_floorplani Ilfirstltdr_upd  large_floorplami_celldwritdr_cap
7 |14.885 report timing large_floorplani. lfirstltdr_upd | large_floorplani..celldwritdr_cap
8 15038 report timing large_floorplani.lsecond|tdr_upd large_floorplami_celldwritdr_cap

@ 15.104 report timing large_floorplami. Ilthirdjtdr_upd large_floorplami..celldwritdr_cap

10 15.128 report timing large_floorplami.lsecond|tdr_upd large_floorplami_celldwritdr_cap

Of course, the bus itself does not change the functionality of the WBR, imple-
mented inside the wrapper cores to adhere to the IEEE 1500 Std. Thus, the worst

paths of the BUS circuit begin and end with the well-known Update and Capture

cells.
0
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Figure 7.3.1 Technology map of the worst path of the SLOW (COLD) corner for the BUS die.

The complexity of the worst path, as shown (fig. 7.3.1), is increased, and for
that the sole guilty party is the bus itself. In total, after leaving the Instruction Reg-
ister, the path goes through 7 different clusters, and 10 different cores. Nothing else
must be pointed out here, as it important to see if the same complexity will remain

even with the fast variation of the circuit.
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Table 7.3.4 Hierarchy of the beginning of paths of the FAST (COLD) corner for the BUS die.

From Mode Hierarchy Slack Paths

=-large_floarplan:inst 33247 10

El-instruction_register:instruction 33.247 10
£-secondary test_access_port_configuration_register_cell:first 33.247 4
: tdr_upd 33.247 4
£-secondary test access_port_configuration_register_cell:second 33.368 3
~tdr_upd 33.368 3
E-secondary test_access_port_configuration_register_cell:third 33.414 3
“tdr_upd 33414 3

Without a change from the SLOW corner, all three bits of the instruction ap-
pear in the hierarchy, in the same order as before. It is expected then that the ends

of the paths will be similar too.

Table 7.3.5 Hierarchy of the ending of paths of the FAST (COLD) corner for the BUS die.

To Mode Hierarchy Slack Paths

=-large_floorplaninst 33247 10

E-fpp_con:genloop[*].gencon 33.247 10
E-fpp_con-genloop[11].gencon 33247 9

. E-wrapper_con:core 33247 9
#-whbr_parallel:whbr_i 33.247 7

: &-whr_parallel:-wbr_o 33.501 2
E-fpp_con-genloop[15] gencaon 33,628 1
E-wrapper_con:core 33.628 1
#-whr_parallel:whbr_i 33.628 1

1™ cluster, taking nine of the

Half right, it is easy to notice the return of the 1
ten worst path endings. Situated around the middle of the bus, this cluster be-
comes a bottleneck of sorts when process variations push the circuit to be able to

work faster.
Table 7.3.6 The 10 worst paths of the FAST (COLD) corner for the BUS die.
Slack Commands From To
1 23.247 report timing large_floorplani Ilfirstltdr_upd  large_floorplami..celldwritdr_cap
2 33368 report timing large_floorplani.lsecond|tdr_upd large_floorplami_celldwritdr_cap
3 232.407 report timing large_floorplami Ilfirstltdr_upd  large_floorplami.celldwritdr_cap
4 33.414 report timing large_floorplami.Ilthird[tdr_upd large_floorplami_celldwritdr_cap
S 33.485 report timing large_floorplami.Ilthirdjtdr_upd large_floorplami..celldwritdr_cap
6 323507 report timing large_floorplami Ilfirstltdr_upd  large_floorplami_celldwritdr_cap
7 33600 report timing large_floorplami.lsecond|tdr_upd large_floorplami.celldwritdr_cap
8 33622 report timing large_floorplani.lsecond|tdr_upd large_floorplami_celldwritdr_cap

© 23628 report timing large_floorplani. Ilthirdjtdr_upd large_floorplami..celldwritdr_cap

10 33652 report timing large_floorplami Ilfirstltdr_upd  large_floorplami_celldwritdr_cap

Like all before it, so too does the FAST corner of the BUS circuit have its

worse paths beginning and ending on the same Update and Capture cells. This
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makes sense as the bus exists outside the wrapped cores,

the paths do not change.
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Figure 7.3.2 Technology map of the worst path of the FAST (COLD) corner for the BUS die.
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In conclusion (fig. 7.3.2), the worst path of the FAST corner of the BUS circuit

starts from the Instruction Register, but through the bus it ends up visiting a large

part of the total circuit. In total, it goes through 7 clusters, and 10 cores, the same

amount as before. This shows that there is no significant change from the process

variations of the circuit, but that it is the addition of the bus that lowers the Fmax

of the BUS circuit so drastically.

7.3.2 Delay Paths — DAISY

Finally, the analysis of the delay paths of the DAISY version of the Large Floor-

plan is presented here. Through it, the BUS circuit is shown to be lesser than the

DAISY circuit in every way possible.

thing beginning by each instruction in the Instruction Register.

Table 7.3.7 Hierarchy of the beginning of paths of the SLOW (COLD) corner for the DAISY die.

From Mode Hierarchy Slack Paths
- large_floorplan:inst 28.389 10
E-instruction_register:instruction 28.389 10
El-secondary_test_access_port_configuration_register_cell-second 28.389 6
----- tdr_upd 25.389 6
El-secondary_test_access_port_configuration_register_cell-third 28.520 4
-tdr_upd 28.520 4

This shows what is expected from the testing functionality of the circuit, every-
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Table 7.3.8 Hierarchy of the ending of paths of the SLOW (COLD) corner for the DAISY die.

To Node Hierarchy Slack Paths
=-large_floorplan:inst 28.389 10

E-fpp_con:genloop[*].gencon 28.389 7
E-fpp_con:genloop[17].gencon 28.389 3
:  E-wrapper_con:core 28.389 3
[-whr_parallel:wbr_i 28.389 2
- whr_parallel-wbr_o 28.716 1
-fpp_con:genloop[15].gencon 28.520 1
[El-wrapper_con-core 28.520 1
-whr_parallel-wbr_o 28520 1
fpp_con:genloop[18].gencon 28675 1
El-wrapper_con:core 28.675 1
i E-whbr_parallel-wbr_o 28.675 1
E-fpp_con:genloop(13].gencon 28.711 2
El-wrapper_con:core 281 2
- whr_parallel-wbr_i 28711 1
[-whr_parallel:wbr_o 28.712 1
E-fpp_des:genloop[*].gendes 28.697 1
E-fpp_des:genloop(13].gendes 28.697 1
E-wrapper_des:core 28.697 1
i -whr_parallel-wbr_i 28.697 1
E-fpp_eth:genloop[*].gensth 28.743 2
E-fpp_eth:genloop[18].gensth 28.743 1
i E-wrapper_sth:core 28.743 1
-whr_parallel-wbr_o 28.743 1
E-fpp_eth:genloop[20].gensth 28.755 1
E-wrapper_sth:core 28.755 1
[-whr_parallel:wbr_o 28.755 1

On the other hand, the ones requiring the signals in time are the wrappers of
the cores, which contain the testing capabilities of each of the cores, including both

the IEEE 1868 Std. and IEEE 1500 Std. functionality.
Table 7.3.9 The 10 worst paths of the SLOW (COLD) corner for the DAISY die.
Slack Commands From To
1 | 28.380 report timing large_floorplani.lsecond|tdr_upd | large_floorplani...celldwrltdr_cap
2 28520 report timing large_floorplami. lthird[tdr_upd large_floorplami..celldwrltdr_cap
3 286232 report timing large floorplani llthirdltdr_upd |large_floorplani..celbdwrltdr_cap
4 28.675 report timing large_floorplami.Ilthirdjtdr_upd large_floorplani...celldwrltdr_cap
5 |28.697 report timing large_floorplami. lsecond|tdr_upd large_floorplani..celldwr|tdr_cap
6 28711 report timing large_floorplani.lsecond|tdr_upd large_floorplani...celbdwrltdr_cap
7 |28712 report timing large_floorplani.lsecond|tdr_upd large_floorplani..celldwrltdr_cap
& 28716 report timing large_floorplami. second|tdr_upd large_floorplami..celldwr|tdr_cap

G 287432 report timing large_floorplani.llthirdtdr_upd |large_floorplani..celbdwrltdr_cap

10 28755 report timing large_floorplami. second|tdr_upd large_floorplami..celldwrltdr_cap

More specifically, it can easily be seen that the worst paths begin from the Up-
date cells, and end up in the Capture cells, something that is to be expected from

core wrappers that implement IEEE 1500 Std.
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fpp_eth:genloop[13].geneth fpp_con:genloop[17].gencon

IN[24.125] OUT[1.142] IN[57.378]

fpp_con:genloop[11].gencon fpp_des:genloop[11].gendes

instruction_registerinstruction fpp_des:genloop[20].gendes

IN[38.262] OUT[1.86]

secondary_test_access_port_configuration_register_cell:second:tdr_upd IN[1.12] QUT[16.19] IN[1..35]

Figure 7.3.3 Technology map of the worst path of the SLOW (COLD) corner for the DAISY die.
As expected (fig. 7.3.3), the worst path begins from the Instruction Register,
and passes from the des core of the 20" cluster. It goes onto the con and des cores
of the 11" cluster, and finally goes through the eth core of the 13" cluster. It then

ends up in the con core of the 17" cluster.

Table 7.3.10 Hierarchy of the beginning of paths of the FAST (COLD) corner for the DAISY die.

From Mode Hierarchy Slack Paths |
E-large_floorplan-inst 39.552 10
=-instruction_register:instruction 39.582 10
El-secondary test access_port_configuration_register_cell:third 39.582 5
~tdr_upd 39.582 5
E-secondary test access_port_configuration_register_cell:second 39.605 2
. tdr_upd 39.605 2
E-secondary_test_access_port_configuration_register_cell-first 39.694 3
- tdr_upd 39.694 3

Similar to the SLOW corner, the FAST corner also begins its paths from the In-
struction Register, the faster silicon meaning that even the first bit of the instruc-

tion creates three paths that have the worst slack.

Table 7.3.11 Hierarchy of the ending of paths of the FAST (COLD) corner for the DAISY die.

To MNode Hierarchy Slack Paths
=-large_floorplan:inst 39.582 10
E-fpp_con:genloop[*].gencon 39.582 4
. E-fpp_con:genloop[14].gencon 39.682 3
El-wrapper_con-core 39.582 3
-whr_parallel-wbr_o 39582 3
E-fpp_con-genloop[18]. gencon 39.713 1
E-wrapper_con:core 39.713 1
-whbr_parallel-wbr_o 39.713 1
E-fpp_des:genloop[*].gendes 39.626 5
£-fpp_des:genloop(14].gendes 39.626 2
:{ E-wrapper_des:core 39.626 2
[-whr_parallel:wbr_i 39.626 2
-fpp_des:genloop[5].gendes 39.688 2
E-wrapper_des:core 39.688 2
-whbr_parallel-wbr_i 39.688 2
-fpp_des:genloop[4].gendes 39.710 1
El-wrapper_des core 39.710 1
: -whr_parallel-wbr_i 39.710 1
E-fpp_eth:genloop[*] gensth 39.703 1
E-fpp_eth:genloop[18].gensth 39.703 1
E-wrapper_eth:core 39.703 1
-whr_parallel-wbr_o 39.703 1

Showing different wrappers than its SLOW counterpart, it is obvious that the
FAST corner and all of its variations change the very timing paths within the cir-

cuit. The only common cluster is the 18" one, showing up in both hierarchies.
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Table 7.3.12 The 10 worst paths of the FAST (COLD) corner for the DAISY die.

Slack Commands From To

1 |39.582 report timing large_floorplami.llthird[tdr_upd large_floorplani..celldwritdr_cap
2 30605 report timing large_floorplani..l:second|tdr_upd large_floorplami.celbdwritdr_cap

3 30,5626 report timing large_floorplami.llthird[tdr_upd large_floorplami.celbdwritdr_cap
4 30649 report timing large_floorplami_l:second[tdr_upd large_floorplami.cellbdwrltdr_cap

S 30,688 report timing large_floorplani.llthird[tdr_upd large_floorplami..celbdwritdr_cap
6 30.604 reporttiming large floorplami_ llfirstltdr_upd  large_floorplani. celldwritdr_cap
7 |20.703 report timing large_floorplani_ Ilthird[tdr_upd large_floorplani.celldwritdr_cap
8 39.707 report timing large_floorplami.Ilfirstltdr_upd  large_floorplani..celldwritdr_cap
@ 39710 report timing large_floorplani. llfirstitdr_upd large_floorplami..celbdwritdr_cap

10 39713 report timing large_floorplani.llthird[tdr_upd large_floorplami. celbdwritdr_cap

Much like before, the worst paths begin from the Update cells of the wrapper

boundary register and end up in the Capture cells of other cores in ditferent clus-

ters.
instruction_register:instruction fpp_des:genloop[15].gendes fpp_eth:genloop[14].geneth fpp_con:genloop[14].gencon
secondary_test_access_port_configuration_register_cell:third:tdr_upd IN[1..13] _‘()yT[T .100]  IN[32.122] OUT[1..140]  IN[81.391]

Figure 7.3.4 Technology map of the worst path of the FAST (COLD) corner for the DAISY die.
Simpler than before (fig. 7.3.4), the worst path for the FAST corner begins at
the Instruction Register, passing from the des core of the 15" cluster, ending up at
the con core of the 14" cluster after passing by the nearby eth core. This technolo-
gy map is further proof that no additional delay has been added to the total cir-

cuit, as even the worst path is streamlined to a single channel.
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CHAPTER 8.

FUTURE WORK

With the end of this thesis, some opportunities for further research are born, in
order for the continuation of this research, and the usage of its findings into the
future:
1. Using the combined standards fully.
o In order to make an entire stack testable.
o To simulate and to route it.
o To analyse its timing, and to measure the effect of the TSVs on it.
2. Finding a better way to chain the cores together.
o Either with a better algorithm that could work with any number of
cores.
o Or with a heuristic to split the cores in more chains than two.
3. Comparing the routing with other connectivity methods.
o To find if the daisy chain technique is truly superior.
4. Expanding the use of the combined standards.
o To find if it is possible to use them with ILV-based solutions.
o Additionally, to find if they can be used with DfT solutions which
have separate testing and functional layers.
The world of 3D ICs is still new, and the future M3D ICs are still being re-
searched. The IEEE 1838 Std. will play a valuable part in this future, especially if
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a DIT flow is found which includes it. Finally, such a design flow ought to be flex-
ible enough to work both with TSV-based and ILV-based solutions, and that is the

true additional research this thesis suggests.
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APPENDIX A

DESIGN PROCESS

For the 3D design used in this thesis, particular cores from the IWLS 2005
Benchmarks suit are used: the des3 core, the eth top core, and the vga_enh top
core. Those are wrapped in a custom implementation of the IEEE 1500 Standard,

aptly named wrapper _des, wrapper_eth, and wrapped_vga in turn.

Table A.1 Functional pins of each of the three wrapped cores.

Functional Inputs Functional Outputs
wrapper_des 234 64
wrapper_eth 96 115
wrapper_vga 89 109

In total, there are 12570 functional connections between the I/O ports of the
benchmark cores at each die. These connections originate from the 8610 output
ports provided in the same die, as well as a few hundred external die inputs. De-
spite the large number of functional connections over test data ones, synthesis pro-
vides dies that are completely incomparable in terms of their test cost. Apart from
their difference in total width and length of the dies, the location of the logic cells
comprising the cores shifts so much in the final layout, it is impossible to compare
the route lengths of the DAISY and BUS dies. Even the elimination of the func-
tional connections from the wirelength of each die, by subtracting the total routing
length of the UNCON die, provides no meaningful results.

To alleviate this problem, the dies were simplified, removing from them the
ability to change test data width, along with moving the logic of the test states out-
side the die. Meaning that the die requires all signals on the die level, even if on
the embedded core level it still manages to implement the IEEE 1500 Standard.
Thus, the new simple§_wrapper_[des, eth, vga] cores were used, along with a cus-

tomized TMS signal which maps signals and not states (fig. A.1).
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Figure A.1 Waveform of circuit simple8 wrapper._des.

In order to provide more comparable layouts, placement constraints were im-
posed on the cores of the dies through the command named create bounds which
ties down the cores in specific locations across the die, as it was presented in “Fig-
ure 5.2.2 Floorplan of UNCON circuit with the use of bounded cores”.

This was done to limit the relocation of the logic cells during their placement
in the three dies as much as possible. Even though this relocation is often exploit-
ed by the synthesis process to optimize routing, the modern SoC design style im-
poses the placement of the cores in the floorplan before any optimization is applied
inside each core, which is completely compatible with this process. The cores are
initially placed in a manner that fit the two Daisy Chains, by hand. The total rout-
ing of the dies increased slightly, echoing the warning of the tool itself: the more
bounds a design contains, more congestion is the result of the effort to meet them.
This is the main reason, along with the older library used and the age of the tool
in question, for the results in “Graph 7.1.1 Comparison of 30-core circuits UNCON,
DAISY, and BUS regarding their respective total routing length”.

A new method was devised, one that does not require human input for the
generation of the TAM. A method able to automate not only those steps, but even
the decision of which chain each core must belong to. Meaning that, this is no
longer a problem of design alone, but one of optimization too. That is where the
K3 TAM optimization method comes into play, by inspiring what was named the
Method-k3. However, because of the added bounds, and the complexity of the
method, each experiment took an increasing amount of time to complete, and thus

the dies were shrunk from 30 cores into 18 cores.
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After the unexpected results of “Graph 7.1.2 Comparison of 18-core circuits
UNCON, DAISY, and BUS regarding their respective total routing length”, further

experimentation was required.
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Figure A.2 Floorplan of UNCON circuit.

Presented here is the unconnected die (fig. A.2), with only 6 cores, with the
signals Select WIR, Shift WR, Capture WR, Update WR, and Select Chain shown.
The first five belong to the IEEE 1500 Standard, while the latter one is the im-
plementation of splitting the controller of the die into two parts. Between the part
that serves as the beginning of the two chains, and a small part in the end which
allows only one of them as the die’s output. That was done so that the chains did
not have to return to the leftmost part of the die only to then travel to the right-

most part again, which was part of the issue when compared to the bused die.
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Figure A.4 Floorplan of DAISY circuit, Pass 2 of Method-k3, serial signals.

Following, on the die connected with daisy chains after the first pass of the
Method-k3, those very chains are shown (fig. A.3). They connect the 6 cores, three
at a time, but as there are no bounds in place, they gather around the centre of the
die, which further explains the smaller difference in routing.

The same is shown on the die produced after the second phase of the Method-
k3 (fig. A.4), the same signals connecting the 6 cores in a chain. Their difference is
infinitesimal, because once again they go around the centre, the cores of the die ar-
ranged around like petals, which is not particularly good for the checking of the

two techniques.

119



1C Compller - LayouWirdow. 1 - Biock Impiemereation - enall lvper!_ chalred. CEL;% Marite]  LIBIC LI [wes] - (Layost. 1]

Fic B4t Wicw Ssiect Hichighe Floorslan Prorte Piacememt Clock foues Signet Fnisning ECO Verficatkn Power Rall Timing ‘Winsow kelp FEE

SR 2o onx r2xEQ I laaasQoacse B -E-Em|lc 2o = ws
[ | et mase ¢ Rectange Aecngn stames | Seucion
& e Liow T Sraishe [rpdac ¥

Blypzg @nl

-

we’ P Eax

[riec  ][nee Tl poas] @l & @
Cack shyects of drag & box to select (Mold Ol 19 8, SHIt to removes ~874,400. 149505 |Net| 10 o

Figure A.5 Floorplan of DAISY circuit, Pass 1 of Method-k3, parallel signals.
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Figure A.6 Floorplan of DAISY circuit, Pass 2 of Method-k3, parallel signals.
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To show the connections better, it was deemed necessary to change the signals
presented. Instead of the serial test inputs of the IEEE 1500 Standard, the parallel
ones were measured separately, or more specifically, the zeroth bit of them — as
they were eight in total, and would over complicate both the images produced, and
their measurement. Thus, the signals 7PI/0] WPI[0], TPO[O] WPO[0O], and the
Connection[0] are shown (fig. A.5). Of those, the first four are defined in the IEEE
1500 Standard, while the fifth one is the name of the inner connections of the par-

allel test data linking the cores into the two chains.
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Of course, it stands to reason that two measurements are produced, one for
each of the passes of the Method-k3 (fig. A.6). Shown here is the same floorplan,
of the DAISY circuit, after the second pass of the Method-k3.

S0 53w [wet] 10

Figure A.7 Floorplan of BUS circuit. Figure A.8 Floorplan of DAISY circuit, with its cores
connected manually.

Finally, two more measurements of the same signals are made, one for the
bused technique (fig. A.7), and one by linking the cores without using the Method-
k3 (fig. A.8). As in, using the theoretical ratio of the sizes of the core, and linking
them together in a way that made sense to the best humanly possible degree. The
measurements are taken same as before, the whole routing length, and the specific
length of the zeroth bit of the parallel connections between the dies. This distinc-
tion is the cornerstone of the explanation to the results this series of experiments

have.
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Routing Length Comparison with 6 cores
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Graph A.1 Comparison of total routing length between the circuits UNCON, DAISY after both Passes of the
Method-k3, BUS, and the manually connected version of DAISY.

Which are results that have to be combined with the measurements of the ze-

roth bit of the parallel connections between the cores in order for them to be un-

derstood.

Zeroth Bit Length Comparison with 6 cores
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Graph A.2 Comparison of routing length for the zeroth bit of test signals between the circuits UNCON, DAISY
after both Passes of the Method-k3, BUS, and the manually connected version of DAISY.

The results shown above reveal that the total routing length is not a good
measure to understand the length of the test data connections between the cores

that change between the two techniques, nor the two passes of the Method-k3.
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Combined, the two sets of measurements can explain all questions raised by this
series of experiments.

e Why is the total routing of the three daisy chained dies lower than the to-

tal routing of the unconnected dies?

o The answer lies with the fundamental difference between the bused
and unconnected dies, with the chained ones. Their difference is, of
course, the chains themselves. Without them, the tool has too much
freedom with cell placement, creating unneeded congestion. The
chains provide the die with a structure, which separates the cores bet-
ter on the die, and allows for better routing.

e How can it be that the parallel length of pass 2 is less than the parallel

length of pass 1, while the total length of pass 2 is a lot more than the total
length of pass 17?

o The answer lies with the focus of the Method-k3. To achieve better
values on the test connections between the cores, it sets core cells in
specific locations. As a result, the tool has less freedom with all other
cells, which creates an uptick in total routing.

However, when comparing the ratio of the routing of the best chained die to
the bused die, against the earlier ratio produced by the dies which had more than
five times as many cores, the gap between the two techniques seems to lessen. Ad-
ditionally, the results were once again far away from the theoretical values, which
dictated that the bused dies should have twice as much routing as the daisy
chained ones. The answer to that last question could only come after the re-
instating of the bounded cores, and the comparison of the values between a die
with 6 cores, and one with 12 cores.

Theoretically, the daisy chained die with the 6 cores ought to look as it has
been presented in “Figure 4.1.6 An abstract rendering of the DAISY die”. Two 8-
bit lines that split early and go to their respective cores. In contrast, the bus con-
nected die ought to be more complicated, with the two 8-bit buses having to go

through the same pathways twice, which produces results double of that of the
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daisy chain technique, as shown in “Figure 4.1.5 An abstract rendering of the BUS
die”.

After the results presented in “Graph 7.1.3 Comparison between the DAISY
and BUS circuits, and their 6-core and 12-core variants.”, and the usage of PAT
A.5, a new design was made which served as a precursor to the Large Floorplan.
In this phase of the design, IEEE 1838 std. was still a generalized proposal
(P1838), and thus only served as an inspiration for what was named the Stacked

Design. Its usage was simple but requires an example to be understood completely.

10010110
10000000

B Jtestbench_fpp_des/FPP_PRI 10100101
4 Jtestbench_fpp_des/FPP_FLOW

E Now 116150000 ps ||

Figure A.9 Waveform of initial combination of IEEE 1500 std and IEEE 1838 std.

Combined with the well-known IEEE 1500 Standard wrapper des core, the
new states were encoded in the mandated WIR as “110”, meaning WP INTEST.
Meaning an in-test of the core using the parallel test data pins, which were con-
nected to the FPP Switchbox of the P1838. As a first stage (fig. A.9), the inner scan

chains of the core have to be filled, so that the state of the core can be set.
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Figure A.10 Beginning of waveform, zoomed in.

More specifically, on the first half (fig. A.10), WSI activates the WIR, which al-
lows the WPI to pass its value to the WBR, which in turn fills the inner scan
chains of the core after it fills up.

Finally, the utility of the FPP Switchboard could be shown (fig. A.11), passing
the values from the core to the hypothetical TSV, after being allowed to by the sig-
nal FPP_FLOW, which simulates what will later on be a signal coming from the
PTAP. But that could only happen when the P1838 became the “IEEE 1838-2019
Standard”, at the beginning of Spring 2020.
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Figure A.11 Ending of waveform., zoomed in.

For the final design, the Large Floorplan, it is important to first look at the

scanned cores after PAT G.1 makes them uniform.

Table A.2. Number of pins per wrapper, with test and functional pins split.

facade_des facade_eth facade_con
Functional Clock 1 1 1
Functional Reset 1 1 1
Test Enabling Con-
1 1 1
trol
Test Clock 1 1 1
Test Reset 1 1 1
Functional Inputs 233 94 1128
Functional Outputs 64 115 1416
Test Inputs 8 8 8
Test Outputs 8 8 8

It is PAT A.5 which links together all those functional inputs and outputs,

with a 5% chance of using the cluster’s TSVs, followed by a 2/3rds chance of being
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satisfied by elsewhere within the cluster. The remainder is split among the close
neighbourhood of the cluster, or a 15% of long connections elsewhere on the die.

e FPP capabilities of the design.

. frite] -

ELL)

Figure A.12 Floorplan of the single cluster.
In particular, because of the complexity of the design, it would only be under-
stood as a fully synthesized single cluster (fig. A.12). Or by hollowing out the in-
sides of the sixty facade cores, so that only the connections above that level had to

be synthesized, for when the functionality of the die was unimportant.
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Figure A.14 Floorplan of TSVs of single cluster.
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Thus, in this 1-cluster die, visible are the ports for the functional clock and re-
set, the ports required for the PTAP and the STAP of the IEEE 1838-2019 Stand-
ard which are for the entire die, and the 8 TSVs per cluster (fig. A.13). Zooming
in, the TSVs are visible in a square formation, accompanied by the empty 5um
transistor gap around them (fig. A.14).

To begin understanding the signals and how they route around the die, it is
important to understand a few parts of it. First and foremost, it is important to
learn of the relative locations of the three cells contained within the cluster.

On paper, the fpp des core ought to take most of the space, followed by
Ipp_eth, and lastly fpp_con. Inversely, it is expected for more congestion to exist
around fpp_con, as it has by far the most connections, more than the other two

cores have combined.

Figure A.15 Des core leaf cells area in a single cluster.
This is what happens on the synthesized die too, with /pp des taking all the
bottom-left of the die (fig. A.15), extending further on that the midpoint of both

the bottom edge and the left side of the die.

Figure A.16 Eth core leaf cells area in a single cluster.
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Next, fpp_eth takes all of the upper part of the die (fig. A.16), spreading from
the left edge to the die all the way to the right edge, apart from a few pieces at the

right that will be presented later on.

Figure A.17 Con core leaf cells area in a single cluster.

Lastly, fpp_con takes almost all of the remaining space (fig. A.17). Namely the
right side of the die, after the midpoint of the bottom edge, but extending above

the midpoint of the right edge, but to a smaller degree that /pp_des does.
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Figure A.18 Connections of TSVs in a single cluster.

The midpoint of the edges can be easily seen because of the placement of the
TSVs, which is at the dead centre of the die. From that point, and extending out-
wards, are the signals from those TSVs (fig. A.18). However, as they are shared by
both the functional and the test component of the dies, there are two components
to them. For the functional component, they spread through the die, but for the
test component of the die, they create a bus of signals that can be seen at the right

of the centre of the die.
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Figure A.19 Shared testing signals in a single cluster.

Following are the three signals which form the backbone of the testing capabil-
ities of the die, known as 7CK, TMS, and TRST (fig. A.19). They are signals
known and well defined in the IEEE 1149.1 Standard, which are reused by the
IEEE 1838 Standard, for a part of the test cells known as the PTAP.

B — e Gl

Figure A.20 PTAP leaf cells area taken. Figure A.21 STAP leaf cells area taken.

The reason these signals go through the entire die, from the left side of the die
to the right one, is that they become the outputs of the STAP. They serve as the
inputs of the next PTAP in line, hence creating the uniformity of the IEEE 1838
Standard. As for the PTAP (fig. A.20) and STAP (fig. A.21) cells themselves, they
barely take any space on the die. Especially when, in a die with multiple clusters,
they would still only exist once each, belonging to the design of the die, and not

each specific cluster.
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Figure A.22 Chain connection of cores in a single cluster.

Figure A.23 Capture, Shift. and Update signals in a single cluster.

Of course, it is expected for the three cores within the clusters to be connected
in a chain for their serial test data connections (fig. A.22). Along with their
CAPTURE, SHIFT, and UPDATE signals to follow closely in the surrounding pins

of the cores (fig. A.23), which are of course in turn created by the PTAP.

T I

Figure A.24 Leaf cells of Single Instruction. Figure A.25 Select signal in a single cluster.

Lastly, the rest of the cells of the IEEE 1838 Standard are presented, namely
the Select Instruction part (fig. A.24), along with the Select signal (fig. A.25),
which actually commands the cores to execute one of the test functions that they

are able to carry out.
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APPENDIX B

INSTRUCTIONS — OPERATIONS

Presented here are the instructions accepted by the Instruction Register on the total

die, and the Wrapper Instruction Register in each of the cores.

Table B.1 Instructions for the IR.

Instruction Register (IEEE 1838 Std.)

3’b000 Bypass — The entire die is bypassed from testing.

Select DWR Transparent — All testing apparatus is by-
3’b001 | passed, and the entire die works as it is functionally in-

tended.
3'b010 Select DWR Extest —The connections between the cores
and their WBRs are tested.
3b014 Select DWR Intest — The connections among the WBRs

to the cores are tested.

3’b100 | Select 3DCR — Able to change STAP(s) and active chain.

Select IDCODE - Shifts out a specific 32bit identification

3’b101
number.
3°b110 Select DWR Sample Preload — Allows for the filling of
the WBRs.

3’b111 Bypass — The entire die is bypassed from testing.

Table B.Z2 Instructions for the WIR.
WIR Serial (IEEE 1500 Std.)

2’b00 Bypass — The specific core is bypassed from testing.

Serial Testing Mode — The Scan Chains of the core are
filled by the WBR, which shifts 1 bit at a time.

Parallel Testing Mode — The Scan Chains of the core are
2°b10 | filled by the WBR, which shifts 8 bits at a time, through
the FPP.

2’b01

2’b11 Bypass — The specific core is bypassed from testing.
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APPENDIX C

LARGE FLOORPLAN TSVS — FPP “TOWARDS”

While the chained connections between the clusters of the die have been men-
tioned extensively, little has been shown for the connections among the dies,
through their TSVs. This is where the “Towards” value outside the FPP comes into
play and is the reason why while the PRI and SEC pins of the FPP are bidirec-

tional, they are not used as such in the Large Floorplan.

1838 std. FPP

TSV(T)

1838 std. FPP

TSV(-l-}

1838 sd. FPP

TSV(T)

1838 std. FPP

TSV(T)

1838 sud. FPP

TSv(-L)

1838 sud. FPP

TSv(-L)

Figure C.1 The shape of the FPP connections among the dies.
The main idea is that the cores are connected in many “II” shaped connec-
tions. Meaning that clusters with an odd number within the daisy chain use their
TSVs to shift data away from the I/O of the stack. While clusters with an even

number use theirs to shift data towards them. This is done with the help of the 8
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control signals of the FPP, namely PRI SEL, CORE SEL, SIDE SEL, REGPD_BYP,
REGPU BYP, REGN_BYP, PRI EN, and SEC_EN.

Table C.1 Values for the TOWARDS value.

Towards — FPP Control Signal
2’b00 8’b11111000 — Connection from Side to Side.
2°b01 8’b01111000 — Connection from Pri to Side.
2’b10 8’b11011000 — Connection from Sec to Side.
2’b11 8’b11111011 — Connection from Side to All.

For example, in a cluster with an odd number within the daisy chain, the first
core has a “towards” value of 2’b01, the second core of 2’b00, and the third core

of 2’b11 but with only its SEC port connected.
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