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ABSTRACT

Sotirios Tsioutsiouliklis, M.Sc. in Data and Computer Systems Engineering, Depart-
ment of Computer Science and Engineering, School of Engineering, University of
Ioannina, Greece, September 2020.

Fairness Aware Ranking & Recommendations in Networks.

Advisor: Evaggelia Pitoura, Professor.

Algorithmic fairness has attracted significant attention in the past years. Surprisingly,
there is little work on fairness in networks. In this work, we consider fairness for
link analysis algorithms and in particular for the celebrated PageRank algorithm. We
provide definitions for fairness, and propose two approaches for achieving fairness.
Furthermore, we explore how a recommendation system can affect the fairness of
a network. We define objective for a fair recommender and we propose two recom-
mendation policies in this direction. We present experiments with real and synthetic
graphs that examine the fairness of PageRank, demonstrate qualitatively and quanti-
tatively the properties of our fair algorithms and evaluate the impact of the different

recommendation systems.
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EXTETAMENH IIEPIAHWH

Ywtptog TotovtotovAxAng, A.M.X. ot Mnyovixn Acdopévwy xot YTOAOYLOTIXWY
Yvotnuatwy, Tunuo Mnyovixody H/Y xoar [TAnpopopLtxg, [loAvteyvixn XyoAy, [love-
ToTNULo Twovvivey, ZemtéuBorog 2020.

AXyopLbuor Katatokng xot Zvotiuota Xvotdocwy o Kowwvixd Aixtoa Evavrtio
otig Avaxploets.

Enprerov: EvayyeAia [Titovpd, Kabnyntmoto.

XNy emoyn Lo, AGYO TOU OLVEXOVS AVEXVOUEVOL GYXOL TV GESOUEVLY TTOG
eneEepyooia, XPNOLLOTOLOVYTOL XOONUEQLYA GUTAHUOTO XoL aAYOELOuOL YLor TNV OAo-
XANPWOY OLAPOoPwY dLadixaoLwy ToL UEYXEL TpdooTa dLeEdyovtay amd avbpwmToug.
Yuvnbetg SLodixaoleg TETOLWY AAYORLOULWY EVOL 1) XOTATAEY] XAl N XOTNYOPLOTTOLNON
TwY 0edopévwy. H epoappoyn tétotwy aiyopibuwy os Stadixacicg mov oyetilovton
pe avBpwmoug (.. 10 xahdtepol epevvnTéc Yo To 2020) giyoy WS ATOTEAETOL TNY
EUPAVLON TOL {NTALATOS TWY GXELTWY SLaxPioEwY SLa@OPwY LoPP®Y (TT.Y. QULAETL-
%éc droxpioeLg) xot Tng dviomg petoyeipnong avbpdmwy and aiyopibuove. Mo’ 61t
TO (POLYOUEVO EYEL OTIOOYOANOEL TNY EQEVYNTLXY KOLVOTNTO OE OLAPOPES KATNYOPLES
oAyopifuwy, 0Ttwg avTWY TNg wNnxovixng wabnong, xotl tor 3ixTuo XEMNOLLOTTOLOVVTE
0T LovTEAOTOLNON TTANDWEOS XOONUEPLYVDY XATATTATEWY %Ol TTEOPANULATWY, DTTOQ-
YEL EAAYLOTY SPUaTNELOTNTA TTPOG QLT TN XaTeLOLYOY GTOV TOpEN TWY OAYOPIOULWY
SxTOWY.

Xe aUuTn TNV €PYOOLO ETILXELPOVUE WL TTPOOEYYLON OTN KOUTOTTOAEULON TWY OLO-
xploewy oc aiyopibuovg mov dpovy oe dixtva. Apyixd, 0pllovue TLG EVVOLES TNG
OxoooVvng xal Tov dixotov oAyoplbuov yiow dixtva. Enixevtpwvipoaote otov O1-
po@LAY ady6ptBpo PageRank (Av xow v avéAvoy xor ot okydpLbu.or pmopody vo eme-
%xTo000Y xOTA PLOLXG TEPOTO OE SLAPOPOLS GANOLG aAYoPiBLOLE YLor BixTLCL) *O OE

dVABLUE TTPOOTATLEGUEVOL YOPOXTNOLOTIXE (T8, GVTEOC - YUVOXOL), LEAETAUE TLS

ix



LILOTNTEG TOL SLXTOOL TOL TO XAVOLY ASLXO XOL TPOTELVOLUE OLOPOPETIXES TTPOO-
oeYYLOELG TTPOG TN TOPOYWYY] EVOG GIXOLOV ATIOTEAEGUATOG SLATNOWVTAG TTOOAAANA
EXELVOL TOL YOOAXTNELOTIXA TOL APYLXOV aAyoplpov mov tov Egywpeilovy xaL Tov
Tpocdidovy Waitepn aEla. H mpwtn mpooéyyion yonotpwomolel tov Stévuouo “aA-
uwotog” Tov PageRank yioo tny emitevEn evdg dixatov amoteAéopotog, eved N Sedtepy
ETUYELPEL LECO TNG OTOULXNG CULUTEPLPOPES x&be %xOpBov avayxralovtog Tov, XoTd
XATOLOY TPOTO, Vo Acttovpynoet dixota. Emiong, alohoyodue toug diapopetinolg
aAyoptbuovg Baorn tng aAayng Tov pépvovy o olyxpLon e tov PageRank xou
™ xeNoLoT™ T Tovg. OL AYOPELOUOL TTOL TTPOTEIVOVILE KALUOXGDYOVY OTTOSOTLXA OF
Jcdopéva EVPELOG HALULOXOG.

21N ovVEYEL EEETALOLUE TNV ETILPPOY] TWY CUOTNUATWY CUCTAOEWY GUYOECULY
o1 dxoLwovvy] evig Otxtvov. Ilapatnpodue 6T Tor LG TWEO GLOTNUOTH CLOTA-
ocwV Oey ETLPEALOVY TO SUXTLO OE VTN TN TOPAUETPO, TTOPE SLOTNEOVY TNV 0EYLXN
xotaotaoy. Ilpoteivovue évar GOOTNUO CLOTACEWY TTOL ETLTUYYAVEL TNV OVAIELEY
%o TTPOPBOAY TNG ASLUNUEYYG/TTPOOTATEVOULEYNG XA TNYOPLOG 0TO 3ixTLO UE EEEPETIXE
amoteAéopata, BuoLdlovtog WS TN TOLOTNTA TWY CLOTACEWY. ALTNPOVILE TO OX0P
TTOV TTOPAYETOL ATTO TO GOG TN OVTO XL TO EQEAUOLOLUE GE ULor LEPELOLXY LOPPY] OE
oLYOLOOUO UE EVOL DTTAPYOY CUGTNUO CLOTACEWY. Lo TNV TeLpopaTiny aELOAGYNoM
TOU GLOTNUOTOS YEYOLLOTIOLOVUE EVOl OOOTNUO. CLOTAOEWY PBoolouévo oe embed-
dings mpocpyoduevo amd Tov node2vec adydpLiuo xor mopatnpodue étL To LPEELILKS
oVO TN LOOPPOTIEL UE LXOVOTIOLNTIXO TPOTIO TOUVG dVO OYTLXELUEVIXOVS GTOXOVG LOG
(ovédeLEn g adixnuévng xortnyopiag xot SLaTAPNoN TOLOTLXWY CLOTAOEWY). Emt-
TAE0oV, eEetalovpe o oLYOETIXA SIXTLA TNV CLUTEPLPOPE TWV SLOPOPWY GLC TN~
TWY YLO OLOPOPETLXES TTOPAUETOOVES Xol BAETOLIE OTL TO TTPOTELYOUEVO CVOOTNUA OEY
ETULPEALETAL AT TO YUPOXTNPELOTIXA TOL OLXTOOL %o CLVEYLLEL Vo €YEL OUOLOL OLTTO-
teAéopoto. TEAOG, LEAETAUE TO TTOLOTLXA YOPOXTNOLOTIXE TWY CUCTACEWY OAWY TOY
oAyopifuwy xor mpoomabodpe vo eENynoovue TO CVGTNUO CLUOTACEWY UECO OTTO

OTTAQ Y OPOXTNPLOTLXA TWY TTPOTELVOUEVWY GLUGTACEWY.



CHAPTER 1

INTRODUCTION

1.1 Thesis Scope

1.2 Thesis Structure

Today, algorithmic systems driven by large amounts of data are increasingly being
used in all aspects of life. Often, such systems are being used to assist, or, even re-
place human decision making. This increased dependence on algorithms has given
rise to the field of algorithmic fairness, where the goal is to ensure that algorithms do
not exhibit biases towards specific individuals, or groups of users (see e.g., [1] for a
survey). We also live in a connected world where networks, be it, social, communica-
tion, interaction, or cooperation networks, play a central role. However, surprisingly,
fairness in networks has received less attention.

Link analysis algorithms, such as Pagerank [2], HITS [3], or SALSA [4], take a
graph as input and use the structure of the graph to determine the relative importance
of its nodes. The output of the algorithms is a numerical weight for each node
that reflects its importance. The weights are used to produce an ordering of the
nodes and as input features in a variety of machine learning algorithms including
classification [5], and search result ranking [2]. In this work, we focus on the Pagerank
algorithm [2]. Pagerank performs a random walk on the input graph, and ranks the
nodes according to the stationary probability of this walk. At every step, the random

walk restarts with probability c. The restart node is selected according to a“jump”



distribution vector v. Since its introduction in the Google search engine, Pagerank has

been the cornerstone algorithm in several applications (see, e.g., [6]).

1.1 Thesis Scope

As in previous research, we view fairness as lack of discrimination against a protected
group defined by the value of a sensitive attribute, such as, gender, or race [1]. We
operationalize this view by saying that a link analysis algorithm is ¢-fair, if the fraction
of the total weight allocated to the members of the protected group is ¢. The value
of ¢ is a parameter that can be used to implement different fairness policies. In the
simplest case, ¢ is set equal to the fraction of the protected nodes in the graph,
asking that these nodes have a share in the weights proportional to their share in the
population. We also consider targeted fairness, where we focus on a specific subset of
nodes to which we want to allocate weight in a fair manner.

We revisit Pagerank through the lens of our fairness definition, and we consider
the problem of defining Pagerank variants that are fair. We also define the utility loss
of a fair algorithm as the difference between its output and the output of the Pagerank
algorithm, and we pose the problem of achieving fairness while minimizing utility.
We consider two approaches for achieving fairness. Our first approach, the fairness-
sensitive Pagerank algorithm, exploits the jump vector v. There has been a lot of work
on modifying the jump vector to obtain variants of pagerank biased towards a specific
set of nodes, for example, in personalized pagerank, all jump probability is assigned
to a single node, while in topic-sensitive pagerank, the probability is assigned to nodes
of a specific topic [7]. In this thesis, we take the novel approach of using the jump
vector to achieve ¢-fairness. We determine the conditions under which this is feasible
and formulate the problem of finding the jump vector that achieves ¢-fairness while
minimizing utility loss from the original PageRank as a convex optimization problem.

Our second approach takes a microscopic view by looking at the behavior of
each individual node in the graph. Implicitly, a link analysis algorithm assumes that
links in the graph correspond to endorsements between the nodes. Therefore, we
can view each node, as an agent that endorses (or votes for) the nodes that it links to.
The link analysis algorithm defines a process that takes these individual actions of

the nodes and transforms them into a global weighting of the nodes. To this end,



we introduce, the locally fair PageRank algorithms, where each individual node acts
fairly by distributing its own PageRank to the protected and non-protected groups
according to the fairness ratio ¢. Local fairness defines a dynamic process that can
be viewed as a fair random walk, where at each step of the random walk (not only at
convergence), the probability of being at a node of the protected group is ¢.

In our first locally fair PageRank algorithm, termed the neighborhood locally fair
PageRank algorithm, each node distributes its PageRank fairly among its immediate
neighbors, allocating a fraction ¢ to the neighbors in the protected group, and 1 — ¢
to the neighbors in the non-protected group. Or, in random walk terms, at each node
the probability of transitioning to a neighbor in the protected group is ¢ and the
probability of transitioning to a non-protected neighbor is 1 — ¢. The residual-based
locally fair pagerank algorithms generalizes this idea. Consider a node i that has less
neighbors in the protected group than ¢. The node distributes an equal portion of
its pagerank to each of its neighbors and a residual portion §(i) to members in the
protected group but not necessarily in its neighborhood. Or, in random walk terms,
at each node i, the probability of transitioning to a neighbor is 1 — (i) and the
probability of transitioning to a node in the protected group is d(i). The residual is
allocated based on a residual redistribution policy, which allows us to control the fairness
policy. In this thesis, we use the residual redistribution policy to minimize the utility
loss.

Finally, we present a post-processing approach that given the output of a link
analysis algorithm, it redistributes the weights so as to attain fairness. This gives us
a lower bound on the utility loss.

We study the fairness of the original PageRank in both real and synthetic networks.
We also evaluate quantitatively and qualitatively the output of our fairness-sensitive
algorithms. The weights produced by the neighborhood locally fair PageRank tend to
promote protected nodes lying on the boundaries of the two groups especially in ho-
mophilic networks, while the fairness-sensitive PageRank tends to jump to protected
nodes especially when the requested ¢ is large.

Besides that, previous research has considered algorithms that weight nodes ac-
cording to their degree, and found biases that arise as a network evolves [8, 9]. Link
recommendation systems is known that can affect the evolution of a network. The
first objective of a link recommendation system is to speed up the physical evolution

of the network as this would have been done without any external intervention as this



assumed to be more pleasant for the users. However, there are cases where chang-
ing a feature is important and recommendation systems are used for this purpose
[10, 11]. In the context of fairness, as it is defined in the first part, we see that existing
recommenders preserve the initial bias of the network. We explore the possibilities
that recommendations systems have and we show that they can be used to improve
the fairness of a network.

At first, we call a recommender fair if the recommendations it makes improve the
cumulative PageRank of the protected group. In previous PageRank related perturba-
tion analysis they have study the effect of adding a directed out edge to the individual
PageRankof each node [12]. We show in our analysis how adding edges affect the
cumulative PageRank of a group. We detect those edges that will raise the PageRank
of the protected group and we rank them based the raise they can succeed. We use
this raise as a score for a fair link recommendation system and we introduce a hybrid
fair recommendation system which acts complementary to known recommendation
systems to achieve link recommendation that improve our objective and are close to
the natural evolution of the network. In this thesis we embed our recommendation in
a recommendation system based on node2vec embeddings [13] creating the hybrid
fair link recommendation system.

To evaluate the existing and the fair recommenders we use again real and synthetic
data. We explore their impact both in fairness and in quality of link recommenda-
tions, meaning the score we derive from the existing recommendation system which
we use to create the hybrid fair recommender. In our case this is the node2vec rec-
ommendation score. Last we examine in depth the features of the proposed links for

each recommendation system and we analyze their underlying mechanisms.

In summary, in this thesis we make the following contributions:

* We propose the fairness-sensitive Pagerank algorithm that modifies the jump
vector so as to attain fairness and the locally fair Pagerank algorithms that

guarantee that individually each node behaves in a fair manner

e We formulate optimization problems for finding the algorithms that minimizes
the utility loss and estimate a lower bound for the optimal utility loss by post-

processing the output of Pagerank
* We define the notion of fair link recommendation system.

4



* We propose the fair and the hybrid fair link recommendation systems.

* We perform experiments on several datasets. Our experiments demonstrate
qualitatively and quantitatively the properties of the fair Pagerank algorithms

and of the fair reccommendatin systems.

1.2 Thesis Structure

The remainder of this thesis is structured as follows. In Chapter 2 we present the
required preliminaries knowledges to follow the thesis and a table with all the basic
notations we use throughout the text. In Chapter 3 we define fair link analysis and
our fair link analysis algorithms. In chapter 4 we present the notion of a fair recom-
mender, we define the problem of fair link recommendations and we introduce a fair
recommendation policy. Chapter 5 Includes the experimental evaluation for our fair
algorithms and our fair recommendation system. Finally, we compare our work with
related research in Chapter 6 and offer our conclusions and our future work ideas in

Chapter 7.



CHAPTER 2

PRELIMINARIES

2.1 PageRank
2.2 Markov Chains
2.3 Relation Between PageRank and Absorbing Markov Chains.

2.4 Useful Notations

In this chapter, we present prerequisite knowledges that would be useful for the
understanding of this thesis. This includes the PageRank algorithm and its variations
and basic theory of the stochastic processes and particular of the Markov chains. Also

we present a table with the notation we will use in the following chapters.

2.1 PageRank

The PageRank algorithm is the best-known link analysis algorithm, popularized by
its application in the Google search engine. The scoring vector of the algorithm is the
stationary distribution of a random walk on the graph . We will use p to denote
this probability vector (which is the same as the scoring vector w).

More formal, let G = (V, E) be a graph where V' = {0, 1,...,n} is the set of nodes
and £ C VaV is the set of edges exist in the graph. PageRank is a link analysis
algorithm G" — R", G" := the set of all graphs of size n, that defines a stochastic

process based on the graph structure - and particular an ergodic Markov chain.
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In PageRank the nodes are the states of the stochastic process and the transition
probabilities are defined by the formula Pg = (1 —¢)-P+c-ev’, 0 < ¢ < 1, where Pg
is the transition matrix defined by PageRank and P is the transition matrix derived
from the adjacency matrix of the graph with the difference that if a node has 0 out
neighbors (it is an absorbing node) then we consider all nodes to be its neighbors, c is a
factor known as “jump coefficient”, v is a probability vector (commonly the uniform
one) known as “jump vector” and e is the vector with 1 in all of its coordinates.

PageRank vector can also be expressed as
p'=(1-cp' Pg+ev (2.1)

PageRank is a way of evaluating the nodes and assign to them a score that rep-
resents their importance in the network. A common problem is when we want to
evaluate the nodes not by their importance in the network but by their importance
in the network for a specific node u € V (or for a specific set of nodes U C V). In
this case the PageRank is called personilized and this can be achieved by setting the

jump vector

1/|U],ieU
v(i) =
0, otherwise
From 2.1 we can take that
pi=av'-Q Q=[1—(1—-a) P (2.2)

The last relation implies that the PageRank of each node is the average personilized

PageRank of that node (U = {u}), for all the nodes in the network.

2.2 Markov Chains

Markov chains are descrete stochastic processes on countable state spaces where the
probability to move from one state to another depends only upon the present state.
We call a state transient if the probability to leave from it is greater than 0 and
absorbing otherwise. When the probability to move from every state to any other
state is greater than 0 the Markov chain is called irreducible. Moreover, when for all
states the ged of the number of steps that is possible to go back to the current state

is equal to 1 the Markov chain is called aperiodic. We call ergodic a Markov chain

7



that is both irreducible and aperiodic. These stochastic processes have what we call
as “’stationary distribution”. This means the existence of a distribution over the states,
which describes the probability to visit each state, with the property that stays stable
through time. We can express thisas 3p:p'=p'-P A pl-e=1,p e R".

An interesting category of stochastic processes are the absorbing Markov chains.
An absorbing Markov chain is a Markov chain that has one or more absorbing states
and it is possible from every transient state to reach at least an absorbing one. We will
now present the basic theory of absorbing Markov chains and a common modification
of a Markov chain to an absorbing one, which provides us with the tools to prove
interesting properties.

As it is clear by now every state in an absorbing Markov chain is either transient
or absorbing. If we consider that the transient states are the first & states and the
absorbing ones the last n — k, n = |V/|, then we can write the transition matrix in its

”canonical form”:

P, R
p=| "' (2.3)
0 I

where P; is the transition matrix from transient to transient states, R is the transition
matrix from transient to absorbing states, 0 is the zero matrix denoting the proba-
bilities from absorbing to transient states and I is the identity matrix denoting the
probabilities from absorbing to absorbing states.

Transition probabilities in m steps are given by P, from 2.3 we get:

P" R
0 I

P = (2.4)
Since there is a probability to reach an absosbing state from any transient state
(not necessarily in 1 step) is greater than 0 we have that limy, P = 0, Vi,j €
{ili € V Aiis a transient state}. Also we have that P! = 1, Vi € {i[i € V A

i is an absorbingt state}. These implies that the lim,, ., P™ exists and it holds:

0 B
lim P = (2.5)

where B;; denotes the probability that has a random walk to gets absorbed from the
transient state k + j starting from state ¢, 1 <i <k, 1 <j < (n—k)
We can see that the i, j element of matrix N = I+ P} +P?+ ... (the series converges

and the matrix N is well defined) gives us the expected number of visits to state j if
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we start the random walk from state ¢ until we get absorbed by an absorbing state.
Matrix N is called the “foundamental matrix” of an absorbing Markov chain. Now, if

we mulitply both sides of equation of matrix N by (I — P;) we get:
I-P)-N=1 (2.6)

which implies that (I — P;) is the invers of the matrix N.

Knowing the foundamental matrix we are able now to calculate the absorbing
probabilities for the transient states denoted as B in the canonical form. This because
the probability to be absorbed from state j starting from the transient state 7 is equal
with the expected times I visit each state multiplied by the probability to be absorbed

in the next step from that state, or more formally:
B =NR (2.7

R as defined in the canonical form.

2.3 Relation Between PageRank and Absorbing Markov Chains.

Last we must point out that for an ergodic Markov chained defined from the PageRank
algorithm we can define a new absorbing Markov chain by adding some absorbing
random nodes and by connecting each of the pre existing nodes in one of the new
absorbing nodes with probability equal to the jump probability c. Then, the transition
probabilities between transient states are defined as P, = (1 — ¢)P and R;; = ¢, if the
transient state ¢ has been connected to the new absorbing state k + j and 0 otherwise.
For this pair of Markov Chains, from equations 2.2, 2.6 it holds that the foundamental
matrix of the new absorbing Markov chain is equal with the matrix of personalized
PageRanks Q.

N=Q (2.8)

2.4 Useful Notations



Table 2.1: Useful notations.

Notation Description
A, the 74, row of matrix A.
e vector with all coordinates 1.
e; e;(j) = 1 for i = j, otherwise = 0.
G=(V,E) Graph with set of nodes V' and set of edges E.
E; Out neighbors of node i.
G' =(V.E) The new graph resulting of the addition of new edges.
E E'=EUE
P PageRank vector
c Jump coefficient of PageRank.
v Jump vector of PageRank.
P Transition matrix derived from graph.
Pq Transition matrix defined by PageRank.
P, Transition matrix between transient states.
R Transition matrix from transient to absorbing states.
Q Q,:= is the pesonilized PageRank of node i.
D Perturbation matrix of rank one.
B Absorption probabilities matrix of an absorbing Markov chain.
N The foundamental matrix of an absorbing Markov chain.
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CHAPTER 3

FAIRNESS AWARE PAGERANK

3.1 Introduction and Problem Definition
3.2 Fairness Sensitive PageRank
3.3 Locally Fair PageRank

3.4 A Post Processing Approach

In this chapter we formally define the problem of ranking and we study the fairness
aware ranking in link analysis with focus on famous PageRank. We start with a quick
introduction about link analysis algorithms and we define the notion of fairness for
this kind of algorithms. We introduce different approaches to succeed a fairness aware
ranking based on PageRank and we study the utility of the fair algorithms in cases

where we care only for a subset of the nodes, we call this approach targeted.

3.1 Introduction and Problem Definition

A link analysis algorithm can be seen as a function A : G" — R" from the set G"
of all graphs of size n to the real vectors of size n. The function takes as input a
graph G = (V, E) (directed, or undirected) of size n, and produces a vector w of size
n, which assigns a weight w, to each node v in the graph. This weight defines the
importance of the node in the graph G, and it depends on the graph structure. The

best known link analysis algorithm is PageRank, which we consider in this thesis.
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Given a graph G = (V,E), we assume that there exists a subset of nodes that
define a protected group. This group may be defined based on a protected attribute
of the nodes in the graph, such as race or gender. In this thesis, we consider two
types of nodes, the groups R and B of red and blue nodes, and we assume that R is
the protected group. We denote with r = ‘nﬂ, and b = ‘nﬁ‘, the fraction of nodes that
belong to the red and blue group respectively.

We will say that a link analysis algorithm is fair, if it assigns weights to each group
according to a specified ratio ¢. Ratio ¢ may be specified so as to implement specific
affirmative action policies, or other fairness enhancing interventions. For example, ¢
may be set in accordance to the 80 percent rule advocated by the US Equal Em-
ployment Opportunity Commission (EEOC), or some other formulation of disparate

impact [14].

Definition 3.1 (Fair link analysis). A link analysis algorithm A : G* — R" is ¢-fair

on graph G, if for the output w = A(G), it holds that: %L\’fz“ = ¢, where R C V is
veE v

the protected set of nodes.

For instance by setting ¢ = r, we ask for a fair link analysis algorithm that assigns
weights proportionally to the sizes of the two groups. In this case, fairness is analogous
to demographic parity, i.e., the requirement that the demographics of those receiving
a positive outcome are identical to the demographics of the population as a whole
[15]. Tt is easy to show (see Appendix) that in this case the weights produced by the
fair link analysis are such that the average weight of the red nodes is the same with
the average weight of the blue nodes.

We define the following problem:

Problem 1. Given a value ¢, a graph G, and a link analysis algorithm A, design a link
analysis algorithm Ap that is ¢-fair on graph G.

Note that the fair variant Ar will necessarily change the original weights of algo-
rithm A, incurring some loss in utility. We quantify the utility loss using the sum of
squares loss function L(A, Ar) = [|A(G) — Ar(G)]||?. We then consider the problem of

designing a fair algorithm that minimizes utility loss.

Problem 2. Given a value ¢, a graph G, and a link analysis algorithm A, design a link
analysis algorithm Ap that is ¢-fair on graph G, such that the utility loss L(A(G), Ar(G))

is minimized.
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Finally, we consider an extension of the fairness definition that asks for a fair
distribution of weights among a specific set of nodes S that is given as input. We
assume that the set S is selected such that it contains nodes from both groups R and
B.

Definition 3.2 (Targeted Fair link analysis). A link analysis algorithm A : g" — R"
is targeted ¢-fair on graph G = (V, E) for a set of nodes S C V, if for the output

w = A(G), it holds that %Lg’jf“’ = ¢, where R C V is the protected set of nodes.
ve v

In this thesis, we consider the PageRank link analysis algorithm.

3.2 Fairness Sensitive PageRank

Our first algorithm achieves fairness by keeping the transition matrix fixed and chang-

ing the jump vector v so as to meet the fairness criterion.

3.2.1 The Algorithm

First, we note that that pagerank vector p can be written as linear function of the
jump vector v. Solving Equation (2.1) for p, using column vector notation, we have
that p = Qv, where

T

Q=c(I-(1-cPg ™)

Let pr denote the pagerank mass that is allocated to the nodes of the protected

category. We have that

Pr = (Z Qv> [i] = (Z Q! ) v=QhLv (3.1)

i€R i€R
where Q! is the i-th row of matrix Q, and QE is the vector that is the sum of the
rows in the set R. In order for the algorithm to be fair, we need pr = ¢. Our goal is

to find a vector v such that QLv = ¢.

Does such a vector always exist? We can prove the following:

Lemma 3.1. Given the vector Q%, there exists a vector v such that QLkv = ¢, if and only

if, there exist entries i,j in Qk, where QkL(i) < ¢ and QL(j) > ¢
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Proof. We have that pr = Zjvzl Q~%(j)v,, that is, pr is the weighted average of the
values QF(j), with weights v;, where 0 < v; < 1. Since QLv = ¢, there must exist at
least one entry i with Q% (i) < ¢, and one entry j Q%(j) > ¢. Conversely, if there exists
two such entries 4, j, then we can find values v; and v;, such that v;Q% (i) +v,Q%L(j) = ¢

and v; +v; = 1. O]

3.2.2 Optimizing Utility

An implication of Lemma 3.1 is that, in most cases, there are multiple jump vectors
that give a fair pagerank vector. We are interested in the solution that minimizes the
utility loss.

We first consider the case were we want fairness over all nodes. To solve this
problem we exploit the fact that the utility loss function L(py,pu) = |[pv — pull® is
convex, and that we can express the fairness requirement as a linear function. We

can then define the following convex optimization problem.

minimize ||Qx — py|?
X

subject to QLx = ¢

ixi =1
i=1

ngzgl, izl,...,n

This problem can be solved using standard convex optimization solvers.

3.2.3 Targeted Fairness Algorithm

We will now formulate a similar convex optimization problem for the targeted fair-
ness problem. Let Q% = Y

£| s = D icsnr @i be the sum of rows of Q for the R nodes in S. We define a convex

ics QiT be the sum of rows of Q for the nodes in S, and
optimization problem that is exactly the same as in Section 3.2.2, except for the fact
that we replace the constraint Q;x = ¢ with the constraint Qfox = ¢Q§x

We can model specific cases by adding additional constraints. For example, let
Ty (w) denote the k nodes with the largest weights in vector w, and let S = Tj(pu),
that is, the top-k nodes of the original Pagerank algorithm. We want fair redistribution

of Pagerank among the nodes in S, but we also want these nodes to remain in the
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top-k position in the fair pagerank, that is, 7;(p) = 7%(pu). This requirement can be

achieved by adding the constraint:

Qx> Qlx, i € Ti(p),j & Tu(p).

3.3 Locally Fair PageRank

The locally fair PageRank algorithms take a microscopic view, by asking that each
individual node acts fairly, i.e., each node distributes its own pagerank to red and blue
nodes fairly. In random walk terms, local fairness defines a dynamic process that can
be viewed as a random walk that is fair, i.e., at each step, and not just at convergence,

the probability of being at a node of the protected group is ¢.

3.3.1 The Algorithms

In our first algorithm, the neighborhood locally fair PageRank algorithm, each node
distributes its own pagerank fairly among the red and blue nodes in its neighbors.
The residual-based locally fair PageRank algorithms generalize this idea, by again asking
that each node allocates its pagerank fairly among the red and blue nodes, but not
necessarily among the red and blue nodes in its own neighborhood. Finally, we show

that the local PageRank algorithms are fair.

The neighborhood locally fair PageRank algorithm

We first consider a node that treats its neighbors fairly, that is, by allocating a fraction
¢ of its pagerank to its red neighbors and the remaining 1 — ¢ fraction to its blue
neighbors. In random walk terms, at each node the probability of transitioning to a
red neighborhood is ¢ and the probability of transitioning to a blue neighborhood
1—¢.

Specifically, we define the neighborhood locally fair pagerank (LFPRy) py as follows.
Each node i splits the ¢ py(i) portion of its pagerank value evenly among its red
out-neighbors and the remaining (1 — ¢) py (i) portion of its pagerank evenly among
its blue out-neighbors. Similarly, we use a modified “fair” jump vector vy with vy[i]

1

= & ifi € R and vy[i] = 152, if i € B.
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Let outg(7) and outp(i) be the number of edges directed from node i to red nodes
and blue nodes respectively. We define Py as the normalized adjacency matrix that

includes links to red nodes, or random jumps to red nodes if such links do not exist:

m, if j € R, outp(i) #0, and (i,7) € E
Pr(i,j) = &> it j € R and outp(i) =0
0, otherwise

Py is defined similarly. The transition matrix Py of the LFPRy algorithm is:

Py=¢Pr+(1-¢)Pp
and, the neighborhood locally-fair pagerank vector py is defined as:

py = (1= )pyPn + vy

The neighborhood locally-fair pagerank value py of a node is the stationary prob-

ability that a neighborhood-fair walker ends up at this node.

The residual-based locally fair PageRank algorithms

We consider an alternative fair behavior for individual nodes. Similarly to the LFPRy
algorithm, each node i acts fairly by respecting the ¢ ratio when distributing its
own pagerank to red and blue nodes. However, now node ¢ treats its neighbors the
same, independently of their color and assigns to each of them the same portion of
its pagerank. When a node is in a “biased” neighborhood, i.e., the ratio of its red
neighbors is different than ¢, to be fair, node i distributes the remaining portion of
its pagerank to nodes in the underrepresented group. We call the remaining portion
residual and denote it by 0(i). How 4(i) is distributed to the underrepresented group
is determined by a residual policy.

Intuitively, this corresponds to a fair random walker that upon arriving at a node
i, with probability 1-0(i) follows one of i’s outlinks and with probability (i) jumps
to one or more nodes in the locally underrepresented group.

We now describe the algorithm formally. We divide the nodes in V' into two sets,
L and Lp, based on the fraction of their red and blue neighbors. Set L includes the
“blue-biased” nodes, that is, all nodes i such that (1 — ¢) outg(i) < ¢ outp(i), that is,
the nodes for which the ratio of red nodes in their neighborhood is smaller than the

required ¢ ratio. These are the nodes having a residual that needs to be distributed to
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red nodes. Analogously, L includes all “red-biased” nodes, that is, all nodes ¢ such
that (1 — ¢) outr(i) > ¢ outp(i).

Let us first consider a node ¢ in Lg. Each neighbor of 7 gets the same portion of
i’s pagerank, let pr(i) be this portion. To attain the ¢ ratio, the residual 0z(i) of i’s

pagerank goes to the red nodes. Portions pr(i) and dr(i) must be such that:

(1 —¢) (outr(i) pr(i) + 0r(i)) = ¢ (outp(i) pr(i)) (3.2)

1—¢

outp (%)

From Equations (3.2) and (3.3), we get pp(i) = and the residual is dp(i) =

¢ — (1—¢) outp(3) .

outp (1)

Analogously, for a node i in Lp, we get pgp(i) = and a residual dp(i) =

(@)
outp (¢
(1 — ¢) —Ut that goes to the blue nodes

outr

Example. Consider a node i with 5 out-neighbors, 1 red and 4 blue, and let ¢ be 0.5.
This is a “blue-biased”node, that is a node in Lg. In the original PageRank algorithm,
each of the 5 neighbors gets 1/5 of i’s pagerank, resulting in red nodes getting 1/5
and blue nodes 4/5 of i’s pagerank, which is an unfair behavior for node . With
the residual algorithm, each of i’s neighbors gets pr(i) = 1/8 portion of i’s Pagerank,
resulting in red neighbors getting 1/8 and blue neighbors 4/8 of i’s pagerank. The
residual §5(i) = 3/8 goes to nodes in the red group so as to attain the ¢ ratio and make
i fair. Which of the nodes in the red group will get the residual is determined by the
residual policy. In terms of the random walker interpretation, a random walker that
arrives at i, with probability 5/8 chooses one (any) of i’s outlinks and with probability

3/8 jumps to nodes in the red group.
The transition matrix P; is defined as

L0 if (i,j) € Eand i € Lg

outp (i)’
PL(’L,]) = outn (D)’ if (’l,j) € Fandi € LB
0, otherwise
Let 6 be the vector carrying the red residual, that is, 0g[i] = ¢ — #;tf, if

i € Lr and O otherwise. Similarly, let 65 be the vector carrying the blue residual,
that is, 65(i) = (1 — ¢) — 22480 §f j ¢ L and O otherwise. We have a total red

outg (i) ’
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residual Ap = p? 0 and a total blue residual Ap = p? 5, where py, is the locally fair
pagerank vector.

To express the residual distribution policy, we introduce two matrices, matrices
X and Y, that capture the policy for distributing the residual to red and blue nodes
respectively. Specifically, X[i, j| denotes the portion of the dz(i) of node i € Ly that
goes to node j € R and Y|[i, j] the portion of the d5(i) of node i € Lp that goes to
node j € B.

The locally-fair pagerank vector p;, is defined as:

pf:(l—c)pf(PL+X—l—Y)+cvﬁ

Residual Distribution Policies. The X and Y allocation matrices allow us the flex-
ibility to specify appropriate policies for distributing the residual. In particular, the

following holds (proof in the Appendix):

Lemma 3.2. The LFPRy algorithm is a special case of the residual-based algorithm, with

1 P . .o
X lisj] = oiny: i€ R.je€Lg, and (j,i) e E
0 otherwise

L ifieB,jeLg, and (j,i) € E
0 otherwise

We also consider residual policies where all nodes follow the same policy in dis-

tributing their residual. In this case, the residual policy is expressed through two

(column) vectors x and y, with x[i| being the portion of Ag going to red node i, and

y[i] the portions of Ap going to blue node i. In this case, we have:

p. =1 —c)p; (PL+6rx" +0py") +cvy.
We define two locally fair PageRank algorithms based on two intuitive policies of

distributing the residual, namely:

(1) the Uniform Locally Fair PageRank (LFPR;) algorithm, which distributes the
residual uniformly. Specifically, for the LFPR;; algorithm, we define the vector

9 _ 1

X, as X[i| = H
and O otherwise.

if i € R and 0 otherwise, and the vector y, as y[i] = mrifieB
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(2) the Proportional Locally Fair PageRank (LFPRp) algorithm, which distributes the

residual proportionally based on the original pagerank weight py(i) of node .

Specifically, for the LFPRp algorithm, we define the Vector' X, as x[i] = Zizfp[i]’
if i € R and 0 otherwise, and the vector y, as y[i] = <2 if i € B and 0,

> iepPli]’
otherwise.

Fairness of the locally fair PageRank algorithms

In the locally fair pagerank algorithms, each node in the graph treats the red and
blue nodes fairly by respecting the ¢ ratio. However, each node acts independently
of the other nodes in the network. It is interesting to see how this microscopic view
of fairness relates to our macroscopic view of link fairness.

We prove the following theorem.

Theorem 3.1. The locally fair PageRank algorithms are fair.

S oen Py (W) . . , _
Z;iff;(u) = ¢. Since each node in the graph gives a portion

¢ of its pagerank to red nodes, we have

Y pnw) =) opn(u)

vER veV

Proof. We must show that

which proves the theorem. O]

3.3.2 Optimizing Utility

We consider how to optimally distribute the residual so as to minimize the utility
loss of the fair Pagerank. We denote this algorithm as LEPRy. To this end, we define
appropriate x and y residual distribution vectors by formulating an optimization
problem.

We can write the vector p;, as a function of the vectors x and y as follows:
pr(xy) =cv! [I- (1 - )Py +3px" +d5y")]

We can now define the optimization problem of finding the vectors x and y that
minimize the loss function L(pz,pu) = ||pr(X,¥) — pul|® subject to the constraint that
the vectors x and y define a distribution over the nodes in R and B respectively.
We solve this optimization problem using gradient descent. We enforce the distri-
bution constraints by adding a penalty term A (30, x, — 1)+ (O, yi — 1)?). We

enforce the positivity constraints through proper bracketing at the line-search step.
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Note that we can also formulate a convex optimization problem asking for the
jump vector that minimizes utility loss, as in Section 3.2.2. In this case, since the

transition matrix is fair, we just need to constrain the jump vector to obey the ¢ ratio.

3.3.3 Targeted Fair Local Algorithms

We show how to apply the local algorithms to the targeted fairness problem. Let Sr
and Sp be the red and blue nodes in the set S respectively, and let Is be the set of
in-neighbors of S. The idea is that the nodes in Ig should distribute their PageRank
to Sk and Sp fairly, such that the ratio of the portion that goes to nodes in S and

the portion that goes to nodes in Sy is equal to —2;. We can implement the same

T
redistribution policies as in the case of the neighborhzod local and the residual-based
local fair algorithms.

We also need the (global) jump vector v to obey the ¢ ratio for the nodes in S. We
can achieve this by redistributing the probability |S|/n of the jump vector according
to the ¢ ratio. Note that there is a variety of policies one could implement, depending

on a specific objective. For example if we want to increase the weight of the nodes in

S, we can make the jump vector allocate all probability to the nodes in S.

3.4 A Post Processing Approach

We now consider a post processing approach in which we assume that we are given
a weight vector w = A(G) of a link analysis algorithm A on graph G. The goal is
to produce a new weight vector f such that: (1) f is fair, and (2) the utility loss
L(w,f) = |w — f|]? is minimized. The post-processing algorithm is agnostic to the
fact that the weight vector w is the result of a link analysis algorithm, much less
of the specific link analysis algorithm (e.g., Pagerank). Therefore, the vector f that

minimizes the loss L(w,f) may not be attainable by any Pagerank algorithm.

3.4.1 The Post Processing Algorithm

Given the weight vector w, let wy denote the weight vector for the nodes in R, and
wp the weight vector for the nodes in B. We also use Wy to denote the total weight

allocated to R, and Wy to denote the total weight allocated to B. We assume that w
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Algorithm 3.1 Optimal Redistribution Algorithm

Input: Excess weight A, nodes B, weights wp

Output: Optimal weight vector fp

1: BNz<—{;C€BZU)x>O}

2: 0 = A/|Bnyz|

3: f =mingep,, Wy

4: if g > ¢ then

5. w, = w, —0 forall x € Byg
6:

7 return wgp

8: else

9: wy,=w,—p forall z € Byy
10: A =A—|Byz|B

11:

12:  return REDISTRIBUTE(A,B,wp)

13: end if

has non-negative entries, and it is normalized so that its entries sum to 1. Without
loss of generality assume that Wr < ¢. Let A = ¢ — Wg. To make the vector fair we
need to distribute weight A to the nodes in R, and remove weight A from the nodes
in B. It is easy to show that in order to minimize the loss, the optimal redistribution
will remove weight A/|B| from all nodes in B and add A/|R| from all nodes in
B. This follows from the fact that among all distribution vectors the one with the
smallest length is the uniform one. Therefore, we obtain the following lower-bound
for the loss: A2 A2
Loss;p = E + |3?|
Note that this lower bound does not guarantee that the new vector f has non-
negative entries, thus it is not a valid weight vector. We now describe an optimal
redistribution algorithm that ensures that when removing weight no entry becomes
negative, while using the principle that whenever removing weight, the optimal way
is to remove uniformly from all nodes. The pseudocode for the algorithm is shown
in Algorithm 3.1.

The algorithm takes as input the value of excess weight A that needs to be re-
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moved, the set of nodes B from which we want to remove the weight, and the current
weights wp of these nodes. First, it finds the subset of nodes By, in B that have
non-zero weight. If the minimum weight 5 among these nodes is at least A/|Byz|,
then we can remove the weight uniformly without making the weights negative. The
algorithm updates the weights and returns. Otherwise, we can remove at most /3.
The algorithm removes  from all nodes in By, and makes a recursive call with the
remaining excess weight A — |[Byz|3. Note that anytime we want to remove weight
from a set of nodes, we remove it uniformly from all nodes, which guarantees opti-
mality. The algorithm returns the updated weight vector fz for the nodes in B. We

can now compute the optimal loss as
2

Lossp = @ +||fs — WB||2

3.4.2 Targeted Fairness

Computing algorithmically the optimal redistribution is harder in the targeted fairness
case, since there are many different options in how we can redistribute weight. We
can move weight between the nodes in S, or bring in weight from outside of S,
or move weight out of S, or a combination of those. In Appendix A.1 we compute
analytically a lower bound for the loss, which provides some intuition on how the
weight is moved in different cases .

Finding the optimal redistribution vector can be formulated as a convex optimiza-

tion problem:

minifmize If—pll?

subject to Z f,=0¢

1€SNR
n
i=1

0<f<1,i=1,...,n
We use the solution of the optimization problem to compare the optimal redistri-

bution with that achieved by the modified Pagerank algorithms.
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CHAPTER 4

PAGERANK FAIR RECOMMENDATIONS

4.1 Introduction and Problem Definition

4.2 Impact of Adding Edges

4.3 Efficient Computation of Personalized PageRank
4.4 Fair Link Recommendations

4.5 Fair Important Edges

Link recommendation systems are a valuable feature in online social networks. Their
main use is to help a network grow faster and create a more pleasant experience for
the users. Besides that, link recommendation systems can also be used to change un-
willing properties of the network. We explore their possibilities on helping a network
grow in a more fair way, we show how we can succeed this and we propose a link

recommendation system for this purpose.

4.1 Introduction and Problem Definition

We consider a link recommendation system, as a function which accepts as input a
graph G = (V, E) and a node u € V and returns the probability for every possible link
recommendations for node/user u, to be accepted by u. We will refer to this probability
as the quality of candidate link recommendation. Usually this probability is used to

rank the candidate link recommendations and propose the best k£ of them to the
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user. However there are cases where the quality of the proposed links isn’t the only
objective. In this direction various methods have been proposed to recommend links
that satisty some objective function without sacrificing the quality of the recommended
links [10, 11, 16].

We consider again a binary sensitive attribute to nodes and a protected group
based on this attribute. We want to recommend the edges that enhance the presence
of the protected group in the network and are highly possible to be accepted by the
user they are about to be proposed to. As in chapter 3, we use as a metric to evaluate
the presence of a group in a network, the cumulative score of the group coming from

the link analysis algorithm that we are interested in.

Definition 4.1. Given a graph G = (V, E) and a link analysis algorithm A, we call
the link recommendation system fair if the edges it proposes improve the cumulative

score of the group based on algorithm A.

By the definition we understand that may exist algorithms that are both fair but
with different magnitude of impact in the network. For reason of cohesion we focus
again on the PageRank algorithm. We start our analysis by identifying the impact of
an new edge addition to the node u and we extend our conclusions for a set of nodes
being added to a single source. We consider the impact on cumulative PageRank
of the group as the fair score of the candidate edge. This is the difference between
the new and the old cumulative PageRank. We then define our fair recommendation
system based on fair score and our hybrid fair recommendation system which acts
complementary to an existing link recommendation system, taking into consideration,

not only the fair score, but the recommendation score as well.

4.2 Impact of Adding Edges

Lets assume an unweighted, directed graph G = (V, £') where V is the set of all nodes
and E is the set of all edges. And let G’ = (V,E' = E U {(u,v)}) where (u,v) ¢ E.
We denote with p(R), p’(R) the ratio of the pagerank that goes to Red nodes in the
graph G and G’ respectively. We denote by k, the out degree of node u

Now let Q be the matrix where Q;; is the personilized PageRank of node ¢ to node

u and so Q;(R) is the personilized PageRank of node i to all Red nodes. We want to
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find the impact of the edge (u,v) to the cumulative PageRank of the red group. We

prove the following.
Theorem 4.1. If G'= (V,E'=EU{(u,v)}) then:

= o(R) — % ep, Qu(R
p'(R) = p(R) + pu - = Qu(R) = g Puep, Qu(R)]

(4.1)
(k’u + 1) - (l%c) [Qvu - i ZweEu Qwu}

Proof. To prove this we first write the transition matrix P of G’ as a sum of the

tranistion matrix P of graph G and a rank one, perturbation matrix D. This is:

0, i #u

1
(=14 )Py + e

PP=P+D, D;=

And then we exploit a fundamental lemma [17] that states that If G is nonsingular,

H is of rank 1 and G + H is nonsingular as well, then:

1
(G+H) ' =61~ HG*HG—% g:=tr(HG™)

We also know from equation 3.1 that p = vQ and [18] that Q = ¢- N where N is
the foundamental matrix of an absorbing Markov chain with transition matrix for

transient states equal to (1 — ¢)P, ¢ is the jump probability of PageRank.

ForG=[1-(1—¢)Pland H = —(1 — ¢) - D, we have:

N=N- LN(—(l —¢)DN), ¢ :=tr(—(1 —¢)DN) =

1+g¢q
lo=lo- Lt gy — tr(—(1 — D=
Q=20 57 A=(1-¢)-D)Q g:=tr(=(1=)D7Q) =
-0
Q= Q+— i, QDQ, ¢ :=ir(DQ) (4.2)

[

If we compute DQ, QDQ we get:

0, 1 #u
#['ij - ZweEu Qusl, i=u
QDQU - ]{? Qvu - Z ij

+ 1 u ’weEu

DQ;; =
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And from (1):

9 (Quy — £ e, (Quy))
W+ 1= “;C) (Quu — ﬁ > wer, (Qua))

ng =Q;; + Qiuk

Since p = vQ we have to compute
1 n n
p'(R) = n Z Z Q;j
i=1 jER

to obtain the formula of the theorem. O

If we examine the formula 4.1 we see that the result agrees with our intuition.
The fraction that exists in the formula is the impact that the new edge will have on
the PageRank of the red group. First we see that the magnitude of the impact is (by
approximation) proportional to the fraction of the PageRank of the source node to the
out degree of the source node. This is logical if we consider adding an edge to a node
with out degree 1 and to a node with out degree 10. In the first case the node will give
much more of its PageRank to the new neighbor. Also we prove right below that the
quantity on the denominator is always positive. This means that if an edge will have
positive or negative impact is determined by that nominator. What the nominator
indicates is that if we want to have gain in the red PageRank of the network we
must add an edge that the target node will have greater red personalized PageRank
than the average personalized PageRanks of the current neighbors of the source node.
The last quantity we didn’t comment so far, that exists in the denominator affects
the magnitude of the impact. Though, the impact of this quantity on formula is not
important, it describes the fact that if the target node of the edge that we added gives
less PageRank to the source node than the average of the current neighbors of the
source node, then the impact of the edge is getting smaller as the PageRank of the
source node is getting smaller.

We will show now that the denominator of the fraction is always positive. To do

that we will need the following lemma.

Lemma 4.1. Vv, u € V, it holds:

Q’U’LL < Quu
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Proof. Let f&) be the possibility to reach transient state v starting from the transient
state v for the first time at step . And let f}, => 7, #3. For the absorbing Markov
chain X it holds:

o< (4.3)

VU

That is because there is possibility ¢ for transient state v to be absorbed at the first

step to the absorbing state a.

Let N, to denote the number of visits to state u. then:

PIN,=m | Xo=u]= f3,”" (1~ f.)

uu uY

*
vu)

:uf:um_l (1 - ;u)

— m =10
PIN,=m | Xg=v] =

So N, follows geometric distribution with success probability of (1 — f;,) and so:

uu

E[N, | Xo=v] = f*,E[N, | X0 =1

=

E[N, | Xo =v] < E[N, | X¢ = ]

We also know that E[N, | Xo =v] = N,, = 1Q,,, 1 > 0 and so:

Qvu < Quu
O

Now, we can continue with the proof. To do this we define an absorbing Markov
chain X. We add two adsorbing states n + 1, n + 2, from now on a,, a, and we
connect the state u to the state a, and all other states to state a,, all with probability
c. We denote with B;; the absorbing probability of node i to node a, and Q;, the

personilized PageRank of node i for the node u.

Lemma 4.2. The absorption probability of state i to state a,, of the absorbing Markov chain
X is equal with the personilized PageRank of node i to node u.

Qiu = Bil
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Proof. The new transition matrix P in its canonical form is:
P= ., ReR™2

Where

0, otherwise
We know([18] that absorption probabilities B = NR where N is the Foundamental
matrix of process X and as before N = 1Q So:
B =NR Qi J=1

= B;; = ZQikR;g' =
N=1Q T vy, =2

Lemma 4.3. For the personilized PageRank that the node i gives to itself, it holds:

Qi =c+(1- C)kl Z (sz')

v wekE;

Proof. From lemma 4.2 we know that Q;, = B;;. It also holds [18] that B;; = 1R;; +
ZjGEi PZ]le So:

Qiu = Bil
= Rij + Z(l — C)Piijl
JEE;
=Ry +(1—-¢ Z P;;Q;,

JEE;

=Ry + (1 —c)ug, (Q(R))’ Ri =

0, otherwise

From lemma 4.3 we can get now that :

bor1- 19, - k—iw;&mwu)) = b (1= €)Qu — Q]
This quantity is always positive because Q,,, — Q.. is always negative, lemma 4.1, and
l-c< 1
Theorem 4.1 can be generalized by adding a set of nodes to a fixed source node.

In this case it holds the following.
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Theorem 4.2. If G = (V,E' == EUE), E = {(u,v)|li € VAv & E, i =
1,2,...k}, E,=E,UE,, E,={v|(u,v)€ E} then:

(e (QR) — & Ve, (Qu(R)

kut+k (1—c) (1 1 (44)
B T(ﬁ ZveEu(Qvu) T ke ZweEu(QwU))

p'(R) = p(R) + pu-

Identical natural meaning as for the single edge formula 4.1 can be derived from

the generalized one.

4.3 Efficient Computation of Personalized PageRank

Both the above formulas 4.1, 4.2 include quantities like the red personalized PageRank
of all nodes and the personalized PageRank for the source node of all nodes that are
prohibitive to calculate them for every node in the network by executing multiple
PageRank algorithms. In this section, we present an efficient way to compute all the
forth mentioned quantities by executing only two PageRank - like iterative algorithms.

From Lemma 4.2 we know that for the Markov chain X, Q;, = By, Qi(V\{u}) =
Bis

Furthermore, we know that I_JZ- gives as the probability to be in state j starting
from state ¢ after n steps. Also we know that lim,,_, P" exists. From the canonical

form of P we take:

— (1—c)"P* R™ ) R™
P = = B = lim =
O22n I, el I
B = lim Fn ‘€41, €p41 € Rn+2 (4.5)
n—oo

The above expression allows us to compute the personilized PageRank of all nodes
to node v with the computational cost of one PageRank.
Same as in Lemma 4.2 we can define the Markov chain X. We add two absorbing

states n + 1, n + 2, from now on a,, a; respectively. We then unite all red nodes to
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state a, with probability ¢ and all the blue nodes to state a; also with probability c. If
B,1, B, are the absorbing probabilities for nodei to a,, a;, respectivly and Q;(R), Q;(B)
is the ratio of personilized PageRank of node ¢ for Red and Blue nodes, then we can

prove the following.

Lemma 4.4. The absorption probabilities of state i to state a,,a, of the absorbing Markov
chain X are equal to the ratio of personilized PageRank of node ¢ that Red and Blue nodes

receive respectively. This is:
Proof. proof is identical to lemma 4.2 O]

Now working for X as before we can get a similar expression for Q;(R) and
compute also the personilizes Red PageRank of all nodes.

From the above is clear that we need computational cost equal to three PageRanks
to compute the expressions of theorems 4.1, 4.2 for all possible future edges of the

network with fixed source node.

4.4 Fair Link Recommendations

Exploiting the results of the theorems 4.1, 4.2, we propose the fair recommendation
system. This saying we mean a link recommendation system that takes into consid-

eration only the maximum gain of cumulative PageRank of the protected group.

Definition 4.2. Given a graph G = (V,FE), a source node u and the number of
proposed edges k, the Fair Link Recommendation System returns the k edges that
would have caused the greatest gain on the cumulative PageRank of the protected

group, if they had been added independently.

This score - the fair score - of an edge is compute with for all candidate edges
with the use of the formula 4.1. We then rank the candidate edges based on this
score and we return the k best of them. Although, as we see in the chapter 5, the
fair recommendation system has amazing results as to our objective of improving the
presence of the protected group in the network, we observe that the top edges by the
fair score lack in quality score (acceptance probability by node2vec). Furthermore,

we observe that the simple recommenders lack significantly in fair score.
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In order to balance this trade off between fair score and acceptance probability
we propose a hybrid fair link recommendation system. This system is based on an
existing link recommendation system of our choice and uses the fair score as com-
plementary to the acceptance probability derived from the recommendation system.
More specific the hybrid fair system computes the expected gain (or expected fairness)
for all candidate edges for a source node and proposes to the user the best k£ of them.

More formal we give the following definition.

Definition 4.3. Given a graph G = (V. E), a source node u, a link recommendation
system and the number of proposed edges £, the Hybrid Fair Link Recommenda-
tion System returns the k edges with the greatest expected gain on the cumulative
PageRank of the protected group, if they had been added independently. Expected
gain is calculated based on the acceptance probability deriving from the link recom-

mendation system.

The hybrid fair link recommendation system can be used in any known link
recommendation system and is balancing sufficient good both the objective of fairness
and the objective of the acceptance probability. In our experimental evaluation we use
it complementary to a node2vec based link recommendation system. Node2vec is a
famous node embedding algorithm. We construct the link recommendation system
as a link prediction process. For every pair of nodes (source , target) we construct
the edge embedding by taking the Hadamard product of the two nodes. We then
train a logistic regression classifier that returns the probability of an edge to exists in
the graph. We use this score as the acceptance probability score. More details about
the implementation of the node2vec link recommendation system can be found on

chapter 5.

4.5 Fair Important Edges

In the road of understanding how fairness evolves in a networks, it is interesting
enough to understand the role of the existing edges to the current fairness of the
network. To do that we measure the impact that would have to the network if we
removed an edge. This is, as before, a rank one perturbation to the transition matrix of

the network and the formula of this score can be calculated equivalent with theorem
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4.1 by defining properly the matrix D. Following the same process we can take the

2 following theorems:

Theorem 4.3. If G'=(V,E'=FE\{(u,v)}), v e E, then:

P(R)" = P(R) + pu -

(IgL ZweE Qw( ) QU(R))
(k 1) (ku ZwEEu Qwu - Qvu)

Theorem 4.4. If G' = (V,E' :== E\E), E = {(u,v;)|v; € VAv; € B, i = 1,2, .., k} then:

P'(R) =p(R)+pu - —= (4.6)

% -2 c (klu ZweEu(Qwu) - %ZUE'EVU (Qvu))

We see again that the impact of an edge/a set of edges is determined by the fraction

(LY e (QuR) = LY, 5, (Qu(R)))
<)

in the formulas. These formulas indicate that important edges for the preservation
of the fairness across the network are edges that source node is strong as to his (
PageRank/out degree ) metric and the target node is strong as to his personalized
red PageRank and mainly when its personalized PageRank is far better than the
average personalized red PageRank of the rest of out neighbors of the source node.
Besides that, an edge is more important if the source node isn’t strong at the target’s
personalized PageRank. This means that the strong target node was managing more
PageRank of the source node than it was giving to it. An example of such a good
edge would be a source node of the favorite group in a central role in a cluster of
favorite group, which would had only a few out neighbors and one edge towards a
node of the unfavored group with great red personalized PageRank. The target node

could be a leaf in a big cluster of the unfavored team.
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CHAPTER DO

EXPERIMENTAL EVALUATION

5.1 Dataset Description
5.2 Fairness in the original Pagerank algorithm.
5.3 Fairness Aware PageRank Ranking

5.4 PageRank Fairness Aware Recommendations

5.1 Dataset Description

In this section, we evaluate experimentally the different fair PageRank algorithms and
provide quantitative and qualitative results. In the experiments we use the following

datasets:

* TWITTER: A political retweet graph from [19].

e peLP2: An author collaboration network constructed from DBLP including a

subset of data mining and database conferences.

* Books: A network of books about US politics where edges between books rep-

resented co-purchasing’.

* BLoGs: A directed network of hyperlinks between weblogs on US politic [20].

'http://www-personal.umich.edu/~mejn/netdata/
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Table 5.1: Real dataset characteristics. r, b relative size of protected and unprotected

group, respectively; pr, pp pagerank assigned to the red and blue group respectively

Dataset #nodes #edges Protected attribute r b CYOSSp  Crossp  Pgr PB
BOOKS 92 748 political (left) 0.47 0.53 0.063 0.065 0.46 0.54
BLOGS 1,222 19,089 political (left) 0.48 0.52 0.284 0.036 0.33 0.67
DBLP 13,015 79,972 gender (women) 0.17 0.83 0.96 0.86 0.16 0.84

TWITTER 18,470 61,157 political (left) 0.61 0.39 0.07 0.03 0.57 0.43
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Figure 5.1: Fairness of the PageRank algorithm with the size of the protected group

for varying same group preference.

The characteristics of the real datasets, and the protected groups, are shown in
Table 5.1. To infer the gender in the pBLP2, we used the python gender guesser pack-
age?. We also report homophily which was shown to affect degree distributions among
groups [8]. We measure it as the number of mixed edges, i.e., edges between nodes
belonging to different groups, divided by 2r (r — 1), i.e., the expected number of
such edges. Values significantly smaller than 1 indicate that the network exhibits
homophily [21].

We have used various real data sets. We focus on the following four, while results
for additional datasets can be found in the Appendix.

Synthetic networks are generated using a variation of the biased preferential at-
tachment model introduced in [8]. The graph evolves with time as follows. Let

Gy = (Vi, Ey) and d;(v) denote the graph and the degree of node v at time ¢, re-

2https://pypi.org/project/gender-guesser/
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Figure 5.2: Personalized pageranks starting from each of the blue nodes: histogram
of the fraction of the personalized weight. The x-axis corresponds to weights fractions
(blue, red and all (black bar)) and the y-axis to the percentage of the blues nodes
with the corresponding fraction. The majority of nodes allocate the larger fraction

of the personalized weight to blue nodes, thus being highly unfair to the opposite

group.

spectively. The process starts with an arbitrary initial connected graph G\, with nyr
red and ng (1 — r) blue nodes. At each time step ¢t + 1, ¢ > 0, a new node v enters
the graph. The color of v is red with probability » and blue with probability 1 — r.
Node v chooses to connect with an existing node u with probability %. If the
color of the chosen node u is the same with the color of the new node v, then an
edge between them is inserted with probability p; otherwise an edge is inserted with
probability 1 — p. If no edge is inserted, the process of selecting a neighbor for node
v is repeated until an edge is created.

Probability p controls the level of homophily in the network, where p = 0 corre-
sponds to the zero preference to same group, p = 0.5 to the random preferences and
p = 1 to total preference to the same group. We also consider asymmetry in same
group preference probability. In this case, the above procedure is followed by a node

v only when v belongs to the red group. A node v in the blue group connects with

the selected node u without testing «’s color.
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Table 5.2: Utility loss with respect to optimal utility (5522, for ¢ = 0.5)

Dataset LFPRy LFPRy; LFPRp LFPRy, SFPR
TWITTER 6.576  6.683  4.218 21671 2.699
DBLP2 1.356  1.232 1.516 1.1792 2.6
BLOGS 5.05 5.08 3.163 1.5923 1.73
BOOKS 9.53 4.94 1.576  1.000 1

The datasets and code are available at GitHub 2.

5.2 Fairness in the original Pagerank algorithm.

We use the synthetic datasets to study the behavior of Pagerank for different levels of
homophily and relative sizes of the two groups. For this set of experiments, we set ¢ =
r. As shown in Figure 5.1, for the symmetric case, when the groups exhibit homoplily
(h = 0.8 and h = 0.6), PageRank is unfair towards the minority group. On the contrary,
when the groups exhibit heterophily (p = 0.4 and p = 0.2), then PageRank is unfair
towards the majority group. For the asymmetric case, i.e., when the blue group shows
no homophily, being homophilic helps the red group independently of its size, while
being heterophilic hurts the red group independently of its size.

For the real dataset, we report the fraction of the total weight allocated to each
of the two groups in Table 5.1. In some cases (BLOGS, TWITTER), the fraction of the
weight assigned to the protected group is significantly smaller than r. In all cases, by
setting ¢ to the desired level of fairness, we can redistribute weights so that we get
the desired ¢-fairness. We report quantitative and qualitative results for ¢ = 0.5 in
the next section.

To get a better insight about the distribution of the weights between the two
groups, we also run personalized Pagerank algorithms starting from each node 7 and
calculated for each node 7 the fraction of the weight allocated to the blue and red
nodes (ignoring the Pagerank allocated to the node itself). In all graphs, most of the
starting nodes allocate the majority of their personalized pagerank weights to nodes

in their group, resulting in highly unfair weights. We report the histogram of the

3https://github.com/SotirisTsioutsiouliklis/FairLaR
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Figure 5.3: Fairness sensitive Pagerank for ¢ = r and ¢ = 0.5.

fraction of the weights allocated to blue and red node for personalized pageranks
starting from each of the blue nodes in Figure 5.2. Correlation with homophily can
be oberved, with the most homophilic networks, i.e, Books and TWITTER, showing
the largest unfairness. Our locally fair Pagerank algorithms can be used to attain

¢-fairness for personalized Pagerank as well.

5.3 Fairness Aware PageRank Ranking

The fair PageRank algorithms. We run our fair Pagerank algorithm for various
values of ¢. In Figure 5.3, we report results for ¢ = r and ¢ = 0.5 for the fairness
sensitive Pagerank (SFPR), while in Figure 5.4, results for ¢ = 0.5 for the various
locally fair Pagerank algorithms (i.e, neighbor (LFPRy), uniform (LFPR;), propor-
tional (LFPRp) and with optimized residual (LFPRy)). Results for ¢ = r can be found
in the Appendix.

Table B.1 reports the utility loss for each of the fair pagerank algorithms relative
to the optimal utility loss as estimated by Algorithm 3.1. For the non-optimized al-
gorithms, as expected taking into account the original pagerank values, the LFPRp
algorithm results in the smallest utility loss. The LFPRy algorithm incurs the highest

utility loss. The utility loss decreases significantly when considering the optimized
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Figure 5.4: Locally fair Pagerank algorithms for ¢ = 0.5.

algorithms. It is interesting that for different datasets different variants perform bet-
ter. This suggests that the different algorithms provide different levers for adjusting
fairness. Depending on the dataset one approach may be more applicable for pre-
serving utility than another. We discuss this further in our qualitative comparison of
the algorithms.

We report the results of all targeted fair PageRank algorithms in Figure B.3. The
targeted fair PageRank algorithms allows us to focus on a specific set of nodes and
adjust their weights in a fair manner. In this experiment, we selected the set S for each
dataset, so as to include the 10% of the nodes having the highest original PageRank

values. This provides us with the flexibility to adjust weights in the top positions.

Residual distribution policies. In this set of experiments, we take a closer look at
the set of nodes that are mostly affected by the different residual distribution policies.
To this end, we consider the sets Loss (resp. cain) with the 10 red and 10 blue nodes
whose PageRank decreased (resp. increased) the most. For each node i, we define
its in-neighborhood fairness, in_f(i) as the ratio of its red in-neighbors over all its in-
neighbors. Thus, ins(i) = 0 corresponds to a node i i with only blue in-neighbors,
ing(i) = 1 to only red in-neighbors and in(i) = 0.5 to a balanced in-neighborhood.

We run the algorithms on all datasets. The results are depicted in Figure 5.6. As
shown in Figure 5.6(a), with very low variance, all algorithms penalize the nodes

that are in homophilic in-neighborhoods, that is, red nodes with large ins, and blue
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Figure 5.5: Targeted fair PageRank algorithms and the optimal post-processing re-
distribution for ¢ = 0.5. In each dataset, the target set S includes the 10% of nodes

with the highest PageRank weights.

nodes with small in;. The algorithms exhibit different behavior regarding which
nodes each algorithm promotes as shown in Figure 5.6(b). LFPRy promotes the red
(i.e., protected group) nodes that are in heterophilic (i.e., protected-group dominated)
in-neighborhoods. This does not hold for the blue nodes. On the other hand, LFPRp
does not seem to particularity favor heterophilic red nodes, while it tends to follow
the trend of the PageRank promoting homophilic blue (i.e, favored-group) nodes.
Finally, for LFPRy, iny seems to play a lesser role, with the small favoritism to
homophilic blue nodes most probably reflecting the homophily of the blue group in

the underlying population.

Qualitative comparison. To provide some insight on the weights produced by the
various algorithm, we visualize their output for ¢ = 0.5 in Figures 5.7 and 5.8. In
the visualizations, red nodes are colored red, and blue nodes are colored blue. Their
size depends on the value of the quantity we visualize.

For the TwitTeEr and the Books datasets, where the fraction of the weight of the

protected group is close to ¢, the fairness sensitive pagerank is very similar to the
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Figure 5.6: In neighborhood fairness for the nodes with the maximum loss and gain
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original one. For the BLocs and especially for the psLP2 datasets, where the fraction
of the weight of the protected (red) group is much smaller, the fairness sensitive
pagerank promotes red nodes. We also visualize the jump vector for the fairness
sensitive pagerank. We observe that for the TwiTTER and the Books dataset, where the
algorithm is already “almost” fair, the jump vector assigns rather uniform weights, as
the original Pagerank. For the other two datasets, it gives large values to a number of
red nodes. This suggests an interesting line for future work: considering these nodes
in link recommendation algorithms, since it seems that these nodes play a role in
fairness.

The neighborhood locally fair pagerank algorithm produces different weights from
the original Pagerank for all four datasets. In all cases, it promotes nodes connecting
the two opposite groups, i.e., nodes that are minorities in their neighborhoods. This
is more evident in the most homophilic networks, that is, in TwiTTER and Books. Such
nodes are also known as weak links and play an important role. They can also be
useful in the context of recommendations, since research shows that it is more likely

for such nodes to be accepted from the other side [22].

5.4 PageRank Fairness Aware Recommendations

In this section we compare and evaluate different known recommendation policies and
our novel ones. We start by studying various known link recommendation systems
and we show that they don’t improve our objective (enhance the protected group in

the network). Due to the fact that our policy acts complementary to an existing one
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Figure 5.7: Visualization for ¢ = 0.5

we could use any recommendation policy to apply it on. In these experiments we
use node2vec recommender as it is one well known recommender that has been used
extensively in research with good results.

Node2vec recommender was implemented by taking the node2vec implementation
of snap * and train a logistic regression classifier with sklearn module in python. For
both the classifier and the node2vec embeddings we used the default settings. For
the training of the classifier we use as train test the 80% of the network’s edges for
positive examples and equal amount of edges that don’t exist for negative example.
We use the rest 20% of positive edges and equal amount of negative edges as test
set. For all the rest recommendation algorithms we used their implementation on
networkx ° module for python

To evaluate our policy we compare both the impact to our objective and the quality
of link recommendations it produces. We evaluate the quality of recommendations by
assuming that the acceptance probability of candidate links coming from the original
recommender (node2vec in our case) is in fact true. We proceed further the analysis of

our policy by identifying the differences in quality features of link recommendations

“http://snap.stanford.edu/snap/index.html
Shttps://networkx.github.io/
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Figure 5.8: Visualization for ¢ = 0.5

and explaining in a level the underlying mechanism of each one.

5.4.1 Existing Recommendation Policies

Each of the link recommendation policies has its own mechanism of selecting and
proposing links to a source node. Also, as we saw in theorem 4.1, the impact of
a link addition to the network it depends not only on the node that is being pro-
posed but also on the node that is proposed to. To study the impact of the different
policies to the red PageRank of the network we have decided to use the resource
allocation, Jaccard coefficient, Adamic Adar, preferential attachment and node2vec
recommendation policies. In this direction we conducted the following experiment.
First we choose a set of source nodes. Then we take the 10 best link recommen-
dations for every source node by each policy. After that, we add one edge per source
node (starting from the best one and continuing with the second best etc.). We con-
tinue the process until we have added all the 10 edges to all source nodes. We use

K to denote the number of the links that have been added to each of the source
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nodes (e.g. K = 4 means that we have added 4 links to each of the source nodes).
We conduct the experiments for 3 different sets of source nodes. In the first one we
chose randomly 10% of the nodes and for the other two we chose a hundred best red
and a hundred best blue nodes. By best we mean those nodes in which we expect
to have the greatest expected impact on the network as derived from the formula in
theorem 4.1. The expected impact for the source nodes is computed by approxima-
tion due to the prohibitive complexity of the actual computation. This approximation
is (PageRank )/(outdegree). We present the red PageRank of the network as evolves
after the addition of the recommended edges for K = 0,1, ..., 10. In this experiment
series we excluded the Books dataset because its small size is prohibitive.

In general, we can separate the known recommendation policies into two cate-
gories. In the first we classify policies that their recommendation score is based on the
number of the common neighbors between two nodes (resource allocation index, Jac-
card coefficient, Addamic Adar) and In the second one policies that tend to propose
strong/popular nodes in the network (preferential attachment, node2vec). Algorithms
in each category tend to share common characteristics and behavior, or equivalently
they affect the networks evolution in the same way.

To start with, we can see in fig. 5.9 that policies of the first group behave similar
with the random policy in a smooth way, giving a small privilege to the bigger group.
The policies of the second group have a slightly unpredicted behavior in the first 1 -
3 steps but they too follow the trend of the initial PageRank as the network evolves.
This unpredicted behavior can be explained - as we will see below - due to the fact
that policies of the second group, in contradiction with the ones of the first (see table
5.3), tend to propose common neighbors independently of the source node. Thus, the
characteristic of the first few proposed nodes dominate the impact on the network.
As the number of the links accepted added to the source node gets higher, the more
the initial trend of the network is represented in the target nodes, so the impact of
the proposed links in networks Red PageRank approaches that of the random link
recommendations.

As far as the source node concerns, we can see from figures 5.10, 5.11 that the
behavior of the policies of second group change slightly in the pace they converge to
the random policy, meaning they are more robust to source node selection while the
policies of the first group change total behavior and they enhance the team that the

source nodes belong to. This is expected, if we consider that social networks tends
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Figure 5.9: Impact on Fairness - Known Recommenders - Random Source Nodes.

to be homophilic (this also holds in our datasets) by their nature and these kind
of recommendation policies propose links in distance two. The first one means that
a blue source node will probably have blue neighbors and it will exists in a blue
dominated cluster and that a blue node will also have a higher personalized blue
PageRank. The equivalent holds for a red source node. So from our formula about
edge addition impact and considering the second observation about the distance of
proposed links, it is clear that the links proposed of the policies of first group are
ideal to rise the PageRank of the source node’s group.

To sum up, though the link recommendation policies already exists have shown
some valuable results, proposing edges in a simple way and having an expected impact
on the network, they can not be used as link recommendation system if we care to
restrict the discrimination on a network, improve fairness or in more general term
enhance the presence of a protected group. We continue the experimental evaluation

by showing how we can tackle this behavior and how our proposed fair policy can
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affect a recommender towards this direction.

5.4.2 Fair Recommendation Policies

10

8

10

In this section we study the link recommendations provided by our fair recommender,

from node2vec recommender and from the hybrid fair recommender. We observe

that between node2vec and the fair recommender there is a significant trade off

between the quality and the wanted impact of the links, however this trade off is

nicely balanced by the hybrid fair recommender.

To compare this result we present the red PageRank ratio of each network as we

did before, only this time for random, node2vec, fair and hybrid fair recommenders

and for the same experiment we also present the average acceptance probability of

the networks as this calculated based on node2vec recommendation score.

As we see in figures 5.12, 5.13, 5.14, the fair policy rises the red PageRank more
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Figure 5.11: Impact on Fairness - Known Recommenders - Blue Source Nodes.

than any other and the hybrid fair policy succeeds impressive rise as well. This shows
us that taking into consideration both fair and recommendation score doesn’t affect
significant the wanted impact on the network. Moreover by figures 5.15 5.16 5.17
we conclude that fair policy doesn’t take into consideration at all the acceptance
probability of the link it proposes, performing in some cases worst than the random
recommendation policy. This makes these recommendation invaluable as it is highly
possible not be accepted by the users. On the other side we see that the hybrid
fair policy manages to restrict this phenomenon, approaching in a satistying level
the average recommendation score of the node2vec recommender. Also, we see that
the results are not affected by the set of source nodes which is really important
as in practice social networks differs in their demographic characteristics. Last but
not least, we observe (DBLP case) that when a recommendation system provides low
information about the quality of each recommended link, then as expected, the hybrid

fair algorithm follows the fair algorithm as the score of the recommendation system
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Figure 5.12: Impact on Fairness - Fair Recommenders - Random Source Nodes.

isn’t valuable. This indicates that the fair algorithm takes into consideration not only
the ranking of the recommendation system but also the magnitude of the score,
protecting in a way the fair score - our first objective - when there isn’t valuable
information. The almost neutral score of the node2vec recommendation system is
partially explained by the high density and the lack of homophily in the network.
This can be corrected by choosing others than the default parameters to learn the
node2vec embeddings.

An interesting observation about the impact of fair recommendation policies is
presented in figures 5.18 5.19. In this figures we see the ratio of red PageRank at top
k nodes by PageRank as it has been formed at the end of the previous experiment.
The interesting effect of fair policies in contrast with the node2vec is that fair policies
improve the red PageRank ratio in a network while node2vec preserve the original
distribution. This difference means that fair recommendations help the protected

group to gain higher scores and positions in the ranking by PageRank algorithm and
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Figure 5.13: Impact on Fairness - Fair Recommenders - Red Source Nodes.

Table 5.3: Number of Total Unique Target Nodes by Policy

Dataset Node2vec Fair Hybrid Fair Resource Allocation Jaccard Coefficient Adamic Adar Preferencial Attachment
Blogs 15 20 40 351 662 315 17
Twitter 51 154 105 5184 7492 4833 12

so be represented more fairly in the top positions.

5.4.3 Target Nodes Analysis

So far it seems that hybrid fair policy performs really good in all the metrics of
our evaluation. However, having a link recommender in use, is always interesting
to understand its link recommendation mechanism in a more simple way. That is
understanding what are these node and edge characteristics that rule its decisions
and which is the dynamic of each proposed target node to the network. This kind of
results most of times aren’t so unexpected and they provide us with useful insights

based on simple metrics. In this direction we study the nodes that have been selected
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Figure 5.14: Impact on Fairness - Fair Recommenders - Blue Source Nodes.

from the previous experiment. We first present in table 5.3 the total distinct number
of nodes for each policy per dataset and then, in tables 5.4, 5.5 we present the quality
features for the node2vec, fair and hybrid fair policies.

In table 5.3 we see that node2vec, preferencial attachment, fair and hybrid fair,
are tend to propose a relative small number of distinct target nodes. On the other,
side the rest of the policies propose a much larger number. This result follows our
instinct as the node2vec, preferencial attachment and fair policies tends to highlight
nodes strong globally in the network while the rest policies propose nodes that are
locally strong. The result for the hybrid fair policy can be explained straight forward
as it is the combination of the node2vec and fair policies.

Except the fact that node2vec, fair and hybrid fair policies select a relative small
number of distinct target nodes to propose, there is a subset of them that have
significant more occurrences. To study further the 3 policies we keep only the top in

occurrences nodes. The selection process is described in figures 5.21, 5.22. The exact
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Figure 5.15: Average Acceptance Probability - Random Source Nodes.

number of minimum occurrences that we accept is found by plotting the occurrences
of each node in descending order, we observe that this plot approaches a sigmoid
function, something that allow us to define properly this minimum.

We present these results in tables 5.4, 5.5. First we observe that node2vec rec-
ommendations are characterized by nodes that are strong by PageRank and gather
the distribution of distances around smaller values. Fair policy nodes are high in red
personalized PageRank and in red out neighbors ratio while hybrid fair balances all

the above having in general higher values in all the forthmentioned scores.

Table 5.4: Target Quality Features in Blogs Network.

Policy Distance PageRank Red PageRank Node Homophily

mean median max mean median max mean median max mean median max
Random 2.809016 3 7 0.000243 0.000331 0.045172 0.000000 0.282878 0.638946 0.000000 0.500000 1.000000
Node2vec 2.313158 2 4 0.000243 0.004722 0.010006 0.161032 0.313908 0.564971 0.000000 0.099480 0.957143
Fair 3.745805 4 7 0.000243 0.000243 0.000583 0.615104 0.620985 0.638946 1.0 1.0 1.0
Hybrid Fair 2.644818 3 5 0.000243 0.001271 0.006028 0.490224 0.555863 0.638946 0.834951 0.970612 1.000000
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Figure 5.16: Average Acceptance Probability - Red Source Nodes.

10

We have already seen in figure 5.1 the effect of homophily and minority size to

the Red PageRank ratio of a network. A subsequent question is if and how these

factors affect the evolution of Red PageRank in a network depending on the the link

recommendation policy.

We present in figures 5.23, 5.24 the impact of the different recommendation poli-

cies in the evolution of the networks for different degrees of protected group size and

different degrees of symmetric and asymmetric same group preference probability.

Table 5.5: Target Quality Features in Twitter Network.

Policy Distance PageRank Red PageRank Node Homophily
mean median max mean median max mean median max mean median max
Random 4.98 5 12 0.000054 0.000037 0.003275 0.577001 0.639552 1.0 0.512503 0.5 1.0
Node2vec 3.85 4 11 0.001410 0.001376 0.003275 0.643997 0.733387 0.817765 0.750000 1.0 1.0
Fair 5.27 5 1 0.000185 0.000228 0.000298 0.942876 1.0 1.0 1.0 1.0 1.0
Hybrid Fair 4.87 5 1 0.000457 0.000283 0.001412 0.935682 1.0 1.0 1.0 1.0 1.0
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Figure 5.17: Average Acceptance Probability - Blue Source Nodes.

Synthetic network confirm the behavior we show before that node2vec doesn’t change
the network’s red PageRankratio. Fair policies they both enhance protected group as
expected but we see that their dynamics are affected both by the size and the same
group preference probability. The general rule that applies to both forth mentioned

quantities s the greater the values the greater the impact.

5.4.5 Batch vs Online Gain

Fair policy exhibits satisfactory results but we can understand from the formula that
it doesn’t take into consideration the changes in the network’s structure that happens
from the addition of edges on other nodes. We conduct the basic experiment with
a greedy algorithm recalculating the fair score before any recommendation. Figures
5.25 5.26

We see that in many cases the greedy algorithm can extend in grade level the
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Figure 5.19: Red PageRank ratio at top k by nodes PageRank - Twitter network.

impact on the network but there are also cases where the two algorithms perform
equivalently. This happens when the changes in the network doesn’t change the order

of best targets per source.

5.4.6 Fairness, Accepted Probability Correlation

From the experiments so far it is obvious that it is difficult to combine high recom-
mendation score with high fair impact. In fact, the next experiments show us that
there is also a negative correlation between acceptance probability and fair score on
the top suggestions of each.

To measure that we use the recommendations of node2vec and fair policy we had
for the synthetic networks. From these sets we keep the best 50%. For the edges
proposed from node2vec recommender we separate them in buckets of equal size
and we plot the average fair score for all buckets. We create the corresponding plots
for the edges proposed from fair recommender. The number and the size of buckets
differs in every occasion depending on the range of the values. Results are presented

in figure 5.27
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Figure 5.24: Red PageRank ratio to different same group preference probability for

sizes 0.1, 0.3, 0.5 after 5 and 10 link additions for asymmetric same group preference.
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CHAPTER O

ReELATED WORK

Algorithmic fairness. Recently, there has been increasing interest in algorithmic fair-
ness, especially in the context of machine learning. Fairness is regarded as the lack of
discrimination on the basis of some protective attribute. Various definition of fairness
having proposed especially for classification [15, 1, 23, 24]. We use a group-fairness
definition, based on parity. Approaches to handing fairness can be classified as pre-
processing, that modify the input data, in-processing, that modify the algorithm and
post-processing ones, that modify the output. We are mostly interested in in-processing
techniques.

There is also prior work on fairness in ranking [25, 26, 27, 28]. All of these works
consider ranking as an ordered list of items, and use different rules for defining and
enforcing fairness that consider different prefixes of the ranking [25, 26], pair-wise
orderings [28], or exposure and presentation bias [29, 27].

Our goal in this paper is not to propose a new definition of ranking fairness, but
rather to initiate a study of fairness in link analysis. A distinguishing aspect of our
approach is that we take into account the actual Pagerank weights of the nodes, not
just their ranking. Furthermore, our focus in this paper, is to design in-processing
algorithms that incorporate fairness in the inner working of the Pagerank algorithm.
We present a post-processing approach as a means to estimate a lower bound on the
utility loss. None of the previous approaches considers ranking in networks, so the
proposed approaches are novel.

Fairness in networks. There has been some recent work on network fairness in the

context of graph embeddings [30, 31, 32]. The work in [30] follows an in-processing
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approach that extends the learning function with regulatory fairness enforcing terms,
while the work in [31] follows a post-processing approach so as to promote link
recommendations to nodes belonging to specific groups. Both works are not related
to our approach. The work in [32] extends the node2vec graph embedding method
by modifying the random walks used in node2vec with fair walks, where nodes are
partitioned into groups and each group is given the same probability of being selected
when a node makes a transition. The random walk introduced in [32] has some
similarity with the random walk interpretation of LFPRy. It would be interesting
to see, whether our extended residual-based algorithms could be utilized also in the
context of graph embeddings, besides its use in link analysis.

There are also previous studies on the effect of homophily, preferential attachment
and differences in group sizes. It was shown that the combination of these three
factors leads to uneven degree distributions between groups [8]. Evidence of this
kind of inequality - like between degree distribution of minorities and majorities -
was also found in many real networks [33]. Our work extends this line of research
by looking at Pagerank values instead of degrees.

We note here that there is previous work on diversity in network ranking. In this
line of research, the goal is to find important nodes that also maximally cover the
nodes in the network [34, 35]. Our problem is fundamentally different, since we look

for rankings that follow a parity constraint.

Fair recommendation systems. Recent work also shows that this phenomenon is ex-
aggerated by many link recommendation algorithms [9]. Existing works have shown
way to update the results of the PageRank [36], [37] but they focus on efficient com-
putations methods. There are studies providing similar analysis towards predicting
the impact of new edges based a particular objective [10], [12] but their problem is
complete different and their analysis not applicable in our context. Besides that, our
analysis provide an efficient way to compute the impact of the new edges.

We have seen different approaches for fair recommendation systems like [32]
that suggest a link recommendations system based on node embedding which have
been computed using a fair variation of node2vec, or [38] that proposing a hybrid
recommender system using a set of probabilistic soft logic rules. Our approach is
complete different as it exploits the fairness score of each edge which we compute

based on our perturbation analysis. Last the [31] studies the close related problem
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of link prediction, introducing a dyadic-level fairness cryterion and provide a post

processing approach to promote more heterogenous links.
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CHAPTER 7

ConNncLusioON AND FuTurE WORK

7.1 Conclusions

7.2 Future Work

7.1 Conclusions

In this paper we study the fairness for link analysis algorithms. We give general def-
initions of fairness, and we focus on fair algorithms for the PageRank algorithm. We
considered two approaches, one that modifies the jump vector, and one that imposes a
fair behavior per node. We also consider the problem of attaining fairness while min-
imizing the utility loss of Pagerank. Besides that we examine the possibilities of link
recommendation systems to affect the fairness of a network. We present a theoretical
analysis on the impact of new edges to the fairness of a network and we propose
fair link recommendation systems. Our experiments demonstrate the behavior of our
different algorithms. Last we evaluate our recommendation systems under the lens

of both impact on fairness and quality of link recommendations.

7.2 Future Work

For link analysis ranking, we would like to study and generalize our fair approaches

in other link analysis algorithms than the PageRank. We want to explore the utility
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of our residual policies in graph embeddings. We also plan to study further their
personalized and the targeted versions. Moreover, we would like to explore different
objectives for the sensitive algorithms and explore its utility in different contexts.
Last we like to explore the possibilities of our link recommendation mechanism in
problems that can be modeled similarly, like the mitigation of polarization and the

information diffusion in social networks.
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APPENDIX A

Proors

A.1 Fairness Aware PageRank Ranking

A.2 PageRankFair Recommendations

A.1 Fairness Aware PageRank Ranking

When ¢ = r, the average weight of red nodes is equal with the average weight of the

Z'UER Wy _ EUEB Wy

Rl 1B

blue nodes, i.e.,

. ZUEBwv_ ZvEVwU*ZUERw”_ 1/rzv€Rw”7zv€Rw”_ N/|R‘Zv€vaizv€Rw”_
Proof. It holds: =—= NEE = INT-TE] = NEE =

ZUERU}U
TR O

Proof of Lemma 3.2.

Proof. From the transition matrix P;, each node i € Ly gives a portion 1_¢) of each

outp (i

of its pagerank to its neighbors. The blue neighbors do not get any residual pagerank,

thus they get an 1 — ¢ portion as in the LFPRy algorithm. Each of the red neighbors

gets an additional _;-0r(i) = S (6 — (1_0‘2)1&;“(';’){(“), which sums to #};(z) Thus,

the red nodes get an ¢ portion of ¢’s pagerank as in the LFPRy algorithm. The proof

is analogous for each node i € Lp. [
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A lower bound for the optimal weight redistribution for targeted

fairness

Given the weight vector w and the set S, we divide the full set of nodes in three
categories: the set Bg of blue nodes in S, the set Rg of red nodes in S, and the
rest of nodes O not in S. In order for f to be fair, it must be that it moves weight
between these categories. Furthermore, this movement is always in one direction,
e.g., all nodes in Rg will increase their weight. It is clearly sub-optimal to increase
the weight of some nodes in Rg and decrease the weight of others. We define the
variables x5 =, _p (fi —wi), xp = ) ;cp (fi —wi), and 2o = Y, 5 (fi — w;) to be the
total change in weight for the nodes in Bg, Rg, and O respectively. Note that these
values may be positive, indicating an increase in weight for the respective category,

or negative, indicating a decrease in weight for the respective category. It holds:
rtg+xr+x0=0 (A.D

Let fr and fp the weight allocated to nodes in Rg and Rp respectively, and p and
(3 be their desired values according to ¢. Also, let wp and wg be the weight of the
nodes in Bg and Rg respectively. Since the vector f is fair for the nodes in S it holds
that
WR+Tp P

== (A.2)

wp + Tp 15}

Using Equations A.1 and A.2, we can express zp and zp as a function of zp:

TR = pwp — Bwr — pro (A.3)
xp = Pfwgr — pwp — Bro (A.4)

Now, let Np, Ng, and Ny denote the number of nodes in categories Bg, Rg, and
O respectively. To minimize loss, and since we allow f to have negative entries, the

change in weight must be distributed equally in each category. Thus, the total loss is
Loss(f,w) = R %5 4 %0 (A.5)

We substitute Equations A.3 and A.4 in Equation A.5, we take the derivative with

respect to zp, and we set it zero. Solving for zp, we get:

__ No(Bws — pwr)(6Nr — pNp)
pNg(pNo + Nr) + BNr(BNo + Np)
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Substituting zo in Equations A.4 and A.3, we obtain:

B (pwp — Bwr)Nr(BNo + Np)
~ pNp(pNo + Ng) + BNg(BNo + Np)
_ (Bwr — pwp)Np(pNo + Ng)
~ pNg(pNo + Ng) + BNr(8No + Np)

(A.7)

TR

(A.8)

IB

There are some interesting observations in these equations. First, a factor that
appears in all equations is fwpr — pwp, which tells us how unfair the original weights
are. For example, if fwgr — pwp < 0, then we are unfair towards category R. In this
case the nodes in category R will always receive weight wr > 0. The origin of the
weight depends on the ratio Ni/Np of the nodes in S. If Nr—pNp < 0, then we have
proportionally more nodes of B in S with an excess of weight. In this case we remove
weight only from the nodes in B, and we distribute it to the nodes in R and O as
defined by Equations A.8 and A.6. If BNp—pNp < 0, then we have proportionally less
nodes of B in S, but they have proportionally more weight. In this case we remove
weight from both the nodes in B, and O, as defined by Equations A.8 and A.6, and
we distribute it to the nodes in R. If SN — pNp = 0, then we take weight only from
the nodes in B and give only to the nodes in R.

Having computed the values for xz, x5 and o, we can now compute the loss using
Equation A.5. Note that this is a lower bound to the optimal loss for our problem,

since it does not guarantee that the resulting vector f has non-negative entries.

A.2 PageRankFair Recommendations

Proof. Detailed proof of Theorem 4.1

Assume that £’ = E' U {u,v} then:

0, 1 #u

Ku_ 1 e — (= ki 1l e =1 1 L
Pu + kuHP“ + ku+1ev - ( 1+ ku+1)Pu + ku+1ev - ku+1Pu + ku+1ev7 t=1u
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.

0, i #u
DQ;; =

KZwEEu [Duwaj] + Dquvj = ZwEEu[ku(kqul ng]

p

1 L
kJrl'ij7 t=u

0, 1 #u

\FlJrl['ij - é Z’UJEEu ij]’ L=

QDQz] - Z in [DQ}w] - Qzu[DQ]UJ ]{7 T 1Qzu Qv] Z ng (A9)
w=1

u weEu

g =tr( ZDQM =DQuu = ;— 1(Qvu = Z Qu;))) (A.10)

’LUGEu

We know[17] that If G is nonsingular, H is of rank 1 and G' + H is nonsingular
as well, then:

(G + H)_l = G_l — 1——|—gG_1HG_1’ g = tT(HG_l)

ForG=[1-(1—¢)Pland H = —(1 —¢) - D, we have:

N=N- LN(—(l —¢)DN), ¢ :=tr(—(1 —¢)DN) =

1 +q
1 1
—Q = EQ — gl——i—qQ( (1-¢)-D)Q, q:=tr(—(1- C)DEQ)
1 1(1-c) (1-9
B ZQ 2 1+gq QDQ ¢ c r(DQ) =

Q- Q+— 9 -QDQ 4= 17(DQ)

(-9 c)
— QDQ q = tr(DQ) =

Cc

=Q+
1-
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(1—¢)
1 1
I .. c . o .
U =Qi+ - 19 g ke + 7 Qu(Qu ey 2 (Qu))
c wWEF,
Q e (Q—— ()
= Qz] + ZU e £ ij - 7 (ij)
Fu 11— 29 (Qu — 2 3 cp (Qu)) P

wek,

Q) — 1 Yver, (Quw)
u + 1 - @(Qvu - é ZweEu<Qw“))

=Q;; + Qiuk

We want to maximize PageRank of Red (R). We know that p = vQ, so:

PR =233 q

i=1 jER
— l i i Q; + Q (120) (ij — é ZweEu(ij))
nEE ket 1 Qe D, (Qu)

n n (1-¢) 1
1 22 (Quj — 72 Ywer, (Qwy))
P 2 e T,y ()

u

(126) (QU(R) o i ZweEu<Qw(R))) lemma:>1.2, 1.4
(Fu +1) = C2Quu — = X ocp. (Quu))

u

=Pp(R) + pu

( 9 (Qu(R) + 1% — 2Qu(R))
P(R)‘f—Puk —|—1—(1_c)(Q 1+ Cl_ 1 Q ),UER
U c VU (1—0) (1—c) <uu
129(Qu(R) - £ Qu(R))
p(R>+pu'k+1_(1fc)<Q +1C — ),UGB
( u o Qo+ gy~ (1=g Quu
( (1= 0)Qu(R) + ¢ — Qu(R))
P(R) + pu - P %((1 ST u€R
(R) + pu - %((1 —c)Qu(R) — Qu(R)) we B
KP Pu ku—i_l_%((l_c)Qvu—'_c_Quu)’

Assume that G’ = (V, E' := EUE), E = {(u,v)jv € VAv ¢ E,}, E., = E,UE,, E, =
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{v|(u,v) € E} then:

DO.i — 0, i1 #u
v E (=155 Q) = £ s (Quy))
ku+k k c~weE, \ =] ky Lew€Ey, \SW]
D, - 0,1 Y @) L Y
17 ]{;u—}-% U %weﬁu V] ku = wj

r(DQ) =D = (= = 3 (@)~ 1 Y (@)

u + k w€E1L wE K,

Q/ = Q + Q @( B %ZwGEu(QUj) - i ZwEEu(ij))
2] 1] w@ — M( - %ZwGEM<QUu) - é ZweEu<Qwu))

k [

’ u<Qv(R)) o Lu ZweEu<Qw(R)))
P(R)ZP(RHP“'M_&_@(”Z NG )k—iZ )
k weFE, VU ku we K, WU
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ol
&
—
|
=
IS
m
=

Proof. Lemma 4.4

The new transition matrix is:

.
(1-0c)Py, 0<4,5<n

P c RO+De(n+2) ._ IN)ij _ ¢, l€RNj=a,)V (i€ BANjJ=ap)
L(i=j=a)V(i=j=a)

\ 0, otherwise

P can also be written in its canonical form:

- |1-¢oP R ¢, iERNj=1)V (i€ BAj=2)

02, Iy 0, otherwise

We know[18] that absorption probabilities are B = NR where N is the Founda-

mental matrix of X defined as N = [I,, — (1 — ¢)P]"L.
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We observe that N = Q So:

B = NR B = QR
N=1q R =R

= B;; = Z QikR;gj =
k
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APPENDIX B

EXPERIMENT EVALUATION

B.1 Fairness Aware PageRank Ranking

B.2 PageRankFair Recommendations

Additional datasets and experiments

In Table B.2, we present statistics for additional datasets.

e pokec [39]: This is a Slovak social network. Nodes correspond to users, and

links to friendships. Friendship relations are directed.

e peLpl: An author collaboration network constructed by the Arnetminer aca-

demic search system [40] using publication data from dblp. Two authors are

connected if they have co-authored an article.

Table B.1: Utility loss with respect to optimal utility (s222Hx_)

OPTIMAL

Dataset

LFPRy LFPRy LFPRp SFPR

POKEC
TWITTER
pBLP1
DBLP2
LINKEDIN

PHYSICS

30.57
152.08
99.12
95.84
4,913
9.56

35.31
156.02
41.66
47.81
1,787
9.04

75

15.39
66.92
21.80
25.18
1,149
8.21

6.94

6.13

50.24



Table B.2: Real dataset characteristics. r, b relative size of protected and unprotected

group, respectively; pr, pp pagerank assigned to the red and blue group respectively

Dataset  #nodes #edges Protected attribute  r b homophily pr  pp
rokec 1,632,803 30,622,564 gender (women) 0.51 0.49 1.11 0.54 0.46
pBLP1 423,469 2462422  gender (women) 0.19 0.81 0.83 0.13 0.87

LINKEDIN 3,209,448 13,016,453  gender (women) 0.37 0.63 0.72 0.37 0.63
PHYSICS 30,359 347,235 year (after 1997) 0.66 0.34 0.76 0.39 0.61

-—=T —— Pagerank LFPR_N —— LFPR_U —— LFPR_P —— LFPR_O

0. 1.0 0.6 1.0

go 4 50 8 EO’ N ggo °

fo3 g06 ;;u.a §0.7
go > %0 4- %OB E%O.G
§0 N go 2 go.z 2‘0'
\\/\»/‘W—/ 0.4

1o 0 i o e R e
(a) Physics (b) DBLP1 (c) Pokec (d) linkedin

Figure B.1: Locally fair Pagerank algorithms for the additional datasets with ¢ = 0.5.

* LINKEDIN [41]: Nodes correspond to LinkedIn profiles. Two profiles are linked if

they were co-viewed by the same user.

e paysics: This is the Arxiv HEP-PH (high energy physics phenomenology) cita-
tion graph from the SNAP dataset!. Nodes correspond to papers and there is

an edge from a paper to another, if the first paper cites the second one.

Again, there are cases where the fraction of the weight assigned to the protected

group is even smaller than r.v

B.1 Fairness Aware PageRank Ranking

In Figure B.1, we report results for the original and the locally fair PageRank algo-
rithms for the additional datasets and in Figure B.2, we report results for the locally

fair PageRank algorithms for ¢ = r.

'http://snap.stanford.edu/data
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Figure B.2: Locally fair Pagerank algorithms for ¢ = r.
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20
——— B
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Figure B.3: Targeted locally fair PageRank algorithms and the optimal post-processing

redistribution for ¢ = 0.5. The size of the set S is set to 10% of the size of the dataset.

B.2 PageRankFair Recommendations

Similar results with those in analysis for random source nodes can derived for the

other two source nodes sets from the tables B.3, B.4, B.5, B.6. Selection threshold

for each set is presented in figures B.4, B.5, B.6, B.7.

Table B.3:

Target Quality Features in Blogs - Red Source Nodes.

Policy Distance PageRank Red PageRank Node Homophily

mean median max mean median max mean median max mean median max
Random 3.380000 3 5 0.000822 0.000339 0.045172 0.332817 0.282878 0.638946 0.435733 0.500000 1.000000
Node2vec 2.722222 3 4 0.004934 0.004793 0.010006 0.340760 0.321328 0.564971 0.308273 0.160000 0.957143
Gain 3.890000 4 7 0.000284 0.000243 0.000583 0.622608 0.620985 0.638946 1.000000 1.000000 1.000000
ExpGain 3.040816 3 5 0.000940 0.000583 0.002620 0.580573 0.590254 0.638946 0.969143 1.000000 1.000000
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Figure B.4: Cutting Point for Selecting Nodes.
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Figure B.5: Cutting Point for Selecting Nodes.
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Table B.4: Target Quality Features in Blogs - Blue Source Nodes.

Poli Distance PageRank Red PageRank Node Homophily
olic;
ey mean median max mean median max mean median max mean median max
Random 2.846667 3 6 0.000840 0.000331 0.045172 0.337866 0.282878 0.638946 0.445203 0.500000 1.000000
Node2vec 2.437037 2 4 0.004934 0.004793 0.010006 0.340760 0.321328 0.564971 0.308273 0.160000 0.957143
Gain 4.200000 4 7 0.000284 0.000243 0.000583 0.622608 0.620985 0.638946 1.000000 1.000000 1.000000
ExpGain 3.160839 3 5 0.000982 0.000742 0.002620 0.578018 0.577612 0.638946 0.967215 0.989131 1.000000
L e e — 100 _ 100 ———_
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Figure B.6: Cutting Point for Selecting Nodes.
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Hybrid Fair Targets
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Figure B.7: Cutting Point for Selecting Nodes.
Table B.5: Target Quality Features in Twitter - Red Source Nodes.
Poli Distance PageRank Red PageRank Node Homophily
olic
Y mean median max mean median max mean median max mean median max
Random 4.762500 5 7 0.000054 0.000037 0.001418 0.579776 0.639552 1.000000 0.511345 0.500000 1.000000
Node2vec 3.636364 4 7 0.001447 0.001376 0.003275 0.590534 0.721374 0.817765 0.650000 1.000000 1.000000
Gain 4.775000 5 7 0.000185 0.000228 0.000298 0.942876 1.000000 1.000000 1.000000 1.000000 1.000000
ExpGain 4.442857 4 7 0.000457 0.000283 0.001412 0.935682 1.000000 1.000000 1.000000 1.000000 1.000000
Table B.6: Target Quality Features in Twitter - Blue Source Nodes.
Poli Distance PageRank Red PageRank Node Homophily
olic
i mean median max mean median max mean median max mean median max
Random 4.754545 5 7 0.000058 0.000037 0.001418 0.575291 0.639552 1.000000 0.511240 0.500000 1.000000
Node2vec 3.829545 4 5 0.001574 0.001376 0.003275 0.651073 0.736853 0.817765 0.750000 1.000000 1.000000
Gain 5.372727 5 7 0.000185 0.000228 0.000298 0.942876 1.000000 1.000000 1.000000 1.000000 1.000000
ExpGain 4.904255 5 7 0.000457 0.000283 0.001412 0.935682 1.000000 1.000000 1.000000 1.000000 1.000000
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