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Abstract

User generated posts play a central role in social media and online discussion fora. News portals and blogs often also allow their readers to comment in order to get feedback, engage their readers, and build customer loyalty. User posts, however, and more generally User Generated Content (UGC) can be abusive (e.g., bullying, profanity, hate speech). Social media are increasingly under pressure to combat abusive content. News portals also suffer from abusive UGC, which damage their reputation and make them liable to fines, e.g., when hosting posts encouraging illegal actions. They often employ moderators, who are frequently overwhelmed by the volume of posts. Systems that detect abusive language are used to promote healthy conversations online and protect minority voices. Apart from a growing volume of press articles concerning toxicity online, there is increased research interest on detecting abusive and other unwelcome comments labeled 'toxic' by moderators, both for English and other languages. Despite this growing interest for the field of toxicity detection, three weaknesses hinder its further progress. First, information about the author is often being disregarded by systems. Second, systems focus on classifying a whole post as toxic or not, when human moderators could be assisted more if spans of that post (that made the system classify it as toxic) were automatically highlighted. Third and foremost, both toxicity systems and datasets still completely disregard the conversational context. With this talk I will discuss recent work addressing these three weaknesses.