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Abstract. In this paper, we present a system for event recognition and
classification in video surveillance sequences. First, local invariant de-
scriptors of video frames are employed to remove background informa-
tion and segment the video into events. Next, visual word histograms
are computed for each video event and used to define a distance mea-
sure between events. Finally, machine learning techniques are employed
to classify events into predefined categories. Numerical experiments in-
dicate that the proposed approach provides high event detection and
classification rates.
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1 Introduction

Video surveillance has received many attention over the last years and is a ma-
jor research topic in computer vision [4]. Typically, the framework of a video
surveillance system involves the following stages: background substraction, envi-
ronment modeling, object detection, classification and tracking of moving objects
and descriptions of behaviors/events. The goal of video surveillance systems is
to detect and characterize events as activities using unsupervised or supervised
techniques.

In [2], a method is presented that integrates audio and visual information
for scene analysis in a typical surveillance scenario, using only one camera and
one monaural microphone. In [8], a video behavior modeling method is proposed
for online normal behavior recognition and anomaly detection. For each video
segment, blobs are detected that correspond to scene events. These scene events
are clustered into groups using a gaussian mixture model producing a behavior
representation for the video segment.

In our approach, local invariant descriptors are employed to remove back-
ground information. Then, by analyzing the number of foreground descriptors,
we automatically segment the video surveillance sequence into segments/events,
which describe some activity taking place in the room under surveillance. Each
video segment/event is represented either by a single (summary) visual word
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Fig. 1. Video frame a) of the background and the location of the extracted descriptors
b) of an event with its descriptors c) of an event with unmatched descriptors.

histogram or by multidimensional signal corresponding to the visual word his-
tograms of its own frames. In the second case, Dynamic Time Warping dis-
tance [7] is employed to define a proper event dissimilarity metric. Finally, su-
pervised and unsupervised techniques are implemented either to classify or to
cluster events into categories.

The rest of the paper is organized as follows: In Section 2, the procedure of
background substraction is described. In Section 3, the proposed event detection
algorithm is presented. In Section 4, we define an event dissimilarity metric and
in Section 5 we present numerical experiments for video event classification and
clustering into categories. Finally, in Section 6, we provide some conclusions.

2 Background Substraction

For each frame of the video surveillance sequence, SIFT descriptors are extracted
as proposed in [6]. In this work, we concentrate on different individual activi-
ties performed in an indoor environment, captured by using a standing cam-
era. Thus, background remains the same and object/event detection relies on
foreground detection modules. In order to remove descriptors that correspond
to background objects, we compare the descriptors of each frame of the video
surveillance sequence with a set of pre-computed descriptors corresponding to
frames describing only the background using the comparison approach proposed
in [6]. In Fig. 3(a), we present a video frame of the background and the location
of the extracted descriptors. In Fig. 3(b) and Fig. 3(b), we present a video event
frame with the corresponding SIFT descriptors and the descriptors that do not
match with those of the background, respectively.

3 Video Segmentation into Events

After we have subtracted the descriptors corresponding to background, we wish
to identify unique events in the video sequence. In our surveillance problem a
video event is defined as the time interval where a person performs an activity.
Thus, it is expected that when someone enters the room under surveillance, new
descriptors will appear that do not correspond to background. In our method
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Fig. 2. a) Normal and b) smoothed signal of the number of unmatched descriptors of
a video surveillance sequence.

we analyze a vector that corresponds to the number of “unmatched” descriptors
between each frame and the background. In Fig. 2(a), we present the sequence
of “unmatched” descriptors of a video surveillance sequence.

In order to detect the beginning and the end of a video event, this vector H
is smoothed by:

Lt =
∞∑

n=−∞
Hn ·Kσ(t− n), (1)

where Kσ is a normalized discretized gaussian kernel with zero mean and stan-
dard deviation σ. Furthermore, we discard low values of the smoothed signal to
remove noise (background descriptors that have not been removed). In Fig. 2(b)
we present the final smoothed signal for the sequence of Fig. 2(a).

3.1 Event Representation

After we have segmented the video into N events, we represent each video frame
of the event or the whole event with a visual word histogram. More specifi-
cally, for each video event Ei, i = 1, . . . , N a different number of descriptors
is computed that describe certain objects or interest points in the event. Sup-
pose we are given a video event Ei and its corresponding set of n video frames
F = {f1, . . . , fn}. For each video frame fj , j = 1, . . . , n, a set of SIFT descrip-
tors Dfj

is extracted using the algorithm presented in [6]. Then, all the sets of
descriptors are concatenated to describe the whole event

DEi = Df1

⋃
. . .

⋃
Dfn . (2)

To extract visual words from the descriptors, the sets of descriptors for
all N video events DV = DE1

⋃
DE2

⋃
. . .

⋃
DEN

is clustered into K groups
{C1, C2, . . . , CK} using the k-means algorithm, where K denotes the total vi-
sual words vocabulary size. To construct the visual word histogram (bag of visual
words) for video frame ft, each element of the set of descriptors Dft

is assigned
to one of the K visual words (clusters), thus resulting into a vector containing
the frequency of each visual word in the video frame. Thus, given that frame ft
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has D descriptors dt1 , . . . , dtD , the visual word histogram V HFt for this video
frame is defined as:

V HFt(l) =
#{dtj ∈ Cl, j = 1, . . . , D}

|D|
, l = 1, . . . ,K. (3)

Similarly, a visual word histogram V HEi of an event i is constructed by assigning
each descriptor of set DEi

to one of the K visual words (clusters).

4 Event Dissimilarity

In order to proceed with video event classification an event dissimilarity metric
must be defined. In our approach we consider two approaches. In the first one, to
compute a distance value between two events Ei and El we compare their corre-
sponding visual word histograms V HEi and V HEl. In the second approach, we
compare the visual word histograms V HF of their frames. More specifically, sup-
pose that we are given events Ei = {f i1, . . . , f ini

} and El = {f l1, . . . , f lnl
}. Since

ni 6= nl, we have to define a proper dissimilarity metric to compare these two
events. In our approach, we use Dynamic Time Warping (DTW) distance, which
is employed to compare two events with different number of frames. Dynamic
Time Warping (DTW) is a well-known technique to find an optimal alignment
between two given time-independent sequences [7].

4.1 Event Dissimilarity Metric

Each frame f ij , j = 1, . . . , ni of event Ei is represented with a visual word
histogram V HF ij as defined in equation (3). Thus, event Ei is represented by a
K-dimensional signal of length ni:

V Ei =

 V HF i1(k = 1) . . . V HF ini
(k = 1)

... . . .
...

V HF i1(k = K) . . . V HF ini
(k = K)

 , (4)

where K the size of the vocabulary size employed to create the visual word
histograms in Section 3.1. Each row k of matrix V Ei represents the frequency
of “visual word” k in the time interval of the event.

In order to compute the distance between two video segments/events Ei and
El we compute the average DTW distance of their K-multidimensional signals.
More specifically

D(Ei, El) =
1
K

K∑
k=1

DTW (V HF i(k), V HF l(k)), (5)

where V HF i(k), V HF l(k) are the k-th rows of theK-dimensional signals V Ei, V El
representing segments/events Ei and El, respectively.
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Fig. 3. Sample frames of the background and the five categories of events.

Table 1. Classification and Clustering results for the first video sequence.

K 1-NN 3-NN 5-NN SVM Hierarchical Clustering
DTW EV DTW EV DTW EV DTW EV DTW EV

10 80% 85% 80% 85% 65% 65% 75% 65% 80% 45%

20 90% 90% 95% 90% 90% 80% 95% 95% 95% 90%

50 95% 95% 95% 95% 95% 90% 100% 95% 100% 90%

100 95% 90% 100% 100% 10% 95% 100% 95% 100% 100%

200 95% 90% 100% 100% 100% 100% 100% 100% 100% 100%

5 Experimental Results

5.1 Video surveillance sequence

The video sequence we used comprises of more than 25000 frames and con-
tains different individual and not overlapping activities performed in an indoor
environment captured by a standing camera. In this video sequence, 20 activ-
ities/events are performed that are divided in five categories, as presented in
Fig. 3. The result of the automatic segmentation was optimal, since no over-
segmentation or under-segmentation was performed and all 20 events were de-
tected as unique.

5.2 Classification Results

To classify the 20 events into 5 categories we carried out two experiments. In the
first one, we used the nearest neighbor classifier [3] and in the second one we used
Support Vector Machines [1]. We implemented the nearest neighbor classifier
with 1, 3, and 5 nearest neighbors for both dissimilarity measures defined in
Section 4. Comparison between the visual word histograms of events is referred
as EV and comparison between the visual word histograms of the frames of the
events is referred as DTW. In Table 1 we present the numerical results of the
experiments for different number of visual words K. The classification accuracy
was estimated using the leave-one-out (LOO) approach [3].

In the second experiment, Support Vector Machine (SVM) classifiers [1] were
employed using the leave one out (LOO) scheme again. In our approach, we
employed the typical radial basis function (RBF) kernel and the parameters C,
γ were selected through cross-validation. In Table 1, we present the numerical
results for the two compared approaches of Section 4 and for different number
of visual words K. It can be observed that DTW distance gives results slightly
superior to the ones obtained by the other dissimilarity metric.
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5.3 Clustering Results

We have also employed an unsupervised method for grouping the video events
into categories. More specifically, we performed agglomerative hierarchical clus-
tering [5], setting the number of cluster to five and using the Ward criterion
to select the clusters to be merged at each iteration. In Table 1 we present the
clustering accuracy for the two approaches of Section 4 using a different number
of visual words K. It can be observed that DTW distance provides better results
for a small number of visual words.

6 Conclusions

In this paper, we have presented a method for video event detection and clas-
sification in video surveillance sequences. For each video frame, local invariant
descriptors were computed and compared to a pre-computed set of descriptors
from the background framer of the surveillance room. In this way, a number
of “unmatched” descriptors was identified that describe foreground objects. By
analyzing the number of “unmatched” descriptors, the video sequence was seg-
mented into segments/events. Each video event was represented either by a single
(summary) visual word histogram or by a K-dimensional signal corresponding
to the visual word histograms of its frames. Thus, two different approaches were
followed in order to compare video events. Unsupervised and supervised learning
methods were employed to cluster and classify the events into certain categories.
Numerical results presented in this paper indicate that our approach achieves
high detection, classification and clustering rates.
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