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Abstract

The Nearest Neighbor Search problem is defined as follows: given a set \( P \) of \( n \) points, preprocess the points so as to efficiently answer queries that require finding the closest point in \( P \) to a query point \( q \). If we are willing to settle for a point that is almost as close as the nearest neighbor, then we can relax the problem to the approximate Nearest Neighbor Search. Nearest Neighbor Search (exact or approximate) is an integral component in a wide range of applications that include multimedia databases, computational biology, data mining, and information retrieval. The common thread in all these applications is similarity search: given a database of objects, we want to return the object in the database that is most similar to a query object. The objects are mapped onto points in a high dimensional metric space, and similarity search reduces to a nearest neighbor search. The dimension of the underlying space may be in the order of a few hundreds, or thousands; therefore, we require algorithms that perform efficiently even for spaces of high dimension.

Due to its importance, the Nearest Neighbor Search problem has been a subject of research for many decades, and in many different fields. In this work we survey some of the past and recent results that marked the evolution of the problem. The report starts with the optimal solutions for low-dimensional spaces, then it goes through the solutions for the exact and approximate problem for spaces of arbitrary dimension, and then it finishes off with the recent attempts to prove lower bounds in order to specify the hardness of the problem. We also investigate the problem from the practitioner’s point of view, and we provide an overview of the indexing problem for Nearest Neighbor Queries. Finally, we identify some open questions, and interesting problems.
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1 Introduction

The problem of Nearest Neighbor Search (NNS) can be defined informally as follows: given a database of \( n \) points in some metric space, preprocess the points so as to efficiently answer queries for finding the point in the database closest to a query point. This problem, also known as the post office problem, has been of great theoretical interest in the area of Computational Geometry, and it has been a research topic for many decades. Recently, it has drawn more attention due to its applications in a wide range of applications that involve the notion of similarity search, that is, given a set of objects, return the object most similar to a query object. Examples of such areas include information retrieval [76, 74, 32, 19], multimedia applications [39, 41, 73], DNA matching [4, 72, 63, 84], data compression [49], pattern recognition [36, 31], and machine learning [30].

Typically, the objects are mapped into a multidimensional space of features, and similarity search is reduced to a Nearest Neighbor Search in this feature space. In most applications, the resulting feature space is of very high dimension. For example in information retrieval, documents and queries are represented as vectors in the space of terms, a space of thousands of dimensions. Even though there exist techniques such as LSI [32, 19, 13, 38], Principal Component Analysis [54, 38], or Karhunen-Loeve transform [38], that reduce the dimensionality of the space, the resulting dimension is still in the order of a few hundreds.

The situation is similar in the case of image retrieval systems such as IBM’s QBIC [39, 41] and MIT’s Photobook [73]. Images are mapped to a set of features containing color, shape, texture and object relation information. The dimensionality of each feature is typically large, so the resulting space has dimension of a few hundreds. This is expected to increase as more and more sophisticated techniques for feature extraction are becoming available.

Similar examples can be given in the area of data warehousing and data mining. It seems likely that in the future the dimensionality of the search space will increase, as systems and data sets become more complex. Thus, the need for an efficient solution for the NNS problem in high dimensions becomes imperative.

The problem has been solved optimally, or near optimally, for the case of low dimensions, but for large dimensions there has been very little progress. Specifically, most solutions either create data structures that require storage space exponential in the dimension, or require query time that is not much better than a linear scan of the data points. In fact for dimension \( d > \log n \), a brute force search is usually the best choice both in theory [27, 6], and in practice [14, 86], a predicament commonly referred to as the curse of dimensionality.\(^1\)

\(^1\)The term “curse of dimensionality” is a broadly used term that describes the case when the performance of a system depends exponentially on the dimensionality of the underlying space.
neighbor search. Since the selection of features as well as the distance metric in most applications is of a heuristic nature, an approximate search is as good as the exact search for all practical purposes. For some time it seemed that the the problem of approximate search might be as hard as the exact search. Recently, there has been some progress towards removing the curse of dimensionality. The solutions produced however, are thus far purely of theoretical interest.

The NNS problem is of independent interest to the database community. In this context we are interested in constructing an index for the blocks in secondary memory that store the database points that will enable us to find the nearest neighbor of a point by accessing a small number of blocks. Current indexes do not cope well with spaces of high dimension, and it can be shown that for commonly used indexes in the worst case, and for typical data distributions, all blocks of the index have to be accessed in order to determine the nearest neighbor. Recently, there has been an increasing interest in creating indexes directed specifically to the NNS problem, as well as in providing some theoretical guarantees that these indexes will perform well. Note that in this context the cost of the search is no longer measured in terms of operations, but in terms of blocks retrieved from the secondary memory.

In this report we survey the NNS problem, for both the exact and the approximate case. In section 2 we formally define the problem. In section 3 we introduce some definitions and techniques from computational geometry, which underlie many of the existing solutions for the problem. In section 4, we consider the problem in low dimensions, and we present two optimal solutions for the 2-dimensional case. In section 5 we investigate the exact NNS problem, while in section 6 we look into the approximate NNS problem. In section 7 we view the problem from a more practical viewpoint, and we investigate indexing for Nearest Neighbor queries. In section 8 we present some models for lower bound analysis of the problem. Finally, the last section concludes the report.

2 Problem Definition

Let $P = \{p_1, p_2, \ldots, p_n\}$ be a set of $n$ points (also referred to as sites) in a metric space $\mathcal{M} = (\mathcal{V}, d(\cdot, \cdot))$, where $\mathcal{V}$ is a $d$-dimensional vector space, and $d : \mathcal{V} \times \mathcal{V} \to \mathbb{R}$ denotes a (dis)similarity measure. We give the following definitions.

**Definition 1** Given a set $P$ of $n$ points in $\mathcal{M}$, and a query point $q \in \mathcal{V}$, a nearest neighbor of $q$ is a point $p \in P$, such that for any other point $p' \in P$,

$$d(p, q) \leq d(p', q).$$

**Definition 2** Given a set $P$ of $n$ points in $\mathcal{M}$, a parameter $\varepsilon > 0$, and a query point $q \in \mathcal{V}$, an $(1 + \varepsilon)$-approximate nearest neighbor of $q$ is a point $p \in P$, such that for any other point $p' \in P$,

$$d(p, q) \leq (1 + \varepsilon)d(p', q).$$

2
The parameter $\varepsilon$ is called the approximation factor.

Nearest Neighbor Search is the problem of returning the nearest neighbor of the query point $q$. If we allow insertions and deletions of points, we have the dynamic NNS problem. If we consider the database of points to be fixed then we have the static NNS problem. In this report we consider only the static NNS problem. The static NNS problem (exact or approximate) amounts to devising a data structure for the points in $P$, so that given a query point $q$ we can compute the nearest neighbor efficiently. The efficiency of a solution is evaluated with respect to two measures: the amount of space required to store the data structure, and the cost of retrieving the nearest neighbor of the query point. The cost of the query depends on the cost model that we employ. In the main memory model, we assume that all data resides in main memory, and the cost of the query is the number of CPU operations performed by the search algorithm. In the external memory model we assume that the data has to be brought from the hard disk to the main memory, and the cost of a query is the number of disk accesses performed by the search algorithm. Ideally, an optimal algorithm should use $O(dn)$ space, and perform $O(\log n)$ operations. A satisfactory solution would be one that achieves polynomial space on $n$ and $d$, and has query time that is polynomial on $d$ and $\log n$. For practical purposes the requirements are sometimes even stricter: a viable solution should have space linear on $d$ and $n$, for a small multiplicative constant.

A variety of different NNS problems can be defined depending on the choice of the vector space $\mathcal{V}$; and the distance metric $d$. The most extensively studied space is the real vector space $\mathbb{R}^d$. The most commonly used distance measure for $\mathbb{R}^d$ is the Euclidean distance $L_2$. However, other Minkowsky metrics $L_p$, such as the Manhattan distance $L_1$, or the maximum norm $L_\infty$, are also widely used [55, 10, 48].

Another interesting case is the space $\Sigma^d$, the space of all strings of size $d$ over some alphabet $\Sigma$. The distance between two strings is usually defined as the number of coordinates in which the two strings differ. In some biological applications the distance between two strings is defined as the edit distance. Given a set of operations, the edit distance is defined as the cost of the least expensive sequence of operations that converts one string to the other.

A popular space is the metric space $(H^d, h)$: the Hamming cube of dimension $d$, equipped with the Hamming distance. The Hamming distance between two binary strings is defined as the number of coordinates in which they differ. The Hamming space can be thought of as a special case of the real vector space under the $L_1$ norm, or the space of strings as it is defined above. This is an appealing case because of its simplicity, and the wide range of applications it has.

There are other interesting variations of the NNS problem. Probably the most straightforward generalization of the problem is the $k$-Nearest Neighbor Search, where we return the $k$ closest points to the query point. We can define approximate versions of this problem. We can also define a restricted NNS($\lambda$) problem, where we require a nearest neighbor of a query point, if that nearest neighbor lies within distance $\lambda$. This can be extended to the $\lambda$-neighborhood problem, where we return all nearest
neighbors that lie within radius $\lambda$ from the query point. Naturally, we are also interested in the decision version of the problem, which we denote as $\text{DNNS}(r)$: return \texttt{YES} if the nearest neighbor lies within distance $r$, and \texttt{NO} otherwise. There are also other slightly different formulations of the decision problem. The decision problem is interesting with respect to proving lower bounds for the NNS problem, and it can also be used as a subroutine for finding the (exact or approximate) nearest neighbor, using techniques that we will describe later.

3 Tools from Computational Geometry

In this section we introduce some definitions and tools from the area of computational geometry that we will be using throughout the report. For the remainder of this section we consider the vector space to be $\mathbb{R}^d$, and the distance metric to be the Euclidean norm $L_2$. The presentation in this section follows closely the presentation in [70].

3.1 Hyperplanes and half-spaces

We define a \textit{hyperplane} $h$ in $\mathbb{R}^d$ as the set of points in $\mathbb{R}^d$ that satisfy a linear equality of the form $a_1x_1 + a_2x_2 + \ldots + a_dx_d = a_0$, where $x_j$'s denote the coordinates in $\mathbb{R}^d$, the coefficients $a_j$'s are arbitrary real numbers, and $a_1, \ldots, a_d$ are not all zero. A hyperplane in a space of dimension $d$ has dimension $d - 1$. For $d = 2$, a hyperplane is simply a line, and for $d = 3$, a hyperplane is a plane.

A hyperplane $h$ partitions the remaining space into two areas; the set of points such that $a_1x_1 + a_2x_2 + \ldots + a_dx_d > a_0$ and the set of points such that $a_1x_1 + a_2x_2 + \ldots + a_dx_d < a_0$. These areas are called \textit{half-spaces}, and the hyperplane $h$ is called the \textit{bounding hyperplane} of these half-spaces.

3.2 Convex Polytopes

The intersection of a set of half spaces in $\mathbb{R}^d$ defines a $d$-dimensional \textit{convex polytope}. A special case of convex polytopes arises when all half-spaces extend to infinity at some fixed direction. In this case the intersection of the half-spaces is called an \textit{upper convex polytope}. If we assume by convention that every hyperplane uniquely defines a half-space, then we may consider an upper convex polytope to be defined by the set of the bounding hyperplanes.

We now define the \textit{faces} of a $d$-dimensional convex polytope. The $d$-face of the polytope is the convex polytope itself. The boundary of the convex polytope is a collection of $(d - 1)$-dimensional convex polytopes, which are called the $(d - 1)$-faces, or \textit{faces} of the convex polytope. Proceeding inductively we can define a $j$-face for all $0 \leq j \leq d$ as a $j$-dimensional convex polytope that appears on the boundary of a $(j + 1)$-face. The 1-faces of the polytope are also called \textit{edges} of the polytope, and the 0-faces are called \textit{vertices} of the polytope.
A \(d\)-dimensional polytope on \(d + 1\) vertices is called a \textit{simplex}. For example, a 2-dimensional simplex is a triangle. A simplex has the property that every \(j\)-face is a \(j\)-dimensional simplex.

### 3.3 Arrangements of hyperplanes

Let \(H\) be a set of hyperplanes in \(\mathbb{R}^d\). The \textit{arrangement} \(A(H)\) is the decomposition of the space \(\mathbb{R}^d\) into regions of varying dimensions. The hyperplanes in \(H\) induce a natural partition of the space into \(d\)-dimensional convex regions that are called \textit{cells}, or \textit{d-faces}. Each cell is a \(d\)-dimensional convex polytope. A \(j\)-face of any such cell is a \(j\)-face of \(A(H)\). The set of faces of the arrangement \(A(H)\) is the set of all faces of the cells of \(A(H)\). We define the \textit{complexity} of \(A(H)\) to be the total number of faces of any dimension. The complexity of any arrangement of \(n\) \(d\)-dimensional hyperplanes is \(O^*(n^d)\), where the \(O^*(\cdot)\) notation denotes hidden factors that grow at least as fast as \(2^d\) (in this case there is a hidden \(d!\) factor).

An arrangement \(A(H)\) can be represented by its \textit{facial lattice}. This lattice contains a node for each \(j\)-face of \(A(H)\). A node for a \(j\)-face \(f\) is connected to all nodes for the \((j - 1)\)-faces that appear on the boundary of the face \(f\).

Given an arrangement of hyperplanes \(A(H)\), and a query point \(q\), the \textit{point location} problem is defined as the problem of identifying the face of the arrangement that contains the query point \(q\).

### 3.4 Voronoi diagrams

Let \(P\) be a set of sites on the real line \(\mathbb{R}\). For any two consecutive sites find the middle-point between them. The interval between any two middle-points defines an area that contains all points that are closest to some site \(p\). This notion is generalized in higher dimensions by introducing \textit{Voronoi diagrams}. The \textit{Voronoi region} of some site \(p\), is defined as the area that contains all points in \(\mathbb{R}^d\) that are closest to point \(p\).

Formally, the Voronoi region \(\mathcal{V}(p)\) of some site \(p\) is defined as the intersection of the half-spaces that contain \(p\), which are bounded by the hyperplanes that are the perpendicular bisectors of the lines that connect \(p\) with all the other sites. The partition of \(\mathbb{R}^d\) into the regions \(\mathcal{V}(p)\) for all \(p \in P\) is called the Voronoi diagram \(\text{Vor}(P)\) of \(P\) (see figure 1).

Each Voronoi region is a \(d\)-dimensional convex polytope, and it is called a \textit{d-face}, or simply a \textit{cell} of the Voronoi diagram. The \(j\)-faces of the Voronoi regions are the \(j\)-faces of the Voronoi diagram. The \textit{complexity} of the Voronoi diagram is defined as the total number of faces of any dimension. The complexity of the Voronoi diagram in \(d\) dimensions is \(O^*(n^{\lfloor d/2 \rfloor})\). The time to construct the Voronoi diagram is \(O(n \log n + n^{\lfloor d/2 \rfloor})\). A Voronoi diagram is usually represented using a facial lattice, similar to the one described for the arrangements of hyperplanes.

Given the Voronoi diagram \(\text{Vor}(P)\) of a set of sites \(P\), and a query point \(q\), the NNS problem is
reduced to the problem of locating the Voronoi region that contains the query point \( q \). Point location in a Voronoi diagram can also be viewed as a special case of point location in an arrangement of hyperplanes \( A(H) \), where \( H \) is the set of perpendicular bisectors that define the Voronoi diagram. Given the face of \( A(H) \) that contains \( q \) we can easily identify the corresponding face of the Voronoi diagram.

There is a strong connection between Voronoi diagrams in \( \mathbb{R}^d \), and convex polytopes in \( \mathbb{R}^{d+1} \). Every Voronoi diagram in \( \mathbb{R}^d \) can be obtained by vertically projecting the boundary of an upper convex polytope in \( \mathbb{R}^{d+1} \). Let \( P \) be the set of sites in \( \mathbb{R}^d \). Identify the space \( \mathbb{R}^d \) with the hyperplane \( x_{d+1} = 0 \) in \( \mathbb{R}^{d+1} \). Take the vertical projection of every point \( p \) in \( P \) onto the point \( \bar{p} \) on the unit parabola

\[
U : x_{d+1} = x_1^2 + x_2^2 + \ldots + x_d^2.
\]

Let \( h(\bar{p}) \) be the hyperplane that is tangent to the parabola \( U \), and passes from \( \bar{p} \). Let \( H \) be the set of hyperplanes \( h(p) \), for all \( p \in P \). Denote by \( C(H) \) the upper convex polytope defined by the hyperplanes in \( H \). For any site \( p \in P \), the Voronoi region of \( p \) is obtained by vertically projecting the facet of \( C(H) \) that lies on the hyperplane \( h(\bar{p}) \) onto the hyperplane \( x_{d+1} = 0 \). Thus, the Voronoi diagram \( \text{Vor}(P) \) is obtained by the vertical projection of the boundary of the convex polytope \( C(H) \). (see figure 2)

Given this connection between Voronoi diagrams and convex polytopes, the point location problem can be reduced to the ray shooting problem. Given the upper convex polytope \( C(H) \) in \( \mathbb{R}^{d+1} \), and a ray emanating from infinity and directed to the query point \( q \) in the negative \( x_{d+1} \) direction, identify the first hyperplane of the the polytope \( C(H) \) that is intersected by the ray. It is not hard to see that \( q \) belongs to the Voronoi region of the site that corresponds to the intersected hyperplane.
4 Nearest Neighbor Search in low dimensions

The problem of Nearest Neighbor Search has been solved optimally for spaces of low dimension. For the 1-dimensional case the nearest neighbor of a query point can be easily found by performing a binary search. Take the points in $P$ and sort them. For any two consecutive points find the middle-point between them. Given the query point $q$, perform a binary search on the middle-points. The result of the binary search will be an interval that determines the point closest to $q$. Thus, using $O(n)$ space, and with $O(n \log n)$ preprocessing time, we have a data structure with $O(\log n)$ search time.

Dobkin and Lipton [33] proposed the following natural generalization of the binary search to two dimensions. Given the point set $P$, create the Voronoi diagram of $P$. Using the plane sweep algorithm [70] this takes $O(n \log n)$ time. Then sort all the vertices of the Voronoi diagram according to their $x$ coordinate. Any two consecutive $x$ coordinates define a slab of the two dimensional space. This slab is intersected by a set of edges of the Voronoi diagram which do not intersect each other within the slab. Thus, we can define an ordering of these edges. Given now a query point $q$, we first perform a binary search on the $x$ coordinates to locate the slab in which $q$ belongs. Then we perform a binary search on the edges to locate the position of the point in the slab. The query time is the time for the two binary searches. Since in a two dimensional Voronoi diagram the number of vertices and the number of edges is $O(n)$, the search time for any query is $O(\log n)$. The necessary space however, is $O(n^2)$, since there are $O(n)$ slabs, each containing $O(n)$ edges in the worst case.
The storage requirements can be reduced to $O(n)$ by introducing the concept of persistence [80]. A dynamic data structure is called persistent if it allows accesses to any of its previous versions. The main idea is to exploit the fact that the location structures for adjacent slabs are similar—the edges with right endpoint on the slab boundary are removed and the edges with left endpoint are added. We “sweep” the plane by a line $\ell(x)$ vertical to the $x$ axis. We regard the sweeping direction as the time axis, and the $x$ coordinates of the vertices as points in “time”. A balanced binary tree is used to store the edges in each slab, which is updated every time the line $\ell(x)$ encounters a vertex of the subdivision. We use a persistent data structure to keep the evolution of the tree over “time”. By keeping duplicate copies of pointers, and copies of nodes that are updated, we can store a persistent data structure for the slabs in linear space, and keep the time in $O(\log n)$. This technique is called limited node copying persistence [81].

A different approach to the NNS problem is to consider it as a special case of the problem of point location in monotone planar subdivisions [37]. A planar subdivision is a partition of the plane into vertices, edges, and polygonal faces. A monotone subdivision is a planar subdivision whose faces are $x$-monotone polygons, i.e. the intersection of any face with any vertical line is connected. Note that a Voronoi diagram defines a monotone planar subdivision.

Define now a separator (or separating chain) as a connected union of edges and vertices of the subdivision, such that it meets any vertical line in exactly one point. Let $s$ be a separator, and let $f_1$ and $f_2$ be two faces of the subdivision. We write $f_1 \prec s$ if $f_1$ lies below the separator, and $s \prec f_2$ if $f_2$ lies above the separator. Note that this defines an ordering on the faces: $f_1 \prec f_2$ if face $f_1$ is below face $f_2$ (or face $f_2$ is above face $f_1$). If $\ell$ is the total number of faces of the subdivision, then we define a complete family of separators to be a set of $\ell - 1$ separators, such that

$$f_1 \prec s_1 \prec f_2 \prec s_2 \prec \ldots \prec s_{\ell - 1} \prec f_\ell.$$  

Note that this imposes a total ordering on the faces of the subdivision. It is proven [37] that every monotone subdivision admits a complete family of separators.

Given a complete family of separators a data structure for locating a query point $q$ in the monotone subdivision can be constructed. Store the faces of the subdivision as leaves of a binary search tree. The internal nodes of the tree will be the separators that separate the faces (see figure 3). Given a node of the tree, and the corresponding separator $s_i$, perform a binary search on the edges of the separator to locate the edge cut by the vertical line that passes through $q$. Then check if $q$ lies above or below the edge. If it lies below the edge move to the left child of the node, otherwise move to the right child. Since the depth of the tree is $\log n$ and we perform a binary search at each node, the query time of the data structure is $O(\log^2 n)$. Note that once we have checked the query point against some edge $e$, we never reconsider this edge again. So, we store each edge exactly once, at the first separator node containing it that we encounter as we traverse down the tree. Thus the data structure uses $O(n)$ storage space.
The query time can be improved to $O(\log n)$ by a technique called fractional cascading. The intuition behind the technique is that the information that we attained from the binary search at the parent node should help us locate the edge of the separators at the children nodes. This is achieved by linking the edge sets of the parent and the children nodes. A pointer from the edge of the parent node sends us directly to the correct edge to check at the child node. This can be accomplished with only a constant factor increase of the space.

As soon as we leave the two dimensional space, the problem of Nearest Neighbor Search becomes more complex. Even for the 3-dimensional case there is no known solution that is optimal with respect to both space and query time. An attempt to generalize the algorithms for 2 dimensions to the 3-dimensional space stumbles to the fact that the complexity of the Voronoi diagrams in three dimensions is $\Theta(n^2)$. Therefore, any solution that uses Voronoi diagrams in three dimensions is bound to use at least $\Theta(n^2)$ space. There are only few algorithms that tackle directly the NNS problem in three dimensions. The most efficient solution [23], uses a persistent dynamic data structure for planar subdivisions to build a data structure that can be used for point location in space subdivisions. The algorithm requires $O(n^2)$ space, and has query time $O(\log^2 n)$.

The best solutions for Nearest Neighbor Search in three dimensions come from the application of algorithms for arbitrary dimensions $d$ to the case $d = 3$. Clarkson [26], and Meiser [66] give algorithms that have optimal query time $O(\log n)$, but require $O(n^{2+\delta})$ space. Yao and Yao [89] give an algorithm that achieves linear space, but requires barely sublinear query time. We investigate these algorithms in detail in the following section.

Figure 3: A Voronoi diagram and its separators
5 Exact Nearest Neighbor Search in $d$-dimensional Spaces

5.1 Algorithms based on Voronoi diagrams

In this section we present a set of algorithms that tackle the NNS problem by the use of Voronoi diagrams. Some of these algorithms are designed specifically for the problem of point location in Voronoi diagrams, while others solve the more general problem of point location in arrangements of hyperplanes. The algorithms that we described are defined for the real vector space $\mathbb{R}^d$.

5.1.1 The First Attempt

Dobkin and Lipton’s seminal paper [33] is the first work to consider the NNS problem for spaces of arbitrary dimension $d$. The algorithm they propose solves the problem of point location in arrangements of hyperplanes. It uses a simple and intuitive idea, which generalizes the technique described for the case of two dimensions. Given a point location problem in $d$ dimensions, reduce it to one in $d-1$ dimensions. Proceed recursively, until you reach dimension one, where the problem is trivially solved.

Formally, let $H_d$ be a collection of $m$ hyperplanes in $\mathbb{R}^d$, and let $A(H_d)$ be the corresponding arrangement. The pairwise intersections of hyperplanes in $H_d$ produce a set of hyperplanes of lower dimension. Project this set to an arbitrary hyperplane in $\mathbb{R}^d$ which does not belong to $H_d$ (e.g. the hyperplane $x_d = 0$). This produces a new set of hyperplanes $H_{d-1}$ in a space of dimension $d-1$. The number of hyperplanes in $H_{d-1}$ is $O(m^2)$. Let $A(H_{d-1})$ be the corresponding arrangement. A cell of this arrangement defines a “slab” in the $d$-dimensional space in a similar way that an interval on the $x$-axis defines a slab in the 2-dimensional space. The hyperplanes of $H_d$ that intersect this slab do not intersect each other within the slab; therefore, we can order them, and store them in a structure that supports logarithmic search time. Since each slab can contain at most $m$ hyperplanes, if we identify the slab that contains the query point in $H_{d-1}$, we can locate the point in $H_d$ in $\log m$ time. Therefore, the time $t(m,d)$ to locate a query point $q$ in $H_d$ can be defined recursively as follows:

$$t(m,d) \leq t(m^2, d-1) + \log m.$$  

The required space $s(m,d)$ can also be defined recursively:

$$s(m,d) \leq m \cdot s(m^2, d-1).$$

The base cases are $s(m, 1) = m$, and $t(m, 1) = \log m$. Solving the recurrences we get

$$t(m,d) \leq 2^d \log m , s(m,d) \leq m^{2d}.$$  

In the case of Nearest Neighbor Search, the set of hyperplanes $H_d$ is generated when we create the Voronoi diagram of the data points. Given a set $P$ of $n$ points, the Voronoi diagram generates $O(n^2)$ hyperplanes. Therefore, the algorithm of Dobkin and Lipton requires $O(n^{2d+1})$ space, and has query time $O(2^{d+1} \log n)$.  
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5.1.2 Random Sampling Algorithms

In this section we present a technique called *random sampling*, and we see how it can be combined with divide and conquer techniques, to produce algorithms for the NNS problem. The technique is applied to the problem of point location in both Voronoi diagrams and arrangements of hyperplanes.

The input to the algorithm is a set $N$ of $n$ geometric objects, which may be either a set of sites $P$, or a set of hyperplanes $H$. Let $A(N)$ denote the arrangement defined by these objects. The general framework of a random sampling algorithm is the following.

- Take a random sample $S$ of the set $N$, of large enough size $s$.
- Construct the arrangement $A(S)$, and a data structure for point location in $A(S)$. Since the size of $S$ is small the structure is easy to construct.
- The arrangement $A(S)$ decomposes $\mathbb{R}^d$ into a set of regions $\mathcal{R}_S$. For every region $R \in \mathcal{R}_S$ identify the set of objects in $N$ that conflict with $R$. Let $N(R)$ be this set.
- For every region $R$ proceed recursively to construct a search structure for the conflict set $N(R)$.

The recursion stops when the size of $N(R)$ drops below some fixed threshold.

The resulting data structure is a tree. Each node of the tree corresponds to a region $R$ of $\mathbb{R}^d$, and the set of objects in $N(R)$. The root of the tree corresponds to the whole space $\mathbb{R}^d$, and the set of objects in $N$. Each node has $|\mathcal{R}_S|$ children, one for each region in $\mathcal{R}_S$. Furthermore, each node is associated with a search structure for identifying the region in $A(S)$ that contains a query point.

Given a query point $q$, a query on $A(N)$ is answered by descending down the tree. At any node of the tree, we locate the query point in the arrangement $A(S)$. Let $R$ be the region in $A(S)$ that contains the point $q$. The algorithm descends to the corresponding node, and recursively answers the query over the set of objects in $N(R)$. The query time is equal to the depth of the recursive data structure, times the search time of the search structure for $A(S)$.

We will show that we can force the depth of the search tree to be logarithmic in $n$, by forcing the size of the conflict sets to be a constant fraction of the size of $N$. The tools for the proof can be found in the theory of range spaces (for a short introduction into range spaces see appendix A). For every region $R$ in $\mathcal{R}_S$ the conflict set $N(R)$ can be expressed as the intersection of $N$ with a range from a range space with bounded VC-dimension. We can then show that, for some constant $\alpha$, we can find a random sample $S$ with size independent of $n$, such that with high probability, $S$ is an $\alpha$-net for the set $N$, and each region in $\mathcal{R}_S$ conflicts with at most $\alpha \cdot n$ objects from $N$ (see Theorem 3, appendix A).

There is a critical point in the above discussion. We require that the abovementioned range space has bounded VC-dimension, that is, independent of the sample size $s$. It can be proven that in order to enforce this property we need to guarantee that the complexity (i.e. the number of faces) of each region
in $R_S$ is independent of $s$. The natural partition of $A(S)$ into cells does not offer this guarantee: we can construct cases where the complexity of some cells is $O(s)$. We remove this dependency by triangulating the arrangement $A(S)$. We define a triangulation of a convex polytope as a refinement of the polytope into a collection of simplices whose vertices are also vertices of the convex polytope. A triangulation $\Delta(A(S))$ of the arrangement $A(S)$ is constructed by triangulating the cells of the arrangement. Note that a simplex is a convex polytope on $d$ vertices; its complexity does not depend on the sample size. We define the set of regions $R_S$ to be the set of all simplices in $\Delta(A(S))$.

The triangulation we consider, which is usually referred to as the canonical triangulation, is defined as follows [70]. First assume that the arrangement is restricted in a simplex $\Gamma$ in $\mathbb{R}^d$. We may think of the vertices of $\Gamma$ as lying at infinity. We triangulate the faces of the arrangement $A(N)$ inductively on their dimension. For dimension one, we don’t need to do anything. Consider now any face $f$ of dimension $j > 1$. Let $v$ be its bottom, that is, the vertex with the minimum $x_d$-coordinate. By induction hypothesis, all subfaces of $f$ have been triangulated. We triangulate the face $f$ by extending all simplices on its boundary to cones with apex $v$. The cones are cylinders if the vertex $v$ lies at infinity. It is proven [26] that the triangulation of a convex polytope with $n$ facets has $O^*(n^{d/2})$ simplices. The triangulation of a Voronoi diagram has $O^*(n^{d/2})$ simplices, and the triangulation of an arrangement of hyperplanes has $O^*(n^d)$ simplices.

Finally, it is worth noting that the algorithms using random sampling are randomized in a Las Vegas sense; that is, we can repeat random sampling enough times until the resulting data structure has the required properties.

The Clarkson Algorithm

Clarkson [26] was the first to use the idea of random sampling for the NNS problem. His algorithm uses random sampling over the sites in $P$. The set $N$ of the geometric objects is the set of sites $P$. The arrangement $A(N)$ is the Voronoi diagram $\text{Vor}(P)$. At each recursive step the algorithm takes a random sample $S$ of size $s$ of the sites in $P$, and builds the Voronoi diagram $\text{Vor}(S)$. We construct the triangulation $\Delta(\text{Vor}(S))$ of the Voronoi diagram, and we define $R_S$ to be the set of simplices in $\Delta(\text{Vor}(S))$. The size of $R_S$ is $O^*(s^{d/2})$.

For some site $p \in S$, let $R$ be a simplex in the triangulated Voronoi cell $\Delta(\mathcal{V}(p))$. We define the conflict set $N(R)$ to be the set of all sites in $P$ that are closer to some point in $R$ than the site $p$. Formally, let $a$ be a point in $R$. The candidate ball for the point $a$, $C(a)$, is the set of points in $\mathbb{R}^d$ that are closer to $a$ than the site $p$. This area is the open ball centered at $a$ with radius the distance $d(p,a)$. The candidate region $C(R)$ for the simplex $R$ is the set of all points in $\mathbb{R}^d$ that are closer to some point in $R$ than the site $p$. If $v_1, v_2, \ldots, v_{d+1}$ are the $d + 1$ vertices of the simplex $R$, then it is proven that the candidate region $C(R)$ is equal to the union of the candidate balls centered at $v_1, v_2, \ldots, v_{d+1}$. We define

---

2 Recall that the $O^*(\cdot)$ notation denotes hidden factors that grow at least as fast as $2^d$. 
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\[ N(R) = C(R) \cap P. \]

Consider the range space \( X = (\mathbb{R}^d, B_{d+1}) \), where an element \( B \) of \( B_{d+1} \) is the union of \( d+1 \) open balls centered at some point in \( \mathbb{R}^d \). The set \( B_{d+1} \) contains all possible such \( B \)s. It is not hard to see that \( X \) has VC-dimension \( \mathcal{O}(d^2 \log d) \) (see appendix A). Furthermore, no point from \( S \) intersects with any of the conflict sets \( N(R) \), so we can apply Theorem 3 for \( \varepsilon \)-nets. Following the general random sampling paradigm, we can recursively build a search tree for the Voronoi diagram \( \text{Vor}(P) \). Given a query point \( q \), at each node of the tree, we identify the simplex that contains the point \( q \) by performing a simple brute force search over the \( \mathcal{O}(s^{\lceil d/2 \rceil}) \) simplices in \( \mathcal{R}_S \). The query time of the algorithm is \( \mathcal{O}(s^{\lceil d/2 \rceil} \log n) \), and the required space is \( \mathcal{O}^*(n^{\lceil d/2 \rceil}(1+\varepsilon)) \).

**The Meiser Algorithm**

Meiser [66] refines the idea of Clarkson by improving the query time of the algorithm. The set \( N \) is a set of \( m \) hyperplanes, and \( A(N) \) denotes the arrangement of the hyperplanes. The algorithm takes a random sample \( S \) of \( N \), and builds the arrangement \( A(S) \). We construct the triangulation \( \Delta(A(S)) \) of the arrangement. We define \( \mathcal{R}_S \) to be the set of simplices in the triangulation \( \Delta(A(S)) \). Let \( R \) be some simplex in \( \mathcal{R}_S \), and let \( N(R) \) be the set of hyperplanes that intersect \( R \). It is not hard to show that the set \( N(R) \) can be expressed as the intersection of \( N \) with a range from a range space with VC-dimension \( \mathcal{O}(d^2 \log d) \). Note that no hyperplane in \( S \) intersects with the simplex \( R \), so we can apply Theorem 3 for \( \varepsilon \)-nets. Therefore, we can apply the general random sampling paradigm, and construct a search tree for \( A(N) \).

The main contribution of the paper is that it gives a faster algorithm for searching the simplices at each node, instead of the brute force search that was used by Clarkson. Each face of \( A(S) \) is characterized by an \( s \)-dimensional vector on the alphabet \( \{-,0,+,\} \), depending on its relative position to each hyperplane. At each node, a trie is constructed to keep the faces of the arrangement \( A(S) \). Given a query point \( q \), we can locate the face of the arrangement \( A(S) \) that contains the query point \( q \), by walking down the trie. Let \( f \) be that face. We now need to identify the simplex in \( f \) that contains the point \( q \). Let \( v \) be the bottom vertex used to triangulate the face \( f \). Let \( p \) be the intersection point of the ray \( \overline{vq} \) with the boundary of the face \( f \). Note that the ray \( \overline{vq} \) runs completely inside the simplex \( t \) that contains \( q \). Therefore, the point \( p \) is contained in a simplex \( t' \) of the subface of \( f \) that was used for the construction of simplex \( t \). We are now faced with a new problem of one dimension smaller; locating point \( p \) in the subface of \( f \). This is decided in the same way recursively. The recursion terminates when we reach a face of dimension one. Using a small amount of additional pointers, we can trace the recursion back to the \( d \)-dimensional simplex that contains \( q \). The time for the search algorithm is proven to be \( \mathcal{O}(d^5 \log m) \), and the total space required for the data structure is \( \mathcal{O}^*(m^{d+5}) \).

The space requirement can be improved to \( \mathcal{O}^*(n^{\lceil d/2 \rceil}(1+\varepsilon)) \) for the case of point location in a Voronoi diagram of \( n \) sites, by combining Clarkson’s random sampling with Meiser’s searching technique.
resulting algorithm uses $O^*(n^{n/2}(1+\varepsilon))$ space, and has $O(d^5 \log n)$ search time.

The Agarwal and Matušek Algorithm

Agarwal and Matušek [1] view the NNS problem as a special case of ray shooting in a convex polytope. Recall that there is a simple transformation from a $d$-dimensional Voronoi diagram to a $(d+1)$-dimensional upper convex polytope. The problem of finding the nearest neighbor to a query point $q$ reduces to the problem of identifying the first hyperplane on the boundary of the convex polytope that is hit by a ray emanating from infinity and passing through the point $q$. Agarwal and Matušek solve the problem using a technique called parametric search [65, 70].

Parametric search is a powerful technique that reduces search problems to decision problems. We present the technique through its application to the vertical ray shooting problem in appendix B. The parametric search technique reduces the ray shooting problem to the empty intersection problem (see appendix B), which is in turn reduced [1] to the half-space emptiness problem; given a set of points, and a hyperplane, decide if there is a database point in the half-space defined by the hyperplane. Matušek [64] proves that the half-space emptiness queries can be answered in time $O^*(\frac{n}{m^{d/2}} \log n)$, using $O^*(m^{1+\varepsilon})$ space, where $n \leq m \leq n^{d/2}$. The algorithm is based on results by Chazelle et al. [24] on random sampling. A combination of this result with the parametric search technique gives an algorithm for ray shooting queries, and thus for nearest neighbor queries, that uses $O^*(m^{1+\varepsilon})$ space, and has query time $O^*(\frac{n}{m^{d/2}[d/2]} \log^3 n)$, where $n \leq m \leq n^{d/2}$.

5.2 Space Partition Algorithms

Space partition techniques have been used extensively in the field of data structures. The underlying idea is to build a hierarchical data structure by recursively subdividing the space into increasingly finer partitions. We divide the space partition algorithms into two categories: those that partition the embedding space from which the points are drawn, and those that partition the data set to be stored. An example of the former are the region quadtrees [77] which recursively partition the space into $2^d$ equal hyper-rectangles. An example of the latter are the optimized $k$-d-trees [47] which recursively partition the data set into two almost equal sets. A survey of such data structures can be found in [78]. More recent results are reported in [48].

We now describe the optimized $k$-d-trees, a prominent data structure that has motivated a number of similar structures. The $k$-d-tree is a binary search tree. At each node of the tree the data set is split along some selected dimension into two almost equal subsets, by means of an axes-parallel hyperplane. The dimension to be split is chosen so as to maximize the variance of the points along the corresponding axis. The splitting hyperplane passes through the median of the points along this dimension. We proceed recursively until some threshold condition is reached for the leaves of the tree.

Given a query point $q$, the search algorithm locates the leaf of the tree that contains the query point,
and finds a tentative nearest neighbor among the points that are associated with the leaf node. The algorithm visits all the leaves that intersect the ball $B$ centered at $q$ with radius the distance to the closest point seen so far. In the worst case the algorithm will search the whole tree, resulting in $O(dn)$ query time. The authors prove that under some assumptions on the distribution of the data and the query points the average query time is $O(d \log n)$. The space required by the tree is $O(dn)$.

The idea of space partition is used by Yao and Yao [89] to tackle a more general problem. Their algorithm is designed for generic geometric queries; a generic geometric query is defined as the semi-group sum $\sum_{x \in P} Q(x, q)$, where $P$ is the data base, and $q$ is the query point. The function $Q(x, q)$ is defined as one of $k$ bilinear functions $f_i(x, q)$, $1 \leq i \leq k$, that take semi-group values, depending on which one of $k$ bilinear constraints $p_i(x, q)$, $1 \leq i \leq k$, is satisfied. Nearest neighbor queries can be expressed as a special case of the generic queries, where the semi-group is chosen to be $S = (\mathbb{R}, \min)$.

The algorithm is based on the fact that there exists a partition of $\mathbb{R}^d$ into $2^d$ distinct regions each having at most $n/2^d$ points. The partition is based on the existence of a projective center, and it is called projective partition. Partitioning each of the subregions recursively we can construct a data structure of size $O(n)$ for searching the data base. The data structure is a tree called the partition tree, where each node of the tree corresponds to some area of the space, and has $2^d$ children. An important property of the projective partition is that any hyperplane intersects at most $2^d - 1$ of the subregions of the partition. If $c$ is the projective center of the partition, there exists some region of the partition such that for each point $x$ of this region $f_i(x, q) > f_i(c, q)$. Since we want to minimize the function $f_i(x, q)$ we can always discard this region; therefore at least one of the children of every node, can be discarded when searching the projective tree. This results in slightly sublinear search time $O(n^{\omega(d)})$, where $g(d) = \log(2^d-1)$.

5.3 Summary of the results

We summarize the results for exact NNS in the following table.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Technique</th>
<th>Objects</th>
<th>Space</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dobkin and Lipton [33]</td>
<td>Projections</td>
<td>Hyperplanes</td>
<td>$O(n^{2^d+1})$</td>
<td>$O(2^{d+1} \log n)$</td>
</tr>
<tr>
<td>Clarkson [26]</td>
<td>Random Sampling</td>
<td>Voronoi diagram</td>
<td>$O^*(n^{[d/2]}(1+\delta))$</td>
<td>$O^*(\log n)$</td>
</tr>
<tr>
<td>Meiser [66]</td>
<td>Random Sampling</td>
<td>Hyperplanes</td>
<td>$O^*(n^{[d/2]}(1+\delta))$</td>
<td>$O(d^5 \log n)$</td>
</tr>
<tr>
<td>Agarwal and Matušek [1]</td>
<td>Parametric Search,</td>
<td>Voronoi diagrams</td>
<td>$O^*(m^{1+\delta})$,</td>
<td>$O^*(\frac{n^d}{m^{[d/2]} \log^3 n})$,</td>
</tr>
<tr>
<td></td>
<td>Random Sampling</td>
<td></td>
<td>$n \leq m \leq n^{[d/2]}$</td>
<td>$n \leq m \leq n^{[d/2]}$</td>
</tr>
<tr>
<td>Friedman et al. [47]</td>
<td>Space Partitioning</td>
<td>Points</td>
<td>$O(dn)$</td>
<td>$O(dn)$</td>
</tr>
<tr>
<td>Yao and Yao [89]</td>
<td>Space Partitioning</td>
<td>Points</td>
<td>$O(dn)$</td>
<td>$O(dn^{1-\delta})$</td>
</tr>
</tbody>
</table>

The $O^*(\cdot)$ notation denotes hidden factors that grow at least as fast as $2^d$. 
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From the above table, we observe that all algorithms that use Voronoi diagrams (or arrangements of hyperplanes) and random sampling have space complexity exponential on the dimension. This seems natural since the complexity of Voronoi diagram is exponential on $d$, but it is not necessarily an inherent characteristic of Voronoi diagrams, since $O(n^2)$ hyperplanes are enough to specify a Voronoi diagram. One could hope that we could improve upon the above results. However, current techniques do not seem likely to produce better solutions, since random sampling algorithms rely heavily on the triangulation of the Voronoi diagrams, which imposes space complexity exponential on $d$. We could hope instead to generalize the tradeoff proven by Agarwal and Matušek [1] for the general case of random sampling algorithms.

6 Approximate Nearest Neighbor Search in $d$-dimensional Spaces

6.1 The Early Attempts

Arya and Mount [5] were the first to consider the approximate Nearest Neighbor Problem. Their algorithm constructs for each point $p \in P$ a set of cones with angular diameter $^3 O(\varepsilon)$ that share a common apex $p$, and cover the space $\mathbb{R}^d$. The number of such cones that cover $\mathbb{R}^d$ is $O(\varepsilon^{-(d-1)})$. The data structure consists of a directed graph that is called the randomized neighborhood graph $NG(P)$, and it is constructed as follows. For every point $p$, take a random permutation of all points in $P - \{p\}$. For each cone c(p), put an edge from p to some point s in c(p), if s is closer to p than all other points in c(p) that have smaller index. It is proven that the expected number of points sampled from each cone is $O(\log n)$. Therefore, the expected size of the data structure is $O(\varepsilon^{-(d-1)} n \log n)$. Given a query point $q$ the search algorithm starts from an arbitrary point $p$, and it moves progressively towards a point that answers the query, following the edges of the graph. Assume that $p$ is not an $(1 + \varepsilon)$-approximate nearest neighbor of the point $q$, and let $Cl(p)$ is the set of points closer to $q$ than $p$. The algorithm relies on the idea that we can find a path of edges in $NG(P)$ from the point $p$ to a point $s$ in $Cl(p)$ such that the expected size of $Cl(s)$ is a constant fraction of the size of $Cl(p)$. The expected length of the path is $O(\log n)$, and it can be found in $O(\varepsilon^{-(d-1)} \log^2 n)$ time. Therefore, after $O(\log n)$ operations we will reach an $(1 + \varepsilon)$-approximate nearest neighbor of $q$. The query time of the algorithm is $O(\varepsilon^{-(d-1)} \log^3 n)$.

The prohibitive constant factor $O(\varepsilon^{-(d-1)})$ is improved to $O(\frac{1}{\varepsilon} (d-1)^{1/2})$ by Clarkson [27]. Following the ideas of Arya and Mount, Clarkson constructs for every site $p$ in $P$ a “neighborhood” set $N_p$ with the property that if $p$ is not the $(1 + \varepsilon)$-approximate nearest neighbor of some point $q$, then there exists some point in $N_p$ that is closer to $q$ than $p$. Starting from an arbitrary point in $P$ the algorithm moves progressively closer to the query point $q$, until an $(1 + \varepsilon)$-approximate neighbor is found. The contribution of Clarkson is that the size of the set $N_p$ is reduced to $O(dc \log c)$, where $c$ is $O(\frac{1}{\varepsilon^2} (d-1)^{1/2} d \log (\rho/\varepsilon))$, and

$^3$The angular diameter of a cone is defined as the supremum over all angles formed by any two vectors in the cone.
\( \rho \) is the ratio of the distance from \( p \) to the farthest Delaunay neighbor \(^4\) over the distance to the closest Delaunay neighbor. The data structure for the set of sites \( P \) requires \( \mathcal{O}(n \log \rho) \times \mathcal{O}(\frac{1}{\varepsilon})^{(d-1)/2} \) space, and has query time \( \mathcal{O}(\frac{1}{\varepsilon})^{(d-1)/2} \times \mathcal{O}(\log n) \). Note however that the ratio \( \rho \) may become arbitrarily large.

Arya et al. [6] proposed an improved algorithm that is “optimal” for fixed dimensions. The data structure they proposed is based on a hierarchical decomposition of the space, which they call \textit{Balanced Box Decomposition (BBD) tree}. The tree has \( \mathcal{O}(\log n) \) height and it recursively subdivides the space into cells. A cell is either a rectangle, or a set theoretic difference of two rectangles one enclosed within the other. Each cell is associated with a set of points that are lying within the cell. Each leaf is associated with a single point. The cells at each level of the tree define a subdivision of the space. The tree has \( \mathcal{O}(n) \) number of nodes and it can be created in \( \mathcal{O}(dn \log n) \) time.

By the way that the BBD-tree is constructed we can guarantee that the following two degenerate cases do not occur: (a) there are no long and narrow cells, and (b) there cannot exist a series of cells that are nested one within the next, such that they are all extremely close to the boundary of the outer cell. The authors prove that if these two properties hold, then for some radius \( r > 0 \), the number of cells with diameter at least \( \ell \) that intersect a ball of radius \( r \) is at most \( \mathcal{O}(dr/\ell)^d \).

The search algorithm works as follows. Given a query point \( q \), we descend down the BBD-tree and find the cell in which the point \( q \) is located. Then we visit the leaf cells in order of increasing distance from the point \( q \). Let \( p \) be the closest point seen so far. As soon as the distance from \( q \) to the next leaf cell in order becomes greater than \( d(q, p)/(1 + \varepsilon) \), the search terminates. Let \( r \) be the distance to the last cell to be visited that did not cause the algorithm to terminate. It is not hard to prove that the diameter of any visited cell is at least \( \varepsilon r \). Therefore, we obtain a bound \( c_{d, \varepsilon} = \mathcal{O}(d/\varepsilon)^d \) on the number of leaf cells that are visited by the search algorithm. Using a priority heap we can locate these points in time \( \mathcal{O}(c_{d, \varepsilon} d \log n) \). Therefore, the BBD-tree uses optimal space \( \mathcal{O}(dn) \), and has query time \( \mathcal{O}(c_{d, \varepsilon} d \log n) \).

Combining ideas from both [5] and [6] Chan [22] provided an algorithm that reduces the exponential factor \( \varepsilon^{-(d-1)} \) that appears in the running time of the algorithm in [6] to \( \varepsilon^{-(d-1)/2} \). The data structure consists of a set of cones of diameter \( \delta = \sqrt{\varepsilon/8} \). For each cone a BBD-tree is constructed that answers a restricted NNS problem, for the points within the cone. The resulting data structure uses \( \mathcal{O}(\varepsilon^{-(d-1)/2} n) \) space. The query time of the search algorithm he proposes is \( \mathcal{O}(\exp(d)(1/\varepsilon)^{(d-1)/2} \log n) \), where \( \exp(d) \) is a function that grows at least as fast as \( 2^d \). Note that although the query time has been improved the space has increased by a factor of \( \mathcal{O}(\varepsilon^{-(d-1)/2}) \). Further reduction of the \( \varepsilon \) dependence by an \( \varepsilon^{-1/2} \) factor is possible at the expense of a multiplicative \( \log n \) factor in the query time.

Better results can be obtained if one is willing to settle for a rough approximation. Improving upon results by Bern [12], Chan describes an method using quadtrees that finds a \( \mathcal{O}(d^{3/2}) \)-approximate nearest

\(^4\) A Delaunay neighbor of a point \( p \) is a point \( p' \) such that the Voronoi cells of the two points are adjacent.
neighbor in $O(d^2 \log n)$ time, using $O(d^2 n)$ space.

6.2 Recent Algorithms

The algorithms presented so far for the approximate searching problem offer some improvement over the algorithms for the exact search problem since they give optimal solutions for the case of fixed dimensions. However, they still do not remove the curse of dimensionality, since their complexity depends exponentially on $d$. For some time it seemed probable that the curse of dimensionality carries over to the approximate searching problem. In this section we present some of the more recent algorithms that offer a strong indication that the approximate search problem is easier than the exact.

6.2.1 Randomized Testing

The algorithms that we will present share the common idea of randomized testing. A randomized test is defined as a randomized function $\tau : \mathcal{V} \rightarrow \mathbb{R}$. Given a query point $q$, and two points $x$ and $y$ in the database, the randomized test has the property that if $d(y, q) > (1 + \varepsilon)d(x, q)$ then the there is a small bias that test $\tau$ will favor the point $x$ over $y$, as the nearest neighbor for $q$. This bias is amplified by performing a sequence of $t$ such tests, for an appropriately chosen $t$. This produces a trace $t(x) = \tau_1(x) \tau_2(x) ... \tau_t(x)$ for every point $x$ in $\mathcal{V}$. Using the traces of the points in the database we can now perform pairwise comparisons between the points in the database. The algorithms that we will present rely on the following two observations: (a) if the traces of the points in $P$ are precomputed then we can compare two points in time $O(t)$, and (b) if the randomized test takes values in a finite subset of $\mathbb{R}$ that has size $c$, then there are exactly $c^t$ possible traces. The first property is used by Kleinberg to construct an elimination tournament that produces an $(1 + \varepsilon)$-approximate nearest neighbor. The second property is used to precompute comparisons between the traces of the points in $P$, and the set of all possible traces. Given a query point $q$, we use the precomputed information for the trace $t(q)$ to answer the query.

6.2.2 The Kleinberg algorithms

Kleinberg [59] was the first to obtain a result that improves asymptotically over the simple linear search. He presents two algorithms. The first answers queries in time $O((d^2 \log d)(d + \log n))$, but requires storage $O(n \log d)^{2d}$. The second algorithm has query time $O(n + \log^3 n)$ and requires space $O(dn)$. The $O(\cdot)$ notation hides factors quadratic on $\varepsilon^{-1}$, and the $\tilde{O}(\cdot)$ notation hides factors that are polynomial in $\log n$ and $\varepsilon^{-1}$. When $d = O(n / \log^3 n)$ the second algorithm has better query time than the $O(dn)$ query time of the linear search. The algorithms are defined for the space $\mathbb{R}^d$ under the Euclidean norm.
The two algorithms use the same randomized test which relies on the following simple idea: given a set of points \( P \), and a query point \( q \), if we project all points on a random line that passes through the origin, then there is a small bias that the projection will preserve the relative positions of the points with respect to the query point \( q \). Formally, we define the randomized test as follows. Select a unit vector \( v \) from the \( d \)-dimensional unit sphere, uniformly at random. For any point \( x \), we define \( \tau_v(x) = v \cdot x \).

Let \( x \) and \( y \) be two points in \( P \), and \( q \) a query point. We can prove that if \( \|y - q\| > (1 + \varepsilon)\|x - y\| \), then \( |\tau_v(y) - \tau_v(q)| > |\tau_v(x) - \tau_v(q)| \) with probability at least \( \frac{1}{2} + \frac{\varepsilon}{3} \). We call this event the distinguishing property of vector \( v \). The vectors with the distinguishing property can be expressed as ranges of a range space with bounded VC-dimension. Taking a sample \( D \) of \( \Theta(d \log^2 d) \) vectors we obtain a \( \gamma \)-sample with probability \( 1 - \delta \) (see appendix A). For an appropriate choice of \( \gamma \), we can prove that if the set \( D \) is selected correctly (i.e., if we avoid the event with probability \( \delta \)), then at least half of the vectors in \( D \) have the distinguishing property for all \( x, y \) in \( P \). The set \( D \) is called a distinguishing set.

Given a distinguishing set we can now make comparisons between two points \( x \) and \( y \). If \( |\tau_v(x) - \tau_v(q)| < |\tau_v(y) - \tau_v(q)| \) for at least half of the vectors in \( D \) then \( \|x - q\| \leq (1 + \varepsilon)\|y - q\| \) (since otherwise by definition of \( D \) as a distinguishing set, it should be that \( |\tau_v(x) - \tau_v(q)| > |\tau_v(y) - \tau_v(q)| \)). We say that \( x \) \( D \)-dominates \( y \).

The first algorithm restricts the values of the randomized test in a finite set by means of the following transformation. First, we find a distinguishing set \( D \) of \( t = \Theta(d^2 \log d) \) vectors. Given the set \( D \) we project the points in \( P \) onto the vectors in \( D \). We also project the middle-points \( p_{ij} = \frac{1}{2}(p_i + p_j) \) for every pair \( p_i, p_j \) in \( P \). The projections define a set of \( n^2 \) intervals for every vector \( v_\ell \) in \( D \). Given a query point \( q \), and a vector \( v_\ell \) in \( D \), we define \( \tilde{\tau}_\ell(q) \) to be the interval \( \sigma_\ell \) on \( v_\ell \) that contains \( v_\ell \cdot q \). The trace of the query is defined as \( \tilde{t}(q) = \tilde{\tau}_1(q)\tilde{\tau}_2(q)\ldots\tilde{\tau}_t(q) \).

The idea of the algorithm is simple and intuitive. Roughly speaking, we answer a query for a point \( q \) with the point whose projection is the closest to the projection of \( q \) in the majority of the vectors. However, instead of computing the relative positions of the projected points with respect to the projection of \( q \), we compute the relative positions of the projections with respect to the interval that contains \( q \). Since there is a finite number of such intervals, we can precompute this information in preprocessing time.

For some interval \( \sigma_\ell \) on a vector \( v_\ell \), we say that \( p_i \) is closer to \( \sigma_\ell \) than \( p_j \) if the projection of the middle-point \( p_{ij} \) lies between the projection \( p_j \) and \( \sigma_\ell \). For some trace \( \sigma = \sigma_1\sigma_2\ldots\sigma_t \) we say that \( p_i \) \( \sigma \)-dominates \( p_j \) if \( p_i \) is closer to \( \sigma_\ell \) in more than half of the vectors in \( D \). Note that if \( \sigma \) is the trace \( \tilde{t}(q) \) of a query point \( q \), then if \( p_i \) \( \sigma \)-dominates \( p_j \), then \( p_i \) also \( D \)-dominates \( p_j \). Therefore, \( \|p_i - q\| \leq (1 + \varepsilon)\|p_j - q\| \).

The actual data structure is a table that has an entry for every realizable trace \( \sigma \), that is, for every trace for which there is a query point \( q \) such that \( \sigma = \tilde{t}(q) \). The number of realizable traces is \( \mathcal{O}(n \log d)^{2d} \). For every realizable trace \( \sigma \), we define an ordering (called apex ordering [59]) on the points in \( P \) with respect to the \( \sigma \)-dominates relation. We store the first element of the ordering. We can prove
that the first point in the apex ordering is an \((1 + \varepsilon)\)-approximate nearest neighbor for any point \(q\) with trace \(\sigma\).

The searching algorithm simply projects the query point \(q\) on every vector \(v_i\) in \(D\), and locates the interval in which it falls using binary search. Given the trace of the query point \(q\) we look up the table and return the first element of the apex ordering. The data structure requires space \(O(n \log d)^{2d}\), and has query time \(O(d \log^2 d (d + \log n))\). We can easily modify the algorithm to return the \(k\) \((1 + \varepsilon)\)-approximate nearest neighbors, simply by returning the first \(k\) elements of the apex ordering.

The second algorithm is less intuitive so we will only give a brief sketch of it. The algorithm builds an elimination tournament on the set of points. The data structure is constructed by placing the points in \(P\) at the leaves of a binary tree with depth \(\log n\). Let \(\Gamma\) be a distinguishing set of vectors of size \(O(\log^3 n)\). Starting from the leaves of the tree we perform pairwise comparisons all the way up to the root of the tree. The winner of the tournament is an \((1 + \varepsilon)\)-approximate nearest neighbor with high probability. The proof relies on the following two observations. First, the exact nearest neighbor of a query point \(q\) will advance to height \(b = \log \log n\) of the tree (the leaves are at height \(0\)) with high probability. Up to this height we perform comparisons using a subset of \(\Gamma\) with constant size. Second, the size of \(\Gamma\) is large enough so that if we perform \(\Gamma\)-comparisons from height \(b\) up to the root of the tree the approximation error that is accumulated is at most \((1 + \varepsilon)\). Using a matrix \(M\) that keeps the precomputed inner products of the vectors in \(\Gamma\) with the points in \(P\), we can achieve query time \(O(n + d \log^3 n)\). The algorithm requires space \(O^*(nd)\), where the \(O^*()\) notation hides factors that are polynomial in \(\log n\).

### 6.2.3 The Hamming Space

The following two algorithms [61, 56] that we present consider the approximate NNS problem for the Hamming space \((H_d, h)\), where \(H_d\) is the \(d\)-dimensional Hamming cube, and \(h\) is the Hamming distance. Then they show that an instance of the problem in the space \((\mathbb{R}^d, L_p)\), where \(p = 1, 2\), can be reduced to a small number of instances of the problem in the Hamming space.

We present the two algorithms together, since the technique they employ is essentially the same. The idea is to use the randomized testing technique to solve the following decision problem.

**Definition 3** (\(\varepsilon\)-DNNS\(_\ell\)(\(P, q\))) *Given a set of points \(P\), and a query point \(q\), for some distance \(\ell\), \(1 \leq \ell \leq d\),

- **return YES** if there is some point \(x \in P\) such that \(h(x, q) \leq \ell\),
- **return NO** if for every point \(x \in P\) \(h(x, q) > (1 + \varepsilon) \cdot \ell\),
- **return either YES or NO** in all other cases.*
We define a randomized test $\tau : H_d \to \{0, 1\}$ that has the following property: given a query point $q$, and a constant $\ell$, $1 \leq \ell \leq d$, for any two points $x, y$ in $P$,

- if $h(x, q) \leq \ell$, then $\text{Prob}[\tau(x) = \tau(q)] \geq \delta_1$,
- if $h(y, q) > (1 + \varepsilon) \cdot \ell$, then $\text{Prob}[\tau(y) = \tau(q)] \leq \delta_2$,

with $\delta_1 > \delta_2$. There is a small bias $\delta = \delta_1 - \delta_2 = O(\varepsilon)$ towards favoring the correct point. We create a trace of $t$ such tests. This is a $t$-dimensional binary string. We use this string to index a table $T$ of size $2^t$, where we store information for every possible trace.

The two algorithms use a different approach at this point. Kushilevitz et al. [61] create a large trace, resulting in large storage space, but small search time, since the search algorithm needs to compute only a single trace. On the other hand, Indyk and Motwani [56] create a small trace, resulting in small storage space, but large search time, since the search algorithm must compute a large number of traces.

Specifically, Kushilevitz et al. [61] prove that if we select $t = O(\delta^{-2} \log(n \log d))$, we can ensure that if for some point $x$, $h(t(x), t(q)) \leq (\delta_1 + 1/\delta)t$, then $h(x, q) \leq (1 + \varepsilon)\ell$, with high probability. For each entry $a$ of the table $T$ we keep a point $x$ such that $h(t(x), a) \leq (\delta_1 + 1/\delta)t$, if such a point exists. We keep $\mu = O(d \log d)$ such tables. When answering a query, we select at random some table and look up the trace of the query point $t(q)$. The time for the search is $O(d \log n + d \log d)$. The size of the data structure however depends exponentially on $O(\varepsilon^{-2})$; the structure requires $O(\log(d) \log d(n \log d)\Theta(1))$ space.

Indyk and Motwani [56], draw the randomized test from a family of locality sensitive hashing functions. Locality sensitive hash functions is a set of hash functions such that if we select one at random we obtain a randomized test with the properties we described above. Intuitively, this means that the probability of collision is greater for points that are closer to each other. The algorithm for general families of locality sensitive hashing functions evaluates $t = O(\log n)$ hash functions, and stores each point $x$ in the entry $t(x)$. We create $\mu = O(n^\rho)$ tables, where $\rho = \frac{\ln(1/\delta_1)}{\ln(1/\delta_2)}$. Given a query point $q$ we check the entry $t(q)$ in all $\mu$ tables, and we return YES if we encounter a point that is within distance $(1 + \varepsilon)\ell$, and NO otherwise. For the case of hamming space, this results in an algorithm with storage requirements $O(dn + n^{1+1/(1+\varepsilon)})$ and query time $O(dn^{1/(1+\varepsilon)})$.

Having solved the decision problem we can now find an $(1 + \varepsilon)$-approximate nearest neighbor, by performing a binary search on all possible distances in $\{1, (1 + \varepsilon), (1 + \varepsilon)^2, ..., (1 + \varepsilon)^{\log(1+\varepsilon)d}\}$. The search algorithm finds a number $k$, $1 \leq k \leq \log(1+\varepsilon)d$, such that the distance of the exact nearest neighbor is within the interval $((1 + \varepsilon)^k, (1 + \varepsilon)^{k+1})$. The number $k$ can be found in time $O(\log \log d)$. Any point that has distance within this interval, can be returned as an $(1 + \varepsilon)$-approximate nearest neighbor. Therefore, the search algorithm for the $(1 + \varepsilon)$-approximate nearest neighbor adds a multiplicative factor $O(\log d)$ to the space requirements, and a multiplicative factor $O(\log \log d)$ to the query time of the decision algorithm.
6.2.4 Approximate Nearest Neighbor Search in the Euclidean space

Kushilevitz et al. [61] reduce the problem of approximate NNS in the Euclidean space to \((1 + \varepsilon)\)-approximate NNS in a Hamming space of dimension \(DS\), for \(D\) and \(S\) to be specified later. We select \(D\) lines that pass through the origin uniformly at random, and we place \(S\) breakpoints on each line, where \(S\) is an appropriately selected constant. For every point \(p\) we create a \(DS\)-dimensional vector \(\eta(p)\), such that the bit \(\eta_{ij}(p)\) is set to one if the projection of \(p\) on the \(j\)-th line lies after the \(i\)-th breakpoint. We create \(O(n^2)\) such Hamming cubes. The authors prove that if \(D = O(d^2 \log d)\), then the projections preserve the lengths of the vectors on the average. Using this property, we can limit the search to only \(O(\log n)\) Hamming cubes. The resulting data structure uses \(O((nd \log (dn/\varepsilon))/O(\varepsilon^{-2}))\) space, and has query time \(O(d \text{poly}(\log (dn/\varepsilon)))\), where the \(O(\cdot)\) notation hides factors polynomial in \(1/\varepsilon\). For more details, and more insight into the proof see appendix C.

Indyk and Motwani reduce the \((1 + \varepsilon)\)-approximate NNS problem to a small set of \(\varepsilon\)-DNNS problems, by means of a structure called the Ring-Cover tree. The Ring-Cover tree recursively decomposes the space into a set of clusters with small diameter. We generate an \(\varepsilon\)-DNNS problem for the points in each cluster. The decomposition has the property that for some cluster \(C\), and some query point \(q\), if the algorithm for the \(\varepsilon\)-DNNS \((C, q)\) returns \text{NO}, then we do not need to search the cluster \(C\) any further, since either the points in \(C\) are not \((1 + \varepsilon)\)-neighbors of \(q\), or the cluster \(C\) is far enough from \(q\), so that all points are equivalent as \((1 + \varepsilon)\)-approximate neighbors of \(q\). The Ring-Cover tree generates \(O(n \text{poly log } n)\) number of \(\varepsilon\)-DNNS instances, and it can be searched in \(O(\text{poly log } n)\) time.

The authors claim that they can transform an instance of the problem from the space \((\mathbb{R}^d, L_2)\) to an instance of the problem in the Hamming space \((H_d, h)\). Using the results for the Hamming space they produce an algorithm that uses space \(O(dn + n^{1+1/(1+\varepsilon)})\) and has query time \(O(dn^{1/(1+\varepsilon)})\).

Another approach for solving the \(\varepsilon\)-DNNS \((P, q)\) problem in the real space \(\mathbb{R}^d\) is to apply the bucketing method. Assume that \(r = 1\). We impose a grid of spacing \(\frac{1}{\sqrt{d}}\) on the space \(\mathbb{R}^d\). Clearly any two points in a cell have distance at most \(\varepsilon\). For any ball \(B_i = B(p_i, 1)\) defined by the \(\varepsilon\)-DNNS problem, let \(\overline{B_i}\) denote the set of grid cells that intersect the ball \(B_i\). We store the cells in \(U \cup \overline{B_i}\) into a hash table, together with information about the center point of the ball \(B_i\). Hashing is possible, since the clusters in the Ring-Cover tree, have bounded diameter. Given a query point \(q\) we compute the cell that contains \(q\) and we hash it into the hash table. If the cell belong to some ball \(B_i\) then we return \text{YES}, otherwise we return \text{NO}. We can prove that each ball intersects with \(O(\frac{1}{\varepsilon})\) cells. Therefore, the total space of the algorithm is \(O(n) \times O(\frac{1}{\varepsilon})^d\). The query is answered in time \(O(d)\), the time to compute the hash function. The authors combine this result with a well known theorem by Frankl and Maehara [42], which states that the projection of the point set \(P\) onto a subspace defined by \(9\varepsilon^2 \log n\) lines preserves all inter-point distances within a relative error \(\varepsilon\). The resulting algorithm uses space \((nd)^{O(1)}\) and has query time \(O(d \text{poly log } n)\). The constant \(O(1)\) depends on \(\varepsilon^{-2}\).
6.3 Summary of the results

We summarize the results for approximate NNS in the following table.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Space</th>
<th>Storage</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arya and Mount [5]</td>
<td>$(\mathbb{R}^d, L_p)$</td>
<td>$O(\varepsilon^{-(d-1)} n \log n)$</td>
<td>$O(\varepsilon^{-(d-1)} \log^2 n)$</td>
</tr>
<tr>
<td>Clarkson [27]</td>
<td>$(\mathbb{R}^d, L_p)$</td>
<td>$O(n \log \rho) \times O(\frac{1}{\varepsilon})^{-(d-1)/2}$</td>
<td>$O(\frac{1}{\varepsilon})^{-(d-1)/2} \times O(\log n)$</td>
</tr>
<tr>
<td>Arya et al. [6]</td>
<td>$(\mathbb{R}^d, L_p)$</td>
<td>$O(dn)$</td>
<td>$O((\frac{d^2}{\varepsilon}) d \log n)$</td>
</tr>
<tr>
<td>Chan [22]</td>
<td>$(\mathbb{R}^d, L_p)$</td>
<td>$O(\varepsilon^{-(d-1)/2} n)$</td>
<td>$O((\frac{d^2}{\varepsilon})^{(d-1)/2} \times O(\log n)$</td>
</tr>
<tr>
<td>Kleinberg [59]</td>
<td>$(\mathbb{R}^d, L_2)$</td>
<td>$O(n \log d)^{2d}$</td>
<td>$O((d^2 \log d) (d + \log n))$</td>
</tr>
<tr>
<td>Kleinberg [59]</td>
<td>$(\mathbb{R}^d, L_2)$</td>
<td>$O(dn)$</td>
<td>$O(n + \log^3 n)$</td>
</tr>
<tr>
<td>Kushilevitz et al. [61]</td>
<td>$(H_d, h)$</td>
<td>$O(\tilde{n}d)^{O(\varepsilon^{-2})}$</td>
<td>$O(d \log \log (dn))$</td>
</tr>
<tr>
<td>Indyk and Motwani [56]</td>
<td>$(H_d, h)$</td>
<td>$O(dn + n^{1+1/(1+\varepsilon)})$</td>
<td>$O(d n^{1/(1+\varepsilon)})$</td>
</tr>
<tr>
<td>Kushilevitz et al. [61]</td>
<td>$(\mathbb{R}^d, L_{1,2})$</td>
<td>$O(\tilde{n}d)^{O(\varepsilon^{-2})}$</td>
<td>$O(d \log \log (dn/\varepsilon))$</td>
</tr>
<tr>
<td>Indyk and Motwani [56]</td>
<td>$(\mathbb{R}^d, L_{1,2})$</td>
<td>$O(dn + n^{1+1/(1+\varepsilon)})$</td>
<td>$O(d n^{1/(1+\varepsilon)})$</td>
</tr>
<tr>
<td>Indyk and Motwani [56]</td>
<td>$(\mathbb{R}^d, L_p)$</td>
<td>$O(n) \times O(\frac{1}{\varepsilon})^d$</td>
<td>$O(d)$</td>
</tr>
<tr>
<td>Indyk and Motwani [56]</td>
<td>$(\mathbb{R}^d, L_{1,2})$</td>
<td>$O(\tilde{n}d)^{O(\varepsilon^{-2})}$</td>
<td>$O(d \log \log n)$</td>
</tr>
</tbody>
</table>

The $O(\cdot)$ notation hides factors polynomial in $\frac{1}{\varepsilon}$. The $\tilde{O}(\cdot)$ notation hides factors polynomial in $\log n$ and $\varepsilon^{-1}$. The constant $\rho$ is the furthest to shortest Delaunay neighbor distance ratio.

7 A practical approach to Nearest Neighbor Search

The Nearest Neighbor Search problem, apart from being an interesting problem in itself, it is also of great importance in many practical applications. Therefore, there is an increasing interest in creating data structures that can answer Nearest Neighbor queries sufficiently well on the average, or for some restricted data sets. Since in most applications we expect the size of the data set to be very large, it is not likely that the data can fit in main memory, so it would have to be distributed in blocks of the secondary memory. We index the blocks in secondary memory, using specialized data structures, typically called indexes. An index is a searchable data structure that keeps pointers to the blocks in the secondary memory that store the actual data. When processing a query we search the index to determine the blocks to be accessed. Following the pointers, we locate and retrieve the blocks from secondary memory. In this context, the dominant factor in the cost of processing a query is the number of blocks that must be accessed in order to answer the query. The space requirements are measured in terms of number of blocks required to store the points of the database, and any additional necessary information. For most practical applications the space required by the index should be linear in the number of points, with a small multiplicative constant.
The problem can be solved optimally for the case of 1-dimensional spaces, using the B-tree and its variants [28]. B-trees impose a hierarchical decomposition of the data. They consist of balanced trees, where each node of the tree corresponds to an interval of points. The children of an internal node are mutually disjoint subsets that partition the interval of the parent. The leaves have pointers to the data in the secondary memory. It can be proven that the number of accessed blocks on average and in the worst case for the B-trees is logarithmic in the size of the database [29, 28].

The problem becomes more complex when we move to spaces of higher dimension. There is a multitude of data structures that deal with the problem of indexing multidimensional spaces. In general, we can classify the indexes in two main categories: hierarchical indexes, that have a structure similar to the one of the B-tree (e.g. R-trees, k-d-trees), and bucket indexes that use hash-like functions for finding the accessed blocks (e.g. hashing, grid files). A survey on the multidimensional indexing problem can be found in [48]. A more specialized survey on indexes and nearest neighbor queries can be found in [10].

7.1 Algorithms for Nearest Neighbor Search

We now present two algorithms for Nearest Neighbor Search. The algorithms can be applied to any hierarchical index that makes use of what we term container blocks [53]. This term is used to denote an area of the space that may itself be decomposed further, depending on the number of points it contains. The resulting index consists of a tree of nested container blocks.

7.1.1 The HS algorithm

The algorithm proposed by Hjaltason and Samet [53] uses a simple idea that can be traced back to a number of different works (e.g. k-d-trees [47], or BBD-trees [6]). Given a query point $q$, the idea is to search the blocks, in order of increasing distance from the point $q$. Formally, let $\text{MINDIST}(q,B)$ denote the minimum distance from point $q$ to any point in the container block $B$. $\text{MINDIST}(q,B)$ is zero if $q$ is contained within the block $B$. We think of the function $\text{MINDIST}$ as the distance from $q$ to the block $B$. Note that no database point in $B$ can be closer to $q$ than $\text{MINDIST}(q,B)$.

The algorithm searches the hierarchical structure of the index to locate the container block that contains the point $q$. As we descend down the tree we enter into a priority queue the container blocks that we encounter along the search path. The blocks are sorted according to the $\text{MINDIST}$ function. The algorithm then visits the blocks in order of increasing distance from the point $q$. If the container block corresponds to an internal node of the tree, then we enter all the blocks it contains into the priority queue. If a container block corresponds to a leaf node, then we access the block and we compute the distances from $q$ to all points within the block. We keep the distance to the closest point seen so far in a variable $\ell_{\text{min}}$. The algorithm terminates when the distance to the next block to be visited becomes greater than $\ell_{\text{min}}$. 
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The HS algorithm is optimal, in the sense that it only visits the blocks that intersect with the ball centered at the query point, with radius $d_{\text{min}}$, the distance of the nearest neighbor. In the worst case however, it will access all the blocks of the index.

### 7.1.2 The RKV algorithm

A variation of the same idea was proposed by Roussopoulos et al. [75]. Given a query point $q$, the algorithm starts from the root of the tree and performs a depth-first traversal of the tree. At each node the children are sorted according to some criterion, and they are visited in that order. The authors report the $\text{MINDIST}$ function as a good sorting criterion. If the next node to be visited is a leaf node then we compute the distance from $q$ to all the points in the block. The distance of the closest point seen so far is stored in the variable $\ell_{\text{min}}$. A node of the tree is not visited (we say that it is pruned) if its $\text{MINDIST}$ is greater than $\ell_{\text{min}}$.

The main difference between the two algorithms is that the RKV algorithm fully explores a branch of the tree before moving on to the next, while the HS algorithm jumps between the different branches of the hierarchy. As a result, the RKV algorithm may access more than the “optimal” number of blocks.

(see figure 4)

A refinement of the algorithm is defined in the case of indexes that use Minimum Bounding Rectangles (MBRs)\(^5\). By definition, every face of an MBR contains at least one point of the database. Let $f$ be a face of the MBR $B$, and let $p$ be a database point on $f$. The maximum distance, $\ell_{\text{max}}(q,f)$, from $q$ to any point on $f$ gives an upper bound on the distance from $q$ to $p$. We define $\text{MINMAXDIST}(q,B)$ to be the minimum over all faces of the MBR $B$. Note that the distance from $q$ to the closest point in $B$ cannot be greater than $\text{MINMAXDIST}(q,B)$. (see figure 4)

We use the above observation to prune the branches of the tree as we descend down the hierarchy. Specifically, if $\text{MINDIST}(q,B)$ of an MBR $B$ is greater than $\text{MINMAXDIST}(q,B')$ of some MBR $B'$, then $B$ is discarded since it cannot contain the nearest neighbor. Similarly, if the tentative nearest neighbor has $\ell_{\text{min}}$ greater than $\text{MINDIST}(q,B)$ for some MBR $B$, then it is discarded since it cannot be the nearest neighbor. The $\text{MINMAXDIST}$ can also be used as the sorting criterion for the search. There are cases that this reduces the number of blocks accessed, but in general the authors report $\text{MINDIST}$ as a better sorting criterion.

The new pruning rules offer some improvement over the simple algorithm when we consider on indexes that use MBRs. We still expect however the HS algorithm to perform better, since it accesses less blocks. Nevertheless, Berchtold et al. [10] argue that in practice there are cases that the RKV algorithm performs better because it accesses the blocks in the order in which they are stored in the

\(^5\)Given a set of points $S$, we define the MBR for the points in $S$ as the rectangle with the minimum volume that contains all points in $S$.
secondary memory.

7.2 Indexes for Nearest Neighbor queries

The R-tree [51] is probably the index most commonly used in practice. The R-tree is a direct generalization of the B-tree for spaces of dimension greater than one. It consists of a tree of nested Minimum Bounding Rectangles (MBRs). A leaf node consists of the MBR of the points stored in a disk block. An internal node is the MBR of the MBRs of its children. When a new point is inserted that causes an MBR to overflow, we split the MBR into two MBRs. The disadvantage of splits is that they may cause the overlap between different MBRs, which results in higher search time. The R*-tree [7] addresses this problem by forcing the points in the MBR to be reinserted, resulting in fewer splits, and less overlap.

Despite their popularity, R-trees are not well suited for nearest neighbor queries in high dimensions, since they are designed with respect to the optimization of range queries. Recently, there has been an increasing interest in the design of specialized indexes for nearest neighbor queries. We have already seen some data structures such as the BBD-trees [6], or the space partition methods [47, 89], that can be easily adapted to work as indexes for secondary memory. In this section we present some of the indexes designed for indexing multidimensional data for nearest neighbor queries.

The SS-tree

The SS-tree [87] is inspired by the R*-tree, but instead of bounding hyper-rectangles it uses bounding spheres. Given a set of points it encloses them in a sphere that is centered at the centroid of the points, and has radius the largest distance to any of the points. In the case of an overflow, the SS-tree applies a similar algorithm to the R*-tree with forced reinsertions. When a sphere must be split, we split it into...
two spheres, such that each sphere has approximately half of the points. Experimental observations show that bounding spheres have shorter diameter than the bounding rectangles on the average. This favors the nearest neighbor queries, since each node contains points that are close together. On the other hand, bounding spheres have greater volume, which increases the overlap between different spheres. The authors implement a variant of the RKV algorithm, and they show that the SS-tree outperforms the R*-tree.

The SR-tree

The SS-tree has the advantage that it groups the points into regions that have short diameter, but they exhibit high overlap. On the other hand, the R*-tree groups the points into regions that have small overlap, but their diameter increases exponentially with the dimension. The SR-tree [58] attempts to combine the advantages, and overcome the shortcomings of both these methods, by using both bounding spheres and bounding rectangles. A region in the SR-tree is defined as the intersection of the bounding sphere (as it is defined for the SS-tree), and the MBR that contains the points in the sphere. The authors implement a variant of the RKV algorithm for nearest neighbor queries. They show that the SR-tree outperforms both the SS-tree, and the R*-tree.

The X-tree

The X-tree [11] is an index designed for multidimensional data. The X-tree relies on the observation that as the dimension increases the overlap between the bounding rectangles also increases. If the overlap is high then a linear scan of the data is better. The reason is that due to the high overlap almost the whole data file must be searched. In this case a linear scan is faster, because it accesses the blocks in the order in which they are stored in disk. The underlying idea is to combine these two approaches into one hybrid structure. When we have to split a rectangle, we should split it along a dimension that minimizes the resulting overlap. If no such dimension exists, then we do not split the rectangle. Instead, we create a super-node that contains all the points of the rectangle. The X-tree uses the RKV algorithm to answer the nearest neighbor queries. The authors show that it outperforms the R*-tree. Furthermore, they claim that it outperforms the SS-tree and the SR-tree, by comparing their improvement relative to the R*-tree. One caveat in the above approach is that the design of the X-tree is based on the assumption that data and query points are uniformly distributed.

The VP-tree

The VP-trees [82, 90, 16] use a simple and intuitive idea. Given a set of points \( P \), we select a point \( p \) to be the vantage point. We compute the distance from \( p \) to all other points in \( P \), and we use these distances to compare the points. Formally, for some point \( x \in P \), let \( \Pi_p(x) = d(p,x) \). Given two points \( x \) and \( y \) in \( P \), we define the distance between \( x \) and \( y \) relative to the vantage point \( p \) as \( d_p(x,y) = |\Pi_p(x) - \Pi_p(y)| \). Compute the value \( \Pi_p(x) \) for each point \( x \in P \). Let \( \mu \) denote the median
of the distances $\Pi_p(x)$, for $x \in P$. The median $\mu$ creates a natural partition of the points into two approximately equal sets $P_L$ and $P_R$: the points that have $\Pi_p(x) < \mu$, and those that have $\Pi_p(x) > \mu$ respectively. The construction of the tree proceeds recursively, defining a vantage point for each of the subsets $P_L$ and $P_R$, until their size becomes equal to the bucket size.

Consider now, the NNS($\tau$) problem, where we want to return a nearest neighbor of a query point $q$, if it lies within distance $\tau$. Note that for every point $x \in P$, $d(q, x) \geq d_p(q, x)$. It is not hard to see that if $\Pi_p(q) \geq \mu + \tau$, then the nearest neighbor cannot belong in the set $P_L$. We can therefore, restrict the search to the set $P_R$. Similarly, if $\Pi_p(q) \leq \mu - \tau$, the nearest neighbor cannot belong in the set $P_R$, and we can restrict the search to the set $P_L$. In all other cases, we search both $P_L$ and $P_R$. Unfortunately, there is no comparative study of the VP-trees with other indexes, with respect to block accesses. An interesting probabilistic analysis under the homogeneity assumption can be found in [25].

**Density based indexing**

In some applications such as pattern matching we can think of the database and the query points as being generated by a mixture of distributions. The idea behind density based indexing [8] is to use this fact when constructing an index for nearest neighbor queries. Using EM (Expectation Maximization) techniques we produce a probability distribution that best fits the data, which consists of a mixture of Gaussians. For every point in the database we assign it to one of the clusters defined by the mixture of Gaussians, using the optimal Bayes decision rule. We built an index for each cluster. Given a query point $q$, we initially assign it to some cluster. We search the index for that cluster, and find a nearest neighbor within that cluster. We then estimate the probability that the nearest neighbor belongs to a different cluster. If this probability exceeds some tolerance, we proceed searching other clusters.

The authors perform experiments on both synthetic, and real data. For data generated by a mixture of Gaussians, the algorithm performs very closely to the ideal algorithm that scans the minimum number of clusters. The authors encounter some technical problems when testing on real data, so they report a small number of experiments. In these tests, their algorithm accesses approximately twice the amount of data accessed by the ideal algorithm.

**Hashing**

Hashing techniques produce efficient indexes for exact match queries. Nearest neighbor queries are harder, since hashing functions are usually designed so as to scatter the points in space, not to cluster them. What is needed is hashing functions that distribute the points evenly into buckets, and preserve the locality in space at the same time.

*Locality preserving* hash functions is one such case. Given a hash function $h$, and some constant $c$, we say that $h$ is $c$-expansive, if for any two points $q$ and $p$, $d(h(p), h(q)) \leq d(p, q) + c$. For $c = 0$, we say that the function $h$ is non-expansive. Linial and Sasson [62] show that there exist non-expansive hash functions for the 1-dimensional space. Indyk et al. [57] use these functions to construct $\sqrt{d}$-expansive
hash functions for the \(d\)-dimensional space under the \(L_2\) norm. They show that the bucket size is bounded by a constant \(B\), with constant probability (but not arbitrarily small). Unfortunately, the constant \(B\) depends exponentially on \(d\). Locality preserving hash functions can be used for the \(\lambda\)-neighborhood problem: given a query point \(q\), return all points within radius \(\lambda\) from \(q\). The algorithm needs to search only the buckets that are within distance \(\lambda + c\) from the bucket \(h(q)\) that the query point is hashed to.

We have already presented locality sensitive hash functions. The idea in this case is that points that are close in space have higher probability to be hashed to the same bucket. Locality sensitive hash functions are used to answer approximate nearest neighbor queries. Gionis et al. [50] propose an implementation of the algorithms described in [56], and they show that locality sensitive hashing outperforms the SR-trees.

**The AV-file**

Recent studies [86] have shown that under the uniformity and independence assumption for the data, as the dimension grows the performance of partitioning index methods degrades to that of a linear scan. The AV-file [86, 85] provides a simple method to accelerate this linear scan. Assuming that the data space is the unit cube, we impose a grid upon the space. For every point in the database the AV-file stores the binary representation of the cell that contains it. Given a query point \(q\), we can derive upper and lower bounds to the distance of the point \(q\) to all points in the database. Points with lower bound greater than the upper bound of some other point can be immediately discarded. We form a candidate set of nearest neighbors for \(q\), and we access the actual vectors at the secondary memory in order of increasing distance from \(q\). The authors find analytical formulas in the case that the data is uniformly and independently distributed. Furthermore, they show that their method improves upon R-trees and X-trees in the case of high dimension. However, their method relies heavily on the assumption of uniformity and independence, and it is not clear how it performs when the AV-file cannot fit in main memory.

**7.3 Evaluation of indexes**

It is not hard to see that for all the above indexes we can construct a worst case scenario that will force the search algorithm to access all the blocks in the secondary memory. The worst case for most indexes is the case that all points are placed close to the surface of a sphere, and the query point is chosen to be the center of the sphere. In this case all database points seem almost equivalent to the query point. Since worst case upper bounds do not help to discriminate between different indexes, experimental evidence is usually used in order to proclaim the superiority of one index over another. Indexes are tested on real data, as well as on synthetic data, generated from some distribution. A commonly used assumption is that the data and the query points are uniformly and independently distributed. This is
a simplifying assumption rather than a realistic one; real data is usually clustered and highly correlated.

Nevertheless, even under the assumption of uniformity and independence, we are still unable to extract good guarantees on the average performance of the indexes. Weber et al. [86] show that for large dimension the performance of indexes that perform any sort of partition is no better than a linear scan of the data file. This is a result of the fact that as the dimension increases the data becomes more sparse, and the expected distance of the query to the nearest neighbor (denoted by \( d_{\text{min}} \)) grows with the dimension. Even if we use an “optimal” algorithm that accesses only the blocks that intersect the ball around the query point with radius \( d_{\text{min}} \) all blocks must be accessed on average. In fact, under the above assumptions, it is shown both experimentally and analytically that for large dimension (but not exceedingly large) linear scan outperforms all indexing methods; a linear scan accesses the pages in the order in which they are arranged in the disk, which is approximately ten times faster than an unordered retrieval of the same pages. The same conclusion is reached in a more careful analysis by Berchtold et al. [9] that takes into account the boundary effects. Therefore, when evaluating an index method it is also important to compare it with the linear scan.

Results of similar flavor are obtained by Beyer et al [14]. They show that under certain broad conditions (which include all i.i.d. distributions) when the dimension increases the distances from a query point to the nearest and to the furthest neighbor converge. This implies that all points are concentrated close to a sphere around the query point, which makes it hard for an algorithm to discriminate the nearest neighbor. These are called unstable queries. In these cases a linear scan is again better than any known indexing method. The authors show that clustered data is stable, if the query point does not fall within a cluster; otherwise, the query is again unstable.

These results suggest that the assumptions commonly used for performance evaluation are not appropriate for discriminating between indexes. Empirical evidence indicates that the uniform distribution is the hardest case for the indexes, and at the same time unrealistic. Ciaccia et al. [25] propose the homogeneity assumption: given any two points in space (which we call the viewpoints) the distances from the viewpoints to the points in the database are almost identically distributed. The authors claim that real data follow this assumption. They support their claim by showing that their estimates are validated by experimental data.

Faloutsos and Kamel [40] take a different approach: they suggest that real data have properties of mathematical fractals, self-similarity in particular. They propose the fractal dimension as a good tool for determining the performance of queries over data sets. Let \( P \) be a set of \( n \) points, and let \( N(r) \) be the number of hyper-cubic grid cells of side \( r \) that contain at least one point from \( P \). For self-similar data the log-log plot of \( N(r) \) over \( r \) is almost a straight line. The slope of that line is the fractal dimension of the dataset \( P \). Formally, for datasets that exhibit the self-similarity property, the fractal dimension
$f$ is defined as
\[ f = -\frac{\partial \log N(r)}{\partial \log r} = \text{const.} \]

Therefore $N(r) = n/r^f$, which gives a good characterization of the distribution of the points in $P$.

The authors prove that there exist real datasets that exhibit fractal properties. They use the above observations to study the performance of indexes for range queries. It would be interesting to examine if this technique can be used for the evaluation of nearest neighbor queries.

Finally, an interesting theoretical model for the study of indexes is the external memory model introduced by Aggarwal and Vitter [2]. The model is characterized by the following parameters:

- $N$: the number of records of the problem instance,
- $M$: the number of records that can fit in the main memory,
- $B$: the number of records per block,

where $B > 1$, and $B \leq M < N$. Aggarwal and Vitter define an I/O operation in the model to be a swap of $B$ records from the internal memory with $B$ consecutive records from the external memory. The measure of the performance is the number of I/O operations needed to solve a problem. All other computation is free. They use this model to prove a $\Theta(N^2 \log M N^{1/3})$ bound for the sorting problem. They also derive bounds for various geometrical problems [83]. It would be interesting to investigate the performance of nearest neighbor queries under this model.

8 Lower Bounds for the Nearest Neighbor Search Problem

To date there exists no satisfactory solution for the exact NNS problem either in theory, or in practice. It is widely believed among researchers that there exists no solution that achieves both $\text{poly}(dn)$ storage space, and $\text{poly}(d \log n)$ query time for the exact problem. On the other hand, it has been shown that if we relax the problem to the approximate nearest neighbor search, then there are algorithms that meet the above requirements [61, 56], even though the storage space depends exponentially on $O(\frac{1}{\epsilon^2})$.

One of the most interesting open problems in the field is to find a model in which we could establish the hardness of the NNS problem, and formally separate the exact from the approximate case. In this section, we examine some of the models that have can be utilized along this direction.

8.1 The cell probe model

One of the strongest theoretical models for the study of data structures is the cell probe model, introduced by Yao [88]. In this model, the data structure consists of a set of $m$ cells, each one holding $b$ bits of information. The query time for a search algorithm for the data structure is the number $t$ of cells that are probed in order to answer the query.
A useful tool for the study of problems within the cell probe model is 
*asymmetric communication complexity* [71]. Asymmetric communication complexity is a special case of the communication complexity model, an elegant model introduced by Yao for the study of distributed applications. We have two players, Alice and Bob, that receive inputs $x$ and $y$ respectively, and wish to compute some function $f(x,y)$. The two players exchange bits of information according to some fixed protocol $P$. The cost of the protocol $P$ on input $(x,y)$ is the total number of bits exchanged between Alice and Bob. The cost of $P$ is the maximum cost over all inputs. The complexity of the function $f$ is the minimum cost of any protocol that computes $f$. In asymmetric communication complexity we distinguish between the bits sent by each player when we compute the cost of a protocol. In particular, we define a $[a,b]$-protocol for the function $f$ as a protocol where on every input $(x,y)$, Alice sends a total of at most $a$ bits, and Bob sends a total of at most $b$ bits. For data structure problems, we can think of the input $x$ for Alice as being a query drawn from the set of all possible queries, while the input $y$ for Bob is a data structure, drawn from the set of all possible data structures with $n$ elements. The function $f(x,y)$ is the answer of the query $x$ to the database $y$.

It was recently shown that there is a strong connection between asymmetric communication complexity, and the cell probe model. Miltersen [67, 68] proves the following theorem.

**Theorem 1** If there is a cell probe model solution for some problem that uses a data structure with $m$ cells, $b$ bits per cell, and answers queries with at most $t$ probes, then there exists a deterministic asymmetric communication complexity protocol for this problem with $2t$ rounds of communication, where Alice sends at most $\log m$ bits in each of her messages, and Bob sends at most $b$ bits in each of his messages.

Unfortunately, the converse can be proven only for the restricted case when the number of rounds of the protocol is constant.

Borodin et al. [15] study the No Partial Match (NPM) decision problem within the framework of the cell probe model. Let $D$ be a database of $n$ vectors in the $d$-dimensional Hamming space, and let $q$ be a $d$-dimensional vector from the space $\{0,1,\ast\}^d$. The query $q$ matches some vector $v$ in $D$, if for every coordinate $j \in \{1,2,\ldots,d\}$ either $q_j = v_j$ or $q_j = \ast$. We refer to the coordinates of the query vector that are set to $\ast$, as the *don’t care* coordinates, while the rest of the coordinates are called *exposed*. The NPM($D,q$) decision problem returns YES if there is no vector in $D$ that matches the query vector $q$, and returns NO otherwise.

Borodin et al. consider the NPM problem for the case that the query vector has exactly $\log n + 1$ exposed coordinates. Using the richness technique developed by Miltersen et al. [69], they prove that if there is an $[a,b]$-protocol for the NPM problem, then either $a = \Omega(\log n \log d)$, or $b = \Omega(n^{1-\varepsilon})$ for some $\varepsilon > 0$. Theorem 1 implies that any cell probe model algorithm for the exact partial match problem that makes $t$ probes, either uses $2^{2t(4 \log n \log d)}$ cells, or uses cells of size $\Omega(n^{1-\varepsilon}/t)$. At the extremes this
implies the following:

- If the cell size is poly(d), and the number of cells is poly(n), then the algorithm must make \( \Omega(\log d) \) probes. This improves upon the \( \Omega(\sqrt{\log d}) \) lower bound by Miltersen et al. [69].

- If the algorithm answers a query in a constant number of probes, then it either uses \( 2^{O(\log n \log d)} \) cells, or it requires processing of a cell with \( \Omega(n^{1-\varepsilon}) \) size.

The authors prove however that the richness technique is quite unlikely to derive better lower bounds, or lower bounds for queries with more exposed bits. A better lower bound would imply a lower bound for branching programs, a notoriously difficult problem.

The NPM problem is of special importance for the NNS problem. Borodin et al. give a reduction from the NPM problem with \( \lambda \) “don’t cares”, to the problem \( \lambda \)-neighbor decision problem: given q query point \( q \) we return \text{YES} if there is a point within radius \( \lambda \) of the query point \( q \), and \text{NO} otherwise. Therefore, lower bounds for the NPM problem imply lower bounds for the NNS problem. The above theorem suggests that any algorithm for the NNS problem that uses storage space polynomial in \( n \) and \( d \), has query time \( \Omega(\log d) \). Furthermore, if the algorithm can be modeled as a two-way communication protocol with constant number of rounds of communication, then either it uses space \( \Omega(n^{\log d}) \), or it has query time \( \Omega(n^{1-\varepsilon}) \), for some \( \varepsilon > 0 \).

In the same context, Chakrabarti et al. [21] provide lower bounds for deterministic algorithms for the problem of \((1+\varepsilon)\)-approximate nearest neighbor. They show that if we construct a data structure that has poly(nd) number of cells, where each cell has size \( O(d) \), then the algorithm requires \( \Omega(\log \log d / \log \log \log d) \) probes, for any \( \varepsilon < 2^{[\log 1-\delta n]} \), for some \( \delta > 0 \). The Kushilevitz et al. algorithm can be implemented as a randomized protocol with polynomial number of cells, each containing \( d \) bits, that uses \( O(\log \log d) \) probes. However, the algorithm is randomized, so the two bounds are incomparable. It remains an interesting open problem to extend this lower bound for the case that we allow randomization.

The authors consider the case of the \( d \)-dimensional Hamming cube. Alice draws from the set \( Q \) of all possible queries, and Bob from the set \( P \) of all possible sets of points of size \( n \). Let \( P \times Q \) denote the set of all possible problem instances. At each round \( i \) some information is exchanged that restricts this set to the set of \textit{admissible} problem instances \( P_i \times Q_i \) that is consistent with the information exchanged so far. The authors construct a case such that after \( t = \Theta(\log \log d / \log \log \log d) \) rounds the set \( P_t \times Q_t \) contains two problem instances that have distinct answers, meaning that no point can serve as an approximate nearest neighbor for both instances.

### 8.2 The semi-group model

A well structured model for the study of lower bounds for search problems is Fredman’s semi-group model [20, 45, 44]. A semi-group \( S \) is defined as a set closed under an associative addition operation.
(Sometimes, we may assume that the operation is also commutative). In this model, a semi-group value is associated with each data point. Let \( U = \{v_1, v_2, ..., v_n\} \) be the set of semi-group values defined for the point in \( P \). Let \( Q_1, Q_2, ..., Q_m \) be subsets of the set \( P \). A query is defined as the sum of the semi-group values associated with a set of points \( Q_j \). A number of problems can be formulated in this way: for example, for decision problems, we make \( S \) the set of Boolean values under the OR operation; for reporting problems, we make \( S \) to be the set of points under the union operation.

The model allows one to precompute sums of arbitrary subsets of data points, and store them into a set of registers. The cost of a query is defined as the number of registers that must be summed in order to answer the query. The model can be applied to both static, and semi-dynamic problems. The two problems are actually equivalent. In the former, the semi-group values of the points are fixed, and we examine the tradeoff between query time and storage redundancy. In the latter, we are allowed to update the semi-group values of the points, and we are interested in the tradeoff between the query time and the update cost. Both the update cost and the storage redundancy for some variable \( v_i \) are defined as the total number of registers that contain this variable (by itself, or in a sum). Let \( U_i \) be the set of registers that hold the variable \( v_i \). We define the average storage redundancy to be

\[
\rho = \frac{\sum_{i=1}^{n} |U_i|}{n}.
\]

Similarly, let \( R_j \) denote the set of registers that answer the query \( Q_j \). We define the average query time to be

\[
t = \frac{\sum_{i=1}^{m} |R_i|}{m}.
\]

In [20] the authors provide a general technique for proving tradeoffs between the average storage redundancy, and the average query time. The idea is to construct a bipartite graph \( G(V, E) \), called the semantic graph, where \( V = U \cup R \), and \( E = \{(i, j) : v_i \in Q_j\} \). We also assign a positive weight \( w_e \) to each edge \( e \in E \). Let now \( B \) be a complete bipartite subgraph of \( G \), and let \( U_B \) be the set of vertices of \( B \) from \( U \), and \( R_B \) the set of vertices of \( B \) from \( R \). Let \( u_B \) denote the size of the set \( U_B \), and \( r_B \) the size of the set \( R_B \). The authors [20, 45] prove that if we can find constants \( w_c, w_\rho, w_\iota \) such that for every complete bipartite subgraph \( B \) of \( G \), we have that

\[
\sum_{e \in E(B)} w_e \leq w_\rho \cdot u_B + w_\iota \cdot r_B,
\]

then it holds that

\[
\sum_{e \in E} w_e \leq w_\rho \cdot n \cdot \rho + w_\iota \cdot m \cdot t.
\]

A rough intuition behind this lemma can be found by setting the weights \( w_e \) to one. In this case the sum \( \sum_{e \in E} w_e \) represents the total cost of all possible queries in terms of accessed variables (not registers). Every edge that appears in \( G \) must be accounted for either in the cost of answering a query,
or in the cost of including the variable in a register. The maximum between these two upper-bounds the total cost. This intuition becomes more clear if we make the set \(U_B\) to be the set of variables that appear in the register \(i\), and the set \(R_B\) to be the set of queries that are answered by the register \(i\). If we set \(w_c = 1\) then \(\sum_{c \in E(B)} w_c = u_B \cdot r_B\). The equation 1 says that this product is upper-bounded by either \(w_p \cdot u_B\), or by \(w_t \cdot r_B\). In particular, we select the constant \(w_p\) so that it represents the maximum possible value of \(r_B\), that is, the maximum possible number of queries that are answered by a specific register. Therefore, we derive \(w_p \cdot u_B\) as an upper bound on the cost (in terms of variables) of the queries that are answered by the register \(i\), by overestimating the number of queries answered per register. Similarly, we select the constant \(w_t\) so that it represents the maximum possible value of \(u_B\), that is, the maximum possible number of variables that appear in a specific register. Therefore, \(w_t \cdot r_B\) is also an upper bound on the cost (in terms of variables) of the queries that are answered by the register \(i\). In this case, we overestimate the number of variables per register. Summing over all possible registers, we obtain the equation 2.

Using this general technique the authors prove lower bounds for a variety of problems. Fredman [43] considers range queries, and spherical queries in the dynamic setting [44]. Fredman and Volper [46] consider the problem of partial match queries. They prove that the complexity of the problem is \(1.226^d N\), where the complexity of a query is defined as the total number of registers accessed by a sequence of \(N\) update and query operations. This implies that there exists at least one query, or update operation that has cost \(1.226^d\). Therefore for any algorithm for the partial match problem, the total storage space is \(1.226^d n\), or the query time is \(1.226^d\). This result relies on a more refined result on \(r\)-rank queries. The rank of a partial match query is the number of coordinates set to “#”. They prove that for any \(\ell\), such that \(0 \leq \ell \leq r\), if the algorithm for the \(r\)-rank queries has storage redundancy \(\rho_r \leq \frac{1}{\ell} \binom{d}{\ell} / \binom{d}{\ell - 1}\), then \(t_r > 2^{r - \ell - 1}\). The intuition behind the number \(\ell\) is that the algorithm precomputes and stores the results of \(\ell\)-rank queries, which it uses to answer \(r\)-rank queries.

The semi-group model derives stronger lower bounds but it is not as general as the cell probe model, because of the restrictions it imposes on the way that the data can be represented and manipulated. It is not clear for example that this model can be used for the representation of hashing schemes.

8.3 The bucketing model

A model oriented towards the study of hashing schemes is the model introduced by Dolev et al. [35, 34], which we shall refer to as the bucketing model. Let \(D\) be a set of words (dictionary) of length \(d\) over an alphabet \(\Sigma\). The authors consider algorithms that map the dictionary \(D\) onto a set of \(m\) buckets \(\{B_1, B_2, ..., B_m\}\), such that each word is mapped onto one or more buckets. We consider mappings that do not depend on the dictionary \(D\).

Given a query point \(q\), we are interested in the \(\lambda\)-neighborhood problem: given a query point \(q\)
return all points that are within distance $\lambda$ from $q$. Let $S_q$ denote the set of buckets accessed by the algorithm in order to answer the query. The time complexity of the query is defined as $TIME(q, P) = |S_q| + \sum_{i \in S_q} |B_i|$. Let $N_\lambda(q, D)$ denote the $\lambda$-neighborhood of the query point $q$ with respect to $D$. A time optimal algorithm takes time $1 + |N_\lambda(q, D)|$ to answer the query. The time complexity of an algorithm $A$ is defined as

$$T_A = \max_{q, D} \frac{TIME(q, D)}{1 + |N_\lambda(q, D)|}.$$  

The space complexity of an algorithm $A$ is defined as

$$S_A = \max_{D} \frac{\sum_{i=1}^{m} |B_i|}{|D|}.$$  

A time optimal algorithm is one that for every possible query point $q$ stores $|N_\lambda(q, D)|$ in a separate bucket. In the worst case, the space complexity of this algorithm is $N_\lambda$, where $N_\lambda$ denotes the set of points in $\Sigma^d$ that are contained in a ball of radius $\lambda$. A space optimal algorithm stores each point in a separate bucket. The time complexity of this algorithm is $N_\lambda$, since it must access all buckets even if they are empty.

Dolev et al. [35] prove formally this inherent tradeoff. The underlying idea behind their proof is that if we allow the algorithm to store small space requirements, then many queries access the same bucket; therefore, the bucket contains many irrelevant words, resulting in large query time. In the extreme cases the authors show that if $T_A = \mathcal{O}(1)$ then $S_A = \Omega(\sqrt{N_\lambda})$, and if $S_A = \mathcal{O}(1)$ then $T_A = \Omega(\sqrt{N_\lambda})$. The last lower bound is improved to $\Omega(N_\lambda/4^k)$ in [34]. The proof uses the idea of $(\lambda, k)$-coloring: we try to color the vertices of the cube $\Sigma^d$, such that the $\lambda$-neighborhood of any point is colored using at most $k$ colors. Each color corresponds to a bucket. The bound on the number of colors gives a bound on the size of the sequence $S_q$. The size of each color class corresponds to the size of the bucket. The authors prove that if $k$ is small then there exists some large color class, i.e. there exists a bucket with large size.

The authors also give upper bounds for the $(1, k)$-coloring problem in some special cases, using ideas from the area of error correcting codes. An $(d, t, \delta)$-code is a collection of words of length $d$, such that the spheres of radius $t$ around the code words are disjoint, and the spheres of radius $t + \delta$ cover the cube $\Sigma^d$. The algorithms for the $\lambda$-neighborhood problem create a bucket (or color class) for each code word, and map each point to the bucket of the nearest code word. Error-correcting codes seem like an interesting idea to be explored further.

### 8.4 The indexing model

A model of similar flavor was introduced by Hellerstein et al. [52] for the study of more general indexing schemes. Indexes in this model are evaluated in the context of a specific workload. A workload is defined by a triplet $W = (D, I, Q)$, where $D$ is the domain of the workload (e.g. the space $\mathbb{R}^d$), $I$ is a finite subset of the domain of size $n$, called an instance, and $Q$ is a set of subsets of $I$, that represents the set
of allowable queries over $I$. An indexing scheme $S = \{S_1, ..., S_s\}$ defines an allocation (with possible replications) of the elements of $I$ into $s$ blocks of fixed size. The block size $B$ is a fixed parameter of the system.

We are interested in studying tradeoffs between storage redundancy and access cost, for various workloads. For some indexing scheme $S$ for some workload $W$, and for some element $x \in I$, we define the storage redundancy $\rho(x)$ of the element $x$, to be the total number of blocks in $S$ that contain the element $x$. The worst-case storage redundancy of the indexing scheme $S$ is defined as the maximum $\rho(x)$ over all elements $x$. The average storage redundancy is defined as the average number of blocks that contain an element of $I$, that is, $\rho = \frac{MB}{n}$. The average storage redundancy can be thought of as the ratio between the total number of blocks used by the index scheme $S$ over the minimum possible number of blocks that contain the elements in $I$.

We now define the access cost of a query $Q \in Q$ as the minimum number of blocks in $S$ that contain the elements in $Q$. We define the access overhead $\alpha(Q)$ of a query $Q \in Q$ as the ratio between the access cost of $Q$ over $|Q|/B|$, where $|Q|/B|$ is the minimum possible number of blocks that answer the query $Q$. The access overhead $\alpha$ of the indexing scheme $S$ is defined as the maximum access overhead over all possible queries. Note that $1 \leq \alpha \leq B$.

Samoladas and Miranker [79] prove that for any workload $W$, if we fix the access overhead $\alpha$, then if we can find a set of $M$ queries that have large size (that is, greater than $B$), and small intersection (that is, $O(\frac{1}{\alpha})$), then the storage redundancy is $\Omega(\frac{MB}{n})$. They apply this theorem for the case of $d$-dimensional range queries, and derive a lower bound $\Omega(\frac{\log B}{\log \alpha})$ for the storage redundancy. Range queries are also considered in [52, 60].

Another interesting family of workloads is derived by the set inclusion queries. For some $m > 1$, the domain $D$ is the set of all possible subsets of the set $\{1, 2, ..., m\}$. The instance $I$ is a subset of $D$. Given a set $S \in D$, we define a query as $Q_S = \{X \in I : X \subseteq S\}$, that is, all the sets in $I$ that are subsets of the set $S$. The set $Q$ is the set of all such $Q_S$s. We call this the Set Inclusion problem. The authors show that the set inclusion queries are hard. For any redundancy $\rho$, and any access overhead $\alpha$, $1 \leq \alpha \leq B$, we can find an instance $I$ with size $n > \alpha B \rho$, such that any indexing scheme $S$ has access overhead at least $\alpha$.

Indyk [55] shows that the set inclusion problem can be reduced to the $c$-approximate 1-neighborhood problem for the real space under the $L_\infty$ norm. Given a query point $q$, the $c$-approximate $\lambda$-neighborhood search returns all points within distance $\lambda$ from $q$, and no points at distance greater than $c \cdot \lambda$ from $q$. We define a reduction from workload $(D_A, I_A, Q_A)$ to a workload $(D_B, I_B, Q_B)$ as functions $f : D_A \rightarrow D_B$, and $g : Q_A \rightarrow Q_B$, such that for any $Q \in Q_A$, and $S \in D_A$, we have $S \in Q$ if and only if $f(S) \in g(Q)$. Let now $W = (D, I, Q)$ be a Set Inclusion problem, where $D = \{1, 2, ..., n\}$, and $I$ is a subset of $D$ of size $n$. Let $\alpha$ be the access overhead of $W$. Indyk shows that there is a reduction from the Set Inclusion problem to the $c$-approximate 1-neighborhood problem in a real space of dimension $\alpha \log n$. 
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The reduction has the property that if $S \in Q$ then $|f(S) - g(Q)|_\infty \leq \frac{1}{5}$, and $|f(S) - g(Q)|_\infty = 1$ otherwise. This implies that for any $1 \leq c \leq 3$, for any storage redundancy $\rho$, and for any access overhead $1 \leq \alpha \leq B$, there exists an instance of size $n > \alpha B \rho$ of the $c$-approximate 1-neighborhood problem in $\mathbb{R}^{\alpha \log n}$ under $L_\infty$ norm, that has access overhead at least $\alpha$.

9 Conclusions and Discussion

We surveyed some of the past and recent results for the problem of exact and approximate Nearest Neighbor Search. Starting from the low dimensional problem, we saw that there exist optimal algorithms for dimensions one and two. However, there exists no known optimal solution for dimension $d \geq 3$. The additional complexity seems to stem from the fact that the representation of the Voronoi diagram requires space $\Omega(n^2)$ for $d \geq 2$. Therefore, time optimal algorithms that utilize Voronoi diagrams, can not achieve optimal space. Space optimal algorithms [89] do not achieve optimal time. It is an interesting problem to understand what makes the 3-dimensional problem harder, and whether this is an inherent property of the problem, that is, there is no algorithm that achieves both optimal space and time in the 3 dimensions.

For arbitrary dimension $d$, the best known solution by Meiser [66] achieves time $O(d^5 \log n)$, and requires space $O(n^2 d)$. Space optimal algorithms require almost linear time [89]. Finding an algorithm that achieves an efficient solution for the exact NNS (that is, a solution with poly$(nd)$ space, and poly$(d \log n)$ query time) would be a breakthrough result. However, it seems more likely that such an algorithm does not exist. The efforts of the research community have been directed towards proving lower bounds for the exact NNS problem, that would formally prove that there exists no solution that is efficient in both space and time. This is one of the most challenging open problems, but probably also one of the hardest. It seems more feasible to attempt to derive lower bounds for some restricted class of algorithms. A possible direction along these lines is the semi-group model by Fredman. It would be interesting to examine if the Fredman model can be combined with the formulation of the NNS problem as it is given by Yao and Yao [89].

Furthermore, there are spaces for which the exact NNS problem is not well understood. There exists no algorithm for the exact NNS problem in the Hamming space, apart from the trivial reduction to the real space. Note that a nearest neighbor search in the Hamming space can be performed in $O(1)$ time, if we settle for $O(d 2^d)$ storage space. It is surprising that the Hamming space is so poorly understood, and it seems like a promising direction to examine further. It is possible that because of the discrete nature of the space, we can achieve a better solution than in the general case.

When the NNS problem is relaxed to its approximate form then we have seen that there are solutions that achieve poly$(d \log n)$ query time, with poly$(nd)$ space. These solutions can be hardly characterized as efficient since the space depends exponentially on $O(\varepsilon^{-2})$. It would be ideal if we
could improve upon these results, although current techniques do not seem likely to produce better algorithms. The most interesting questions arise from the lower bound point of view: it would be interesting to understand the distinction between the approximate and the exact NNS problem. Furthermore, the \( \Omega(\log \log d/ \log \log \log d) \) lower bound for the approximate NNS problem by Chakrabarti et al. [21] applies only to deterministic algorithms. However, the algorithms that obtain the best results are all randomized. An important open problem is to extend the lower bound to include randomized algorithms.

The NNS problem has applications in many diverse areas. Depending on the specific characteristics of each case we can create different problems, by varying the distance metric of the problem. A distance metric commonly used in practice is the \( L_\infty \) norm. Indyk [55] shows that the \((1 + \varepsilon)\)-approximate NNS problem, for \( \varepsilon = 4 \log_{1 + \rho} \log 4d + 3 \), can be solved with \( O(dn^{1+\rho} \log n) \) storage, and query time \( O(d \log n) \), using techniques similar to the ones used for the \( L_1 \) and \( L_2 \) norm. It seems possible to improve upon this result, and match the upper bounds for the \( L_1 \) and \( L_2 \) norm.

Another distance metric that is defined for the case of strings, and it is widely used in biological applications is the edit distance (or Levenshtein distance). Let \( \Sigma \) denote an alphabet. We define the following set of operations on the elements of \( \Sigma \): insert\((e)\), delete\((e)\), and swap\((e_1, e_2)\). Each operation is associated with a cost. The cost of the swap operation is defined as an \( \Sigma \times \Sigma \) matrix. The cost of the insert and delete operations may be defined as a constant, or it may depend on the character they are applied to. We define the edit distance between two strings \( s_1 \) and \( s_2 \) as the cost of the least expensive sequence of operations that converts \( s_1 \) to \( s_2 \).

The only known algorithm for performing NNS under the edit distance, performs a brute force search, using a dynamic programming algorithm for computing the edit distance. If we assume that all strings have length \( O(d) \), the algorithm uses space \( O(nd) \), and has query time \( O(nd^2) \). An interesting variation of the problem is considered by Dolev et al. [35]. Given two strings, \( s \) and \( q \) they compute the substring of \( s \) that has smallest edit distance from \( q \). This is known as the local alignment problem, and it is strongly related to the NNS problem. Their algorithm uses error correcting codes, a technique that seems promising to explore further. In the worst case however, it performs as poorly as a sequential scan.

Interesting distance metrics are defined in information retrieval algorithms. The similarity between two documents is usually defined as the dot product of the two vectors, or the cosine of their angle. Recently, an interesting similarity measure for documents used for web search is the set similarity measure [18, 17]. Given two sets of terms \( A \) and \( B \), we define the measure of their similarity as \( \frac{|A \cap B|}{|A \cup B|} \). Indyk and Motwani consider the NNS problem under this similarity measure using locality sensitive hashing techniques and they obtain an algorithm with \( \text{poly}(nd) \) space, and sublinear time.

Another intriguing problem is the partial match problem. Borodin et al. [15] showed that we can reduce the partial match problem to the NNS problem. This means that lower bounds for the partial
match problem imply lower bounds for the NNS problem. Furthermore, we can combine partial match and NNS problems; given a query point with \( k \) exposed coordinates, find the database point that is closer to this point with respect to this coordinates.

A number of questions remain unresolved in the area of indexing for nearest neighbor queries. Even the the 2-dimensional case is not well understood. For multidimensional spaces, all existing indexes are shown to perform poorly both in the worst case, as well as for many commonly used distributions. Finding realistic input distributions, as well as giving guarantees for these distributions remains an interesting research problem; for most cases indexes are evaluated experimentally. On a more abstract level, we would like to give some guarantees for the problem of NNS for any index. A promising work in this direction seems to be the work of Hellerstein et al. [52], where they provide a model oriented directly to the study of indexing schemes. Indyk [55] gives a lower bound for the \( \lambda \)-neighborhood problem for the case of the infinity norm. It seems possible to extend these results for other norms, using the reduction described in [15] from partial match to NNS. However, the indexing model is probably too strong to model the NNS problem since it does not take into account any of the blocks accessed by the query when searching for the nearest neighbor, but instead considers only the the block that contains the actual answer. A more appropriate model for the study of nearest neighbor queries may be the external memory model [2], and it would be interesting to explore it further.

Finally, in this report we did not address the problem of dynamic NNS. There is an extensive literature on this subject especially for the exact problem. Furthermore, there seems to be a connection between the static and the dynamic problem; using the idea of persistence, solutions for the dynamic problem can be used for the static case.
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A  Range Spaces and VC dimension

A range space $S$ is defined as a pair $(U, \mathcal{R})$, where $U$ is a universe of geometric objects, and $\mathcal{R}$ is a set of subsets of the universe $U$. The subsets $R$ contained in $\mathcal{R}$ are called ranges and they can be thought of as regions of the universe $U$. For example, if $U$ is the set $\mathbb{R}^d$, we can define the range $R$ to be the set of points that are contained in some open ball centered at some point in $U$. The set $\mathcal{R}$ is the set of all open balls centered in some point in $U$. Let $X$ be a subset of $U$ (e.g. the set of points in the database $P$). We will show that we can construct a random sample $A$ of $X$ with “good” properties.

We give the following definitions.

Definition 4 Let $S = (U, \mathcal{R})$ be a range space, $X \subset U$, and $\varepsilon > 0$. The set $A \subset X$ is an $\varepsilon$-sample for $X$ if for every range $R \in \mathcal{R}$,

$$\left| \frac{|A \cap R|}{|A|} - \frac{|B \cap R|}{|B|} \right| \leq \varepsilon.$$  

Definition 5 Let $S = (U, \mathcal{R})$ be a range space, $X \subset U$, and $\varepsilon > 0$. The set $A \subset X$ is an $\varepsilon$-net for $X$ if for every range $R \in \mathcal{R}$, if $A \cap R$ is empty, then $|X \cap R| \leq \varepsilon |X|$.

The first definition says that for every range $R$ the points of $A$ in $R$ follow the same distribution as the points of $X$ in $R$ up to an additive constant $\varepsilon$. Intuitively, this means that the distribution of the objects in the sample is similar to the distribution of the objects in $X$.

The intuition behind the second definition is that if there exists a large concentration of points from $X$ in some region of the universe $U$, then the sample $A$ will contain some object from this region.
Therefore, if there is a range $R$ in $\mathcal{R}$ that contains no point of the sample set $A$, then it should contain only a small number of points of the set $X$. This property of the $\varepsilon$-nets is used in random sampling algorithms so as to decompose a set $X$ of objects into many sets of small size.

We now show that there are small $\varepsilon$-samples and $\varepsilon$-nets for certain range spaces, and that they can be found with random sampling. Let $S = (U, \mathcal{R})$ be a range space, and let $X$ be a subset $U$. The set $P_{\mathcal{R}}(X) = \{ R \cap X : R \in \mathcal{R} \}$ is the projection of $\mathcal{R}$ on $X$. If $P_{\mathcal{R}}(X)$ contains all the subsets of $X$, that is, if all subsets of $X$ can be written as an intersection with some range $R$, then we say that $X$ is shattered by the set $\mathcal{R}$. The Vapnik-Chervonenkis dimension (or VC-dimension) of the range space $S$, denoted by $VC(S)$, is the maximum cardinality of a shattered subset of $U$. If there are arbitrarily large shattered subsets of $U$ then $VC(S) = \infty$. If the space $S = (U, \mathcal{R})$ has finite VC-dimension, then the range space with ranges that are Boolean combinations of at most $k$ ranges from $\mathcal{R}$ has also finite dimension. In particular, if the VC-dimension of $S$ is $d$ then the VC-dimension of the new range space is $2dk \log(2d)$.

Consider, for example the range space $S = (U, \mathcal{R})$ we described above, where $U$ is $\mathbb{R}^d$, and $\mathcal{R}$ is the set of open balls centered in some point in $\mathbb{R}^d$. It is not hard to see that the VC-dimension of the range space is $d + 1$, since no set of $d + 2$ points can be shattered to all its subsets with ranges from $\mathcal{R}$. Consider for example, a set $X$ of points on a plane. First note that this set can be shattered only if the points are all vertices of a convex polygon. It is easy to see that any set of three points can be shattered to all of its subsets by the set of open balls. Let now $X$ be a set of four points. It is obvious that there are two non-adjacent points which we can not obtain as an intersection of $X$ with some open ball.

The following two theorems [3] show that there are small $\varepsilon$-samples, and $\varepsilon$-nets for range spaces with bounded VC-dimension. Furthermore, we can easily generate such sets by random sampling.

**Theorem 2** There is a positive constant $c$ such that if $(U, \mathcal{R})$ is a range space of VC-dimension at most $d$, $X \subset U$ is a finite set, and $\varepsilon, \delta > 0$, then a random set $A$ of cardinality $s$ of $X$, where

$$s \geq \frac{c}{\varepsilon^2} \left( d \log \frac{d}{\varepsilon} + \log \frac{1}{\delta} \right)$$

is an $\varepsilon$-sample for $X$ with probability at least $1 - \delta$.

**Theorem 3** Let $(U, \mathcal{R})$ be a range space of VC-dimension at most $d$, $X \subset U$ is a finite set, and $0 \leq \varepsilon, \delta \leq 1$. Let $A$ be a set obtained by $s$ random independent draws from $X$, where

$$s \geq \max \left\{ \frac{4}{\varepsilon} \log \frac{2}{\delta}, \frac{8d}{\varepsilon} \log \frac{8d}{\varepsilon} \right\}.$$ 

Then $A$ is an $\varepsilon$-net for $X$ with probability at least $1 - \delta$.

Note that if the set $A$ is an $\varepsilon$-net then it is also an $\varepsilon$-sample. Furthermore, in both cases the size of $A$ does not depend on the size of $X$.  
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B Parametric Search

Parametric search [65, 70] is a powerful technique that reduces search problems to decision problems. We present the technique through its application to the vertical ray shooting problem. Given a set of hyperplanes $H$ that define an upper convex polytope, and a query point $q$, let $o$ be a point (which may lie at infinity) from where a ray $oq$ emanates. We want to identify the first hyperplane in $H$ that is intersected by the ray $oq$. Assume that there exists some algorithm $A$, such that given a point $x$ it can answer the question: “does the segment $oq$ intersect any of the hyperplanes in $H$?”. This is called the empty intersection problem. The point $x$ is the parameter of the algorithm $A$. The value of $x$ for which the answer of the algorithm turns from NO to YES is called the critical value of the parameter, and it is denoted by $x^*$. We make the algorithm to output critical, when it is run on $x^*$.

Note that for any value $\alpha$ of $x$, we can tell if $\alpha > x^*$, $\alpha = x^*$, or $\alpha < x^*$, simply by looking at the output of the algorithm $A$ on $\alpha$. In general, we can compute the sign of a polynomial, simply by comparing $x^*$ with the roots of the polynomial. The algorithm for computing $x^*$ simulates $A$ on $x^*$, without knowing $x^*$. At every stage of the algorithm we keep an interval $I$ of candidate values for $x$. Each time a comparison is to be made between polynomials on $x^*$ we invoke the algorithm $A$ to locate $x^*$ among the roots of the polynomial. Thus, we determine the sign of the polynomial, and also identify an interval of roots $(\rho_i, \rho_{i+1})$ in which $x^*$ belongs. If $x^*$ is equal to some root, or if $I \cap (\rho_i, \rho_{i+1})$ is empty then we stop. Otherwise we set $I$ to be $I \cap (\rho_i, \rho_{i+1})$ and we continue until some root becomes equal to $x^*$. If $T_A$ is the time of the algorithm $A$ then this procedure takes time $\mathcal{O}(T_A^2)$. We can improve this with parallelization. If $T_P$ steps of the algorithm $A$ can be done in parallel in $P$ processors, then we can prove that the running time can be reduced to $\mathcal{O}(T_PT_A \log P)$.

C The Kushilevitz et al. algorithm

Kushilevitz et al. [61] solve the problem in the Euclidean space by reducing it to an instance of $(1 + \varepsilon)$-approximate NNS in the Hamming space. Given a query point $q$, the idea is to project the vector $q - x$ on quantized random lines, for all $x$ in $P$. Then, they use the property that the length of the vectors is preserved on average. Again, the underlying technique is randomized testing, since each projection can be viewed as a randomized test.

The search structure is constructed as follows. For every pair of points $(a, b)$ in $P$ we construct a search structure for the points in the closed ball $B(a, \ell)$, where $\ell = \|a - b\|$. The points in $B(a, \ell)$ are mapped onto a Hamming cube of dimension $DS$ as follows. Take a set of $D$ random lines that pass through the origin. At each line place $S$ breakpoints that divide the interval $[-L, L]$ into equal intervals. Let now $p$ be a point in $B(x, \ell)$, and let $p_j$ denote the projection of $p$ on the $j$-th line. The point $p$ is mapped to a $DS$-dimensional binary vector $\eta(p)$, such that the bit $\eta_{jj}(p)$ is set to one if the projection
$p_j$ lies after the $i$-th breakpoint. The Hamming distance between two points $\eta(p)$ and $\eta(q)$ depends upon the number of breakpoints that are contained between the corresponding projections. Note that the number of breakpoints $S$ that we place is an appropriately chosen constant, while the number $L$ increases with the radius $\ell$. Therefore, as $\ell$ increases the number the breakpoints become more sparse, and the Hamming distance decreases. In a way, the radius $\ell$ measures the precision with which we measure the distances.

The actual data structure consists of $n^2$ Hamming cubes of dimension $DS$, and a search structure for each cube. For each cube, we also keep a set of $D$ vectors. The number $D$ is chosen to be $O(d^2 \log d)$. This value is determined by a VC-dimension argument, so as to guarantee that the distance $|p_j - q|$ follows a “nice” distribution with high probability. In this case, the scaled distance $\frac{\|r - q\|}{\ell}$ is preserved in the mapping.

Given the data structure, and in light of the above discussion, the search algorithm operates as follows. Initially we start with two points $a_0$ and $b_0$, that are furthest apart. Let $\ell_0 = \|a_0 - b_0\|$. The ball $B(a_0, \ell_0)$ contains all points in the database. At round $j$ we consider two points $a_j$ and $b_j$, and we probe the Hamming cube for the points in $B(a_j, \ell_j)$, where $\ell_j = \|a_j - b_j\|$. Let $a_{\min}$ denote the actual nearest neighbor point to the query point $q$, and let $\ell_{\min}$ denote the minimum distance. We consider the following cases.

- $\frac{\ell_{\min}}{\ell_j} > \lambda_2$ for some constant $\lambda_2 = O(1/\varepsilon)$. This means that the point $q$ is far enough from the set of points in $B(a_j, \ell_j)$, so any point in $B(a_j, \ell_j)$ is an $(1 + \varepsilon)$-approximate nearest neighbor, and we may as well return $a_j$.

- $\lambda_1 \leq \frac{\ell_{\min}}{\ell_j} \leq \lambda_2$, for constant $\lambda_1 > 0$, and $\lambda_2 = O(1/\varepsilon)$. It can be proven that in this case the Hamming distance gives a good approximation of the actual distance. Thus the nearest neighbor in the Hamming cube corresponds to the nearest neighbor in the $\mathbb{R}^d$ space.

- $\frac{\ell_{\min}}{\ell_j} < \lambda_1$, for some constant $\lambda_1 > 0$. This means that the distance $\ell_j$ is not a good measure to discriminate between points that are close to each other, and we need to reduce it. We do so in a way that ensures that both the radius and the number of points to be considered reduces by a constant factor.

The algorithm finds an $(1 + \varepsilon)$-approximate nearest neighbor in $O(\log n)$ iterations. Each iteration performs $O(\text{poly}(\varepsilon^{-1})d^2 \log(nd/\varepsilon))$, and a search in the $DS$-dimensional Hamming cube that takes time $O(\text{poly}(\varepsilon^{-1})d \log(nd/\varepsilon))$. We can therefore conclude that the expected time of the algorithm is $O(\text{poly}(\varepsilon^{-1})(n \log(nd/\varepsilon))^{O(\varepsilon^{-2})})$. 
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