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ABSTRACT

Result diversification has recently attracted much atten-
tion as a means of increasing user satisfaction in rec-
ommender systems and web search. Many different ap-
proaches have been proposed in the related literature for
the diversification problem. In this paper, we survey,
classify and comparatively study the various definitions,
algorithms and metrics for result diversification.

1. INTRODUCTION

Today, most user searches are of an exploratory
nature, in the sense that users are interested in
retrieving pieces of information that cover many
aspects of their information needs. Therefore, re-
cently, result diversification has attracted consid-
erable attention as a means of counteracting the
over-specialization problem, i.e. the retrieval of too
homogeneous results in recommender systems and
web search, thus enhancing user satisfaction (e.g.
[20, 16]). Consider, for example, a user who wants
to buy a car and submits a related web search query.
A diverse result, i.e. a result containing various
brands and models with different horsepower and
other technical characteristics is intuitively more
informative than a result that contains a homoge-
neous result containing only cars with similar fea-
tures.

Diversification is also useful in counter-weighting
the effects of personalization. Personalization aims
at tailoring results to meet the preferences of each
specific individual (e.g. [10, 15]). However, this may
lead to overly limiting the search results. Diver-
sification can complement preferences and provide
personalization systems with the means to retrieve
more satisfying results (as in [14]).

In this paper, we survey the various approaches
taken in the area of result diversification. We clas-
sify the ways that diverse items in the related lit-
erature are generally defined in three different cat-
egories, namely in terms of (i) content (or similar-
ity), i.e. items that are dissimilar to each other (e.g.

[18]), (ii) novelty, i.e. items that contain new infor-
mation when compared to previously seen ones (e.g.
[3, 19]) and (iii) coverage, i.e. items that belong to
different categories (e.g. [1]). Then, we present vari-
ous algorithms for result diversification and classify
them into two main groups, namely (i) greedy (e.g.
[20]) and (ii) interchange (e.g. [17]) algorithms. We
also show the main metrics used for evaluating the
performance of diversification systems.

The rest of this paper is structured as follows. In
Section 2, we classify various definitions of the re-
sult diversification problem, while in Section 3, we
see how diversity is combined with other ranking
criteria. In Section 4, we review the proposed algo-
rithms for efficiently retrieving diverse results and,
in Section 5, we show measures used for evaluating
the diversity of selected items. Finally, Section 6
concludes this paper.

2. DIVERSITY DEFINITIONS

Generally, the problem of selecting diverse items
can be expressed as follows. Given a set1 X of n
available items and a restriction k on the number
of wanted results, the goal is to select a subset S∗

of k items out of the n available ones, such that, the
diversity among the items of S∗ is maximized.

In this section, we present various specific def-
initions of the result diversification problem that
can be found in the research literature. We clas-
sify these definitions based on the way that diverse
items are defined, i.e. (i) content, (ii) novelty and
(iii) coverage. Note that, this classification is some-
times fuzzy, since these factors are related to each
other and, therefore, a definition can affect more
than one of them.

2.1 Content-based definitions

Content-based definitions interpret diversity as
an instance of the p-dispersion problem. The ob-
1In some works, the term “set” is used loosely to denote
a set with bag semantics or a multiset, where the same
item may appear more than once in the set.
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jective of the p-dispersion problem is to choose p
out of n given points, so that the minimum distance
between any pair of chosen points is maximized [6].
The p-dispersion problem has been studied in the
field of Operations Research for locating facilities
that should be dispersed; such as franchises belong-
ing to a chain or nuclear power plants. Formally,
the p-dispersion problem is defined as follows:

Given a set X of points, X = {x1, . . . , xn}, a
distance metric d(.,.) among points and an integer
k, locate a subset S∗ of X , such that:
S∗ = argmax

S⊆X
|S|=k

f(S), where f(S) = min
xi,xj∈X
xi �=xj

d(xi, xj)

Content-based definitions of diversity have been
proposed in the context of web search and recom-
mender systems. Most often, however, the objective
function that is maximized is the average distance
of any two points, instead of the minimum one, that
is:

f(S) =
2

k(k − 1)

k∑
i=1

k∑
j>i

d(xi, xj) (1)

This approach is followed in [20], where the diver-
sity of a set of recommendations in a typical recom-
mender system is defined based on their intra-list
similarity, which is the application of Equation 1
along with a user-defined distance metric.

Another work that defines diverse recommenda-
tions based on content is [17]. The distance between
recommendations is measured based on their expla-
nations. Given a set of items X and a set of users
U , the explanation of an item x ∈ X recommended
to a user u ∈ U can be defined in a content-based
approach as:

Expl(u, x) = {x′ ∈ X |sim(x, x′) > 0∧x′ ∈ Items(u)}

where sim(x, x′) is the similarity of x, x′ and Items(u)
is the set of all items rated in the past by user u. A
non content-based collaborative filtering approach
is also considered, in which:

Expl(u, x) = {u′ ∈ U|sim′(u, u′) > 0∧x ∈ Items(u′)}

where sim′(.,.) is a similarity metric between two
users. The similarity sim(.,.) between two items x
and x′ can be defined based on the Jaccard simi-
larity coefficient, the cosine similarity or any other
similarity measure. The diversity of a set of items
S ⊆ X is defined as the average distance of all pairs
of items (as in Equation 1). A similar Jaccard-based
similarity measure is also used in [7]. In that case,
each document is described by a sketch produced
by a number of hash functions. Another alternative
distance metric used in that work is a taxonomy-

based categorical distance when this can be applied
(e.g. in the case of documents).

A content-based definition of diversity has also
been applied in the context of publish/subscribe
systems [5, 4]. Here, given a period or a window of
matching events and an integer k, only the k most
diverse of them (based on Equation 1) are delivered
to the related subscribers.

Another definition that can be classified in this
category is the one used in [16] in the context of
database systems. Given a database relation R =
(A1, . . . , Am), a diversity ordering of R, denoted
≺R, is a total ordering of its attributes based on
their importance, say A1 ≺ . . . ≺ Am. Also, a
prefix with respect to ≺R, denoted ρ, is defined as
a sequence of attribute values in the order given by
≺R, moving from higher to lower priority. Let ρ be
a prefix of length l and t, t′ be two tuples of R that
share ρ. The similarity between t and t′ is defined
as:

simρ(t, t′) =
{

1 if t.Al+1 = t′.Al+1

0 otherwise
Now, given an integer k, a subset S of R with car-
dinality k is defined to be diverse with respect to
ρ if all tuples in S share the prefix ρ and the sum
of their pair-wise similarities, as defined above, is
minimized. S is also said to be diverse with respect
to R if it is diverse with respect to every possible
prefix for R.

Finally, a content-based definition of diversity is
used in [8] to extend the k-nearest neighbor prob-
lem, so that, given an item x, the k spatially closest
results that are sufficiently different from the rest of
the answers are retrieved. In this case, the distance
between two items is based on the Gower coefficient,
i.e. a weighted average of the respective attribute
differences of the items. Assuming δi to be equal
to the difference between the ith attributes of two
items x, x′ then:

d(x, x′) =
∑

i

wiδi

where wi is a weight corresponding to the ith dimen-
sion of the items. Two items are considered diverse
if their distance d(.,.) is greater than a given thresh-
old and a set S is considered diverse if all the pairs
of items in it are diverse.

2.2 Novelty-based definitions

Novelty is a notion closely related to that of di-
versity, in the sense that items which are diverse
from all items seen in the past are likely to contain
novel information, i.e. information not seen before.

A distinction between novelty and diversity in the
context of information retrieval systems is made in
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[3], where novelty is viewed as the need to avoid re-
dundancy, whereas diversity is viewed as the need
to resolve ambiguity. Each document x and query q
are considered as a collection of information nuggets
from the space of all possible nuggets O = {o1, . . . , om}.
Given a binary random variable Rx that denotes
whether a document x is considered relevant to a
given query q, then:

P (Rx = 1|q, x) = P (∃oi, such that oi ∈ x ∩ q)
Now, given an ordered list of documents x1, . . . , xn

retrieved by an IR system for q, the probability that
the kth document is both novel and diverse from the
k − 1 first ones, i.e. Rxk

= 1, is equal to the prob-
ability of that document containing a nugget that
cannot be found in the previous k − 1 documents.
Given a list of k−1 preceding documents, the prob-
ability that a nugget oi ∈ O is novel for a query q
is:

P (oi ∈ q|q, x1, . . . , xk−1) = P (oi ∈ q)
k−1∏
j=1

P (oi /∈ xj)

Assuming that all nuggets are independent and equally
likely to be relevant for all queries, then:

P (Rxk
= 1|q, x1, . . . , xk) =

1 −
m∏

i=1

(1 − γαJ(xk, oi)(1 − α)roi,k−1) (2)

where J(xk, oi) = 1 if some human judge has deter-
mined that xk contains the nugget oi (or zero oth-
erwise), α is a constant in (0, 1] reflecting the pos-
sibility of a judge error in positive assessment, γ =
P (oi ∈ q) and roi,k−1 is the number of documents
ranked up to position k−1 that have been judged to
contain oi, i.e. roi,k−1 =

∑k−1
j=1 J(xj , oi). This ap-

proach requires prior knowledge of the nuggets and
also considerable amount of human effort for judg-
ing the relevance of documents in order to compute
the related probabilities.

Another work based on novelty is [19], which aims
at enhancing adaptive filtering systems with the ca-
pability of distinguishing novel and redundant items.
Such systems should identify documents that are
similar to previously delivered ones, in the sense of
having the same topic, but also dissimilar to them,
in the sense of containing novel information. The
redundancy R of each document x is measured with
respect to its similarity to all previously delivered
documents, denoted D(x), as follows:

R(x|D(x)) = argmax
x′∈D(x)

R(x|x′)

where R(x|x′) is the redundancy (similarity) of x
with respect to another document x′. Three dif-
ferent ways for measuring R(x|x′) are considered,
namely the set difference, the geometric distance

and the distributional distance. The set difference
is based on the number of new terms that appear
in x:

R(x|x′) =
∣∣∣Set(x) ∩ Set(x′)

∣∣∣
In the above formula, given a term w and a doc-
ument x, it holds that w ∈ Set(x), if and only
if, Count(w, x) > h, where h is a constant and
Count(w, x) = α1tfw,x + α2dfw + α3rdfw. tfw,x

is the frequency of w in x, dfw is the number of
all filtered documents that contain w, rdfw is the
number of delivered documents that contain w and
α1, α2, α3 are constants with α1 +α2 +α3 = 1. The
geometric distance is based on the cosine similarity
between x and x′: If we represent each document x
as a vector x = (tfw1,x, tfw2,x, . . . , tfwm,x)T , where
w1, w2, . . . , wm are all the available terms, then:

R(x|x′) = cos(x,x′)

=
xT x′

‖x‖ ‖x′‖
Finally, the distributional distance is based on a
probabilistic language model. Each document x is
represented by a unigram word distribution θx and
the distance among two documents is measured via
the Kull- back-Leibler formula:

R(x|x′) = −KL(θx, θx′)

= −
∑
wj

P (wj |θx) log
P (wj |θx)
P (wj |θx′)

A mixture-model approach is considered in order to
find the language models for the θ distributions.

2.3 Coverage-based definitions

Some works view diversity in a different way, that
of selecting items that cover many different interpre-
tations of the user’s information need. For example,
[1] considers typical web search and, given a query q
and a taxonomy C of independent information cat-
egories, aims at retrieving k documents that cover
many interpretations of q, especially interpretations
that are considered important. The result diversi-
fication problem in this context is formally defined
as follows: Given a query q, a set of documents X ,
a taxonomy C, a probability distribution P (c|q) of
each category c ∈ C being relevant to q, the proba-
bility V (x|q, c) of each document x ∈ X being rele-
vant to each category c for q and an integer k, find
a set of documents S∗, such that:

S∗ = argmax
S⊆X
|S|=k

P (S|q)

where:
P (S|q) =

∑
c

P (c|q)(1 −
∏
x∈S

(1 − V (x|q, c))) (3)
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The probability of x not covering a relevant to the
query q category c is equal to (1−V (x|q, c)). There-
fore, the above equation, in essence, maximizes the
probability of each relevant category c being cov-
ered by at least one document in S. This method
requires prior knowledge of the taxonomy and the
learning of the probability distributions.

[12] also makes use of a cover-based definition of
diversity to locate and highlight diverse concepts in
documents. Given a set of sentences S, the cover
of S is the union of all terms t appearing in any
sentence x in them, that is:

Cov(S) =
⋃
x∈S

⋃
t∈x

t

Assuming a function g(i) that measures the benefit
we have by covering a term exactly i times, the gain
of S is:

Gain(S) =
|S|∑
i=0

∑
t∈Ti

w(t)g(i)

where Ti is the set of terms appearing in exactly i
sentences in S and w(t) is a weight for the term t.
Now, the result diversification problem is defined as
follows: Given a document consisting of n sentences
X = {x1, . . . , xn} and an integer k, locate a set of
sentences S∗, such that:

S∗ = argmax
S⊆X
|S|≤k

Gain(S) (4)

3. COMBINATION OF DIVERSITY WITH

OTHER CRITERIA

Diversity is most commonly used along with some
other ranking criterion, most commonly that of rel-
evance to the user’s query. To the best of our knowl-
edge, the first work in which the two measures were
combined is [2], in which marginal relevance, i.e. a
linear combination of relevance and diversity, is pro-
posed as a criterion for ranking results retrieved by
IR systems. A document has high marginal rel-
evance if it is both relevant to the user query q
and also exhibits minimal similarity to previously
selected documents. Formally, given the set of all
retrieved documents X and the set of already se-
lected ones, denoted S, the document x∗ ∈ X\S
that has the maximum marginal relevance to S is:

x∗ = argmax
x∈X\S

[
λ(rel(x) − (1 − λ) max

x′∈S
d(x, x′))

]

where rel(x) is the relevance of x to the query and
λ ∈ [0, 1]. This approach has also been applied in
[14] as a means to reformulate queries submitted
in web search. The above formulation of the prob-
lem is called max-sum diversification. The objective
function that is maximized this case is:

f(S) = (k − 1)
∑
x∈S

rel(x) + 2λ
∑

x,x′∈S

d(x, x′)

where λ > 0. Other variations of combining rele-
vance and diversity are the max-min diversification,
where:

f(S) = min
x∈S

rel(x) + λ min
x,x′∈S

d(x, x′)

and also a mono-objective formulation of the prob-
lem in which:

f(S) =
∑
x∈S

[
rel(x) +

λ

|X − 1|
∑

x′∈X
d(x, x′)

]

[7] considers the combination of relevance and di-
versity and presents eight intuitive axioms that di-
versification systems should satisfy. However, it is
shown that not all of them can be satisfied simulta-
neously.

The combination of these two criteria has also
been studied in [18] as an optimization problem.
Let once again X = {x1, . . . , xn} be a set of items
and D be an n×n distance matrix with the (i, j)th

element being equal to d(xi, xj). Let also m be
an n-dimensional vector with the ith element being
equal to rel(xi). Consider, finally, an integer k and
a binary n-dimensional vector y with the ith ele-
ment being equal to 1, if and only if, xi belongs to
the k most highly relevant and diverse items. Now,
given a diversification factor λ ∈ [0, 1], we can de-
fine the problem of selecting k items that are both
as relevant and diverse as possible as follows:

y∗ = argmax
y

(1 − λ)αyT Dy + λβmT y

s.t. 1T y = k and
y(i) ∈ {0, 1}, 1 ≤ i ≤ n (5)

where α and β are normalization parameters.
Diversity is also combined with spatial distance,

as a relevance characterazation, when solving the
k-nearest diverse neighbors problem in [8].

Finally, threshold-based techniques can also be
employed as in [18], where variations of the opti-
mization problem of Equation 5 are considered (e.g.
maximize the diversity of the selected items given
a relevance threshold and, the dual, maximize the
relevance of the selected items given a minimum re-
quired diversity). Placing a threshold on diversity
however may be hard, since it requires an estima-
tion of the achievable diversity.

4. ALGORITHMS

Given a set X of items, X = {x1, . . . , xn}, a dis-
tance metric d(.,.) among items and an integer k,
the diversification problem is to locate a subset S∗

of X , such that the diversity among the selected
items is maximized, where the diversity of a set of
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items is defined based on some specific definition of
Section 2.

Generally, the diversification problem has been
shown to be NP-hard. Thus, to solve large instances
of the problem, we need to rely on heuristics. Many
heuristic algorithms have been used in the research
literature and have been employed for solving vari-
ations of the problem in more than one research
fields. We can classify these heuristics into two main
categories: (i) greedy and (ii) interchange (or swap).
In following, we describe heuristics in each category
and their applications.

4.1 Greedy Heuristics

The greedy heuristics are the ones most com-
monly used since they are intuitive and some of
them are also relatively fast. Greedy heuristics gen-
erally make use of two sets: the set X of available
items and the set S which contains the selected
ones. Items are iteratively moved from X to S and
vice versa until |S| = k and |X | = n − k. In most
works, S is initialized with some item, e.g. the most
relevant one, and then items are moved one-by-one
from X to S until k of them have been selected.
The item that is moved each time is the one that
has the maximum item-set distance from S. The
item-set distance, denoted setdist(xi, S), between
an item xi and a set of items S is defined based on
its distance from the items in S, for example:

setdist(xi, S) = min
xj∈S

d(xi, xj)

or

setdist(xi, S) =
1
|S|

∑
xj∈S

d(xi, xj)

Ties are generally broken arbitarily.
This greedy approach is, for example, used in

[20] in the context of recommender systems, where,
given a set of recommendations X = {x1, . . . , xn}
and their degrees of relevance rel(xi), 1 ≤ i ≤ n,
to a user query, diverse recommendations are pro-
duced. S is initialized with the most relevant recom-
mendation. Then, recommendations are added one-
by-one to S as follows: For each recommendation xi

not yet added to S, its item-set distance from the
recommendations already in S is computed. These
“candidate” recommendations are then sorted in or-
der of (i) relevance to the query and (ii) item-set
distance to S. The rank of each recommendation
is a linear combination of its positions in the two
sorted lists. The recommendation with the mini-
mum rank is added to S and the process is repeated
until S has k recommendations. Note that the rec-
ommender system has to produce a larger number of
recommendations (n) out of which the final k ones

will be selected. The larger this number, the higher
the possibility that more diverse recommendations
will be located (at the cost of higher computation
cost).

A greedy heuristic is also employed in [12] for
locating diverse sentences in documents. At each
round, the sentence which has the highest gain for
S, as defined in Equation 4, is added to S. [1] also
follows the greedy approach. In that case, an algo-
rithm is proposed that, given the set of the top-k
most relevant documents to a query, it re-orders
them in a way, such that, the objective function of
Equation 3 is maximized. [7] also employs another
greedy variation, first presented in [9] as a solution
to the p-dispersion problem, in which, at each it-
eration, the two remaining items with the largest
pair-wise distance are added to S. A greedy solu-
tion is also used in [17] for recommenders. However,
in that case, threshold values are also used to de-
termine when two recommendations are considered
distant. [8] also uses a greedy algorithm for locating
the k-nearest diverse neighbors to a given item.

A special case of greedy heuristics are neighbor-
hood heuristics. These algorithms start with a so-
lution S containing one random item and then it-
eratively add items to the solution. The items to
be considered at each iteration are limited based on
the notion of r-neighborhood of an item xi ∈ X ,
N(xi,X , r), defined as:

N(xi,X , r) = {xj ∈ X : d(xi, xj) ≤ r}
In other words, all items that have a smaller or equal
to r distance to xi belong to its r-neighborhood. At
each iteration, only items outside the r-neighborhoods
of all already selected items are considered. Out of
these items, one is chosen to be added to the solu-
tion. This can be the fist located item outside those
r-neighborhoods, the one that has the smallest sum
of distances to the already selected items or the one
that has the largest sum of distances to the already
selected items [6]. Note that the selection of r plays
an important role as it restricts the number of items
that are considered at each iteration. In fact, given
a value of r, a solution S with |S| = k may not even
exist.

4.2 Insterchange (Swap) Heuristics

Interchange (or Swap) heuristics have also been
used in the literature for solving the diversification
problem. Generally, these heuristics are initialized
with a random solution S and then iteratively at-
tempt to improve that solution by interchanging an
item in the solution with another item that is not in
the solution. At each round, possible interchanges
are the first met one that improves the solution or
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the one that improves the solution the most.
An interchange heuristic that combines the rele-

vance and diversity criteria is proposed in [17]. In
this approach, S is initialized with the k most rel-
evant items. At each iteration, the item of S that
contributes the least to the diversity of the entire
set, i.e. the one with the minimum item-set dis-
tance, is interchanged with the most relevant item
in X\S. Interchanges stop when there are no more
items in X\S with higher relevance than a given
threshold.

Another work that employs an interchange algo-
rithm is [13], where, given a set of structured search
results, the goal is to identify a subset of their fea-
tures that are able to differentiate them. Starting
with a random subset of features, at each iteration,
one of these features is interchanged with a better
candidate feature.

4.3 Other Heuristics

An algorithm for achieving diversity in database
systems based on a tree index structure, i.e. the
Dewey tree, is presented in [16]. Each tuple of a
database relation is represented by a path in the
tree. Higher levels of the tree represent more impor-
tant attributes, according to the diversity ordering
of the relation (see Section 2). Diverse tuples are
retrieved by traversing this tree.

Motivated by the fact that the one-dimensional p-
dispersion problem can be solved optimally in poly-
nomial time, [6] considers a dimensionality-reduction
heuristic that projects items in one dimension only.
However, in practice, this approach does not result
in good solutions.

A hybrid greedy/interchange heuristic is used in
[4] in the context of continuous data. In this case, a
diverse subset S is located using a greedy approach
and then its diversity is further improved by per-
forming interchanges.

Another related approach is that of [11], where,
given the set of a database query results, these re-
sults are grouped in k clusters and the correspond-
ing k medoids are retrieved as a subset of k repre-
sentative and diverse results.

Finally, in [18], where the diversification problem
is formulated as an optimization one, a solution is
approximated via optimization techniques that in-
clude problem relaxation and quantization.

5. EVALUATION MEASURES

The diversity of a set S of selected items can
be evaluated by the value of the objective function
f(S) based on which the diversity problem is de-
fined, e.g. Equation 1. This approach is used in
most of the related work (e.g. [20, 17, 5, 12, 18]).

The computed value can be normalized by the cor-
responding value for the set S∗, i.e. the optimal so-
lution to the diversification problem. This, how-
ever, is not always feasible due to the high cost of
computing the optimal solution.

In the field of IR systems, there has been an ef-
fort to adapt traditional IR evaluation measures so
as to become diversity-aware. A key difference of
these approaches is that the retrieved results are
usually viewed as an ordered list instead of a set.
These adapted measures are usually applied along
with novelty-based or coverage-based diversity def-
initions.

For example, [3] proposes evaluating retrieved re-
sults through a weighted Normalized Discounted Cu-
mulative Gain Measure (denoted α-NDCG), a mea-
sure often used in the context of IR systems that
measures the gain of an item being at a specific po-
sition of the list given the items that precede it.
Given an ordered list of items, the kth element of
the list’s gain vector, denoted G, is computed based
on Equation 2 as:

G[k] =
m∑

i=1

J(xk, oi)(1 − α)roi,k−1

and the corresponding cumulative gain vector, de-
noted GC, is computed as:

CG[k] =
k∑

j=1

G[j]

Usually, the elements of the cumulative gain vector
are weighted according to their position in the list,
so the discounted cumulative gain vector, denoted
DGC, is computed as:

DCG[k] =
k∑

j=1

G[j]
log2(1 + j)

The discounted cumulative gain vector computed
for a list is finally normalized by the ideal discounted
cumulative gain. However, the computation of this
is an NP-complete problem and, in practice, its
value is approximated via heuristics.

The adaptation of the NDCG measure is also con-
sidered in [1], where NDCG is aggregated over all
available categories that a document may be related
to (see Section 2). This variation is called Intent-
Aware Normalized Discounted Cumulative Gain Mea-
sure (denoted NDCG-IA). Its value for the kth ele-
ment of a list S of items retrieved for a query q is:

NDCG-IA(S, k) =
∑

c

P (c|q)NDCG(S, k|c)

The same aggregation method can be applied to
other IR measures as well, such as Mean Reciprocal
Rank (MRR) and Mean Average Precision (MAP).
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Fianlly, a redundancy-aware variation of the tra-
ditional precision and recall measures is considered
in [19]:

Redundancy-Precision =
R−

R− + N−

and

Redundancy-Recall =
R−

R− + R+

where R− is the set of non-delivered redundant doc-
uments, N− is the set of non-delivered non-redundant
ones and R+ is the set of delivered redundant ones.

Besides deriving appropriate measures, user stud-
ies are also central in evaluating the usefulness of di-
versification. In a recent study, two thousand vol-
unteers from the BookCrossing2 community were
asked to rate recommendations produced by using
diversification techniques [20]. The results vary ac-
cording to the method used to acquire the initial
recommendations, but overall users rated the diver-
sified recommendations higher than the non-diversified
ones in all cases, as long as diversity contributed up
to 40% to the linear combination of the relevance
and diversity measures. A higher contribution led
to a lower overall rating by the users. An inter-
esting finding is that, when diversified results were
presented to the users, the individual recommen-
dations where generally rated lower but the overall
rating of the recommendation list as a whole was
higher.

6. CONCLUSIONS

In this work, we presented the various definitions
of the result diversification problem proposed in the
research literature and classified them into three
main categories, namely content-based, novelty-based
and cover- age-based. These three factors are closely
related and, therefore, most related work considers
more than one of them. We also reviewed different
approaches taken for the combination of diversity
with other ranking criteria, most commonly that of
relevance, to the user’s information need. We clas-
sified the algorithms used in the literature for locat-
ing diverse items into two main categories (greedy
and interchange) and also discussed other used ap-
proaches. Finally, we showed how diversity is eval-
uated.
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