106

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 18, NO. 1, JANUARY 2009

Accurate Distortion Estimation and Optimal
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Video Transmission Over MIMO Systems
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Abstract—TIn this paper, we propose an optimal strategy for the
transmission of scalable video over packet-based multiple-input
multiple-output (MIMO) systems. The scalable extension of
H.264/AVC that provides a combined temporal, quality and spa-
tial scalability is used. For given channel conditions, we develop a
method for the estimation of the distortion of the received video
and propose different error concealment schemes. We show the
accuracy of our distortion estimation algorithm in comparison
with simulated wireless video transmission with packet errors. In
the proposed MIMO system, we employ orthogonal space-time
block codes (O-STBC) that guarantee independent transmission
of different symbols within the block code. In the proposed con-
strained bandwidth allocation framework, we use the estimated
end-to-end decoder distortion to optimally select the application
layer parameters, i.e., quantization parameter (QP) and group of
pictures (GOP) size, and physical layer parameters, i.e., rate-com-
patible turbo (RCPT) code rate and symbol constellation. Results
show the substantial performance gain by using different symbol
constellations across the scalable layers as compared to a fixed
constellation.

Index Terms—Distortion estimation, MIMO systems, optimal
bandwidth allocation, Scalable H.264, wireless video.

I. INTRODUCTION

HE most recent third generation (3G) and upcoming

fourth generation (4G) wireless technologies have made
it possible to deliver multimedia services over high data rates.
The latest H.264/AVC standard has already shown to provide
superior compression efficiency and error-resilient transmission
over varied networks [1]-[3], and the very recently proposed
scalable extension of H.264/AVC, popularly known as SVC,
inherits its error-resilient network adaptation layer (NAL)
structure and provides layers of different importance depending
on their contribution in the reconstructed video [4]-[7]. The
scalability can be exploited to improve the video transmission
over error-prone wireless networks by protecting the different
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layers with unequal error protection (UEP). The UEP for the
scalable data can be provided by using forward error correction
(FEC) combined with an appropriate modulation technique. In
many publications, it has been shown that jointly optimizing
source and channel coding parameters for video transmission
could improve the overall system performance [8]-[14].

Lots of research has been done in the field of scalable video
coding, among the latest of which is the SVC, first proposed
in October 2004 [4]—[7]. This codec uses and extends the NAL
unit concept of the H.264/AVC standard, and also provides a
base layer compatible with it. The most important feature of
this codec is a combined scalability in the form of temporal
scalability using a hierarchical prediction structure, fine gran-
ular quality scalability using progressive refinement slices and
spatial scalability using interlayer prediction mechanisms. In
this paper, we consider both temporal scalability and fine gran-
ular scalability (FGS); however, the same work can be extended
to also include the spatial scalability. We consider the efficient
transmission of these scalable layers over packet-based wire-
less networks, with optimization of both source and channel
coding parameters. For that to be possible, a good knowledge
of the total end-to-end decoder distortion should be available at
the encoder. Various decoder distortion estimation algorithms
have been proposed in the literature. In [15], a per-pixel based
decoder distortion estimation algorithm, ROPE was proposed
for the H.263+ codec. Using the ROPE algorithm, the first and
second moments of the pixel values, which depend on packet
loss probabilities, are recursively obtained to calculate the
decoder distortion, which is further used for optimal (source
coding) mode selection for a given target rate. In [16], the
authors extend the ROPE algorithm to estimate the decoder
distortion at the encoder for the scalable H.263+ codec for
only SNR scalability. Also, in [17], the ROPE algorithm is
further modified for different re-synchronization schemes
for the transmission of nonscalable H.263 coded video over
tandem channels. In [18], the mean as well as the variance of
the end-to-end distortion is considered when allocating limited
source and channel resources. In our paper, we develop a
method for the accurate estimation of the SVC video distortion
at the receiver for given channel conditions and also propose
different error concealment schemes to handle packet losses for
the SVC decoder. Our scalable decoder distortion estimation
(SDDE) algorithm takes into account loss of both temporal (due
to the hierarchical structure) and SNR scalable layers as well as
error concealment at the decoder. We compare the performance
of our distortion estimation algorithm with simulated video
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transmission over wireless channels with packet errors. To the
best knowledge of the authors, no algorithms for the estimation
of the decoder distortion for video codecs based on hierarchical
prediction structure and providing combined temporal and SNR
scalability (such as SVC), have been proposed in the literature.

Any wireless transmission system suffers from environmental
noise, fading and the bandlimited nature of the channel. Diver-
sity techniques, including spatial, time and frequency domain
diversity, have been suggested to help overcome these degra-
dations by providing the receiver with multiple replicas of the
transmitted signal over different channels [19]. As one of the di-
versity techniques, space-time coding (STC) over multiple an-
tenna systems has been studied extensively [20]-[22]. It inte-
grates antenna diversity with coding techniques to achieve a
higher capacity and reduce co-channel interference in multiple
access. Space-time block codes (STBC), which were first pro-
posed by Alamouti [20] and later generalized by Tarokh et al.
[22], are one of the STC techniques for broadband wireless com-
munications. These codes exploit the orthogonality property of
the code matrix to achieve the full diversity gain and have the ad-
vantage of having a low complexity maximum-likelihood (ML)
decoder. We employ these codes in the proposed video trans-
mission scheme using a multiple-input multiple-output (MIMO)
system. The orthogonal STBC (O-STBC) used here guarantee
independent transmission and decoding of each symbol in a
given block code. This enables us to independently choose the
elements of the codeword from different constellations (mod-
ulation schemes), and, hence, an additional unequal error pro-
tection can be provided for each element of the codeword. We
consider two MIMO systems, one with multiple transmit and
multiple receive antennas (2 X 2) and the other with multiple
transmit and a single receive antenna (4 x 1). Both of these sys-
tems have the same diversity gain but the latter is more practical
in case of space and power limitations at the receive (mobile)
terminals.

In only a few publications such as [23] and [24], wireless
video transmission using STC has been studied. In [23], an inte-
grated system of data-partitioned video coding, layered space-
time block coding, OFDM modulation and unequal error pro-
tection is proposed. It is shown that unequal error protection fa-
cilitates the interference cancellation and enhances the quality
of reconstructed video, but no optimization for resource alloca-
tion is addressed. In [24], progressive video transmission over
space-time differentially coded OFDM system is proposed with
an UEP structure for optimal rate and power allocation among
multiple layers. However, in all the above mentioned work, the
orthogonal structure of STBC codes has not been exploited by
independent transmission of the layered video over different
symbols of the STBC code modulated with different constella-
tions. In [25], an approach for using the SVC with unequal era-
sure protection (UXP) over a wireless IP networks is proposed.
Temporal scalability is considered and their UXP scheme shows
the advantage of protecting the layered video unequally over
the single layer protection. In [26], the authors propose an SNR
scalable version of H.264/AVC and use a hierarchical quadra-
ture amplitude modulation (HQAM) technique for unequal pro-
tection of the scalable layers.

In this paper, we propose a system that integrates video
coding with combined scalability, FEC through unequal
channel coding, modulation schemes and spatial diversity for
wireless video transmission. Temporal and quality scalable
layers are obtained using the SVC and are unequally protected
using rate-compatible punctured turbo (RCPT) [27] codes
with cyclic redundancy check (CRC) [28] error detection. The
channel coded layers are then modulated and encoded using
O-STBC for transmission over multiple antennas. We address
the problem of minimization of the expected end-to-end dis-
tortion by optimally selecting source coding parameters: the
quantization parameter (QP) and the group of picture (GOP)
size, and the channel coding and the physical layer parameters:
RCPT channel coding rate and the symbol constellation choice
for the MIMO transmission. The optimization is constrained
on the total available bandwidth for transmission. The accurate
estimation of the decoder distortion using the SDDE algorithm
plays a key role in this optimization problem.

The rest of the paper is organized as follows. Section II
discusses the coding structure of SVC and explains in detail
the proposed estimation algorithm for decoder distortion. Also
in the same section, we propose different error concealment
schemes. In Section III, we describe the MIMO systems
used in this work. In Section IV, we define and address the
optimal bandwidth allocation problem. Experimental results
are discussed in Section V. Finally, conclusions are drawn in
Section VL.

II. SCALABLE H.264 CODEC AND DECODER
DISTORTION ESTIMATION

A. Scalable Extension of H.264/AVC (SVC)

SVC is based on a hierarchical prediction structure and has
base layer compatibility with H.264/AVC. It provides three
types of scalability: spatial, temporal and quality. In each of
the spatial scalable layers, a hierarchical prediction structure is
used to code a GOP. The hierarchical coding structure that pro-
vides temporal scalability is shown in Fig. 1. The first picture
of the video sequence is always intracoded and is called a key
picture. A GOP consists of a key picture and all other pictures
temporally located between the key picture and the previously
encoded key picture. The key pictures are either encoded in
intra or inter mode, with only previously encoded key pictures
as the reference pictures. These key pictures collectively form
the lowest temporal resolution of the video sequence and are
called temporal level zero (TLO). The other pictures encoded
in each GOP define different temporal levels (TL1, TL2, so on)
and always use the pictures from the lower temporal levels as
reference pictures. Each of these pictures is represented by a
nonscalable base layer that includes the corresponding motion
and an approximation of the intra and residual data, and zero or
more quality scalable enhancement representations (or layers).
These quality scalable layers are produced in a fine-granular
scalability (FGS) manner by using finer quantization step sizes
and finding the residual between the original base layer and the
reconstructed base representation. From here on in this paper,
the base and enhancement layers will be referred to as the SNR
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Fig. 1. Hierarchical prediction structure for SVC for a GOP size of 8.

scalable layers, where the base layer of each frame is associated
with a particular temporal level. In our work, we limit ourselves
to temporal and SNR scalability such that priority for the base
layer (FGSO) of each temporal level increases from the lowest
to the highest temporal level, i.e., base layer packets from TLO
are considered more important than those from TL1 and so on.
And then each FGS layer for all the frames is considered as a
single layer, again in the decreasing order of importance such
that FGS1 is more important that FGS2.

We consider the transmission of the layers defined above
over packet-based wireless networks. In any typical wireless
network, packet losses are unavoidable because of noisy chan-
nels and congestion. These losses translate into degraded video
quality at the receiver and result in video distortion due to the
channel. This is in addition to the deterministic distortion due
to source coding, which is the result of quantization. Both of
these distortions define the total end-to-end distortion of the
transmitted video sequence at the decoder.

In our proposed system, for efficient transmission of video
over wireless networks, we have to optimally select certain
system parameters at the transmitter. To do so, at the encoder
we should have a good knowledge of the total decoded video
distortion. For this purpose, we have developed a method for
the accurate estimation of the video distortion at the receiver
for given channel conditions. This method, as discussed next,
takes into account loss of temporal and quality (SNR) scalable
layers as well as error concealment at the decoder.

B. Error Concealment

In our video transmission system, each layer of each frame
is packetized into constant size packets, which are transmitted
over a lossy wireless network. At the receiver, any unrecover-
able errors in each packet would result in dropping (erasing) of
that packet and, hence, would mean loss of the layer (of that par-
ticular frame) to which the packet belongs. In this system, we
assume that the base layer of all the key pictures are received
error free. It should be emphasized here that the SVC encoding
and decoding are done on a GOP basis (using the hierarchical
structure), which makes it possible to use the frames within a
GOP for error concealment purposes. In the event of losing a
frame, temporal error concealment at the decoder is applied as
follows.

* Scheme 1: The lost frame is replaced by the previous frame

in the decreasing sequential order, e.g., in a GOP if frame
fnislost, itis concealed using frame f,,_; given that it was
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received error free, otherwise f,, o is used for concealment
and so on, till the start of GOP is reached.

* Scheme 2: The lost frame is replaced by the nearest avail-
able frame in the decreasing as well as increasing sequen-
tial order. We start towards the GOP end closer to the frame
being concealed, e.g., in a GOP of eight frames, if frame
fe 1s lost, the order in which the frames of this GOP are
used for concealment is f7, f5, and finally fg.

* Scheme 3: The lost frame is replaced by the previous recon-
structed frame in the sequential order that leads faster to-
wards the GOP end, and only using the frames from lower
or same temporal levels (defined according to the hierar-
chical structure), e.g., in a GOP of eight frames, if frame
f5 is lost, the order in which the frames are used for con-
cealment is fg and then fg. However, if frame f5 is lost the
order in which the frames are used for concealment is f5
and fo. For the frame in the center of the GOP (like fy), the
key picture at the start of the GOP is used for concealment.

* Scheme 4: The lost frame is replaced by the nearest avail-
able frame in the decreasing as well as increasing sequen-
tial order from only lower or same temporal levels. We start
towards the frame that has a temporal level closer to the
temporal level of the lost frame, e.g., in a GOP of eight
frames, if frame fg is lost, the order in which the frames are
used for concealment is f4 and then fs. As in Scheme 3, the
center picture of the GOP is concealed using the starting
key picture.

In both Scheme 1 and Scheme 2, the frame to-be-concealed
and the frame used for concealment (concealing frame) could
be consecutive frames, and, hence, we could assume that the
texture and the motion information do not change significantly.
However, for both the schemes, the to-be-concealed frame
might also be a reference frame to the concealing frame.
This implies that the loss of the frame to-be-concealed might
affect the decoding of the concealing frame. On the other
hand, for both Scheme 3 and Scheme 4, the to-be-concealed
frame will never be a reference frame to the frames used
for concealment, because the frame used for concealment is
always chosen from the lower temporal levels. Hence, the loss
of the frame to-be-concealed will not affect the decoding of
the concealing frame. Also, according to the decoding order,
the concealing frame will already be decoded by the time the
decoder starts decoding the frame to-be-concealed, and, thus,
for the concealment process, the decoder does not have to wait
for the complete GOP to be decoded. However, because of the
hierarchical structure of the codec, the to-be-concealed and the
concealing frames will never be the consecutive frames and
they will be separated by at least one frame.

C. SDDE Derivation

For the SDDE algorithm, we will consider a base layer and
two FGS layers. The same algorithm can simply be generalized
to any number of FGS layers. Let fi denote the original value
of pixel 4 in frame n and f! denote its encoder reconstruction.
The reconstructed pixel value at the decoder is denoted by ij
The mean square error for this pixel is
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a=v{(rn-7)}
= (f)° —2fiE{fZ}+E{(ﬁ;)2} M

where d, is the distortion per pixel. To calculate df, we need
to get both the first moment, E{f:} and the second moment,
E{(f})?}. As mentioned earlier, the base layer of all the key
pictures are guaranteed to be received error free. The first and
the second moment of the pixels of the key pictures are as fol-
lows:

E { (fﬁ)} =P.r1 ( Asz)
+ (1= Pup1)Pup2 (fZ(B+E1)>

+ (1= Pup1)(1 = Pagps) (fvi(B+E1+E2))

2
E { (ffl)Q} = P.r1 (fle)z
+ (1= Pop1)Puge (f}i(B+E1))2

. 2
+ (1 = Pap1)(1 = Pap2) (fvlz(B+E1+E2))
3)

where fi 5, f! (B+E1): fi (B+ 14 1) are the reconstructed pixel
values at the encoder of only the base layer, the base along with
the first FGS layer and the base layer with both of the FGS layers
of frame n, respectively. P, g1 and P, g5 are the probability of
losing the first and the second FGS layer of frame n, respec-
tively.

For all the frames except the key pictures of a GOP, let us
denote f; B_u,» as the ith pixel value of the base layer of frame n
reconstructed at the encoder. Frames u(< n) and v(> n) are the
reference pictures used in the hierarchical prediction structure
for the reconstruction of frame n. In the decoding process of
SVC, the frames of each GOP are decoded in the order starting
from the lowest to the highest temporal level. At the decoder.

 If frame u is not available as the reference picture for frame

n (where frame n does not belong to the highest temporal
level), then frame v’ is selected as the new reference picture
such that w’ < n and TL(v') < TL(n) where TL(.) is the
temporal level to which the corresponding frame belongs.
For the frames in the highest temporal level, v’ < n and
TL(w") is strictly less than TL(n). Let us define L,, as the
set consisting of frame u and all the possible choices of v’
for frame n. In other words, if f,, does not belong to the
highest temporal level, L,, is defined as

L, = {faj ‘TL(fn—;) < TL(fa)
j:1,2,...,’l’b} “)

otherwise

L, = {fn—j :TL(fn—j) < TL(fn)
j:1,27...,n}. 5)

» Ifframe v is not available as the reference picture for frame
n, then frame v’ is selected as the new reference picture
such that v* > n and TL(v') < TL(n). In this case,
we define R,, as the set consisting of frame v and all the
possible choices of v’ for frame n. So, it is defined as

R, = {fn+j :TL(fnJrj) < TL(fn)
i=L2,...,N—-n+1} (6)

where N is the GOP size.
The sth moment of the ith pixel of frame n when at
least the base layer is received at the decoder correctly,
E{(fn(Ln,Ry))%} is defined as

E{ (/4L Ra))"

L R
=> > (1-P)
j=1 k=1
-1 k-1
X (1 — PRn(k)) X H PLn (C) H PRn(d)E
c=1 d=1
A zama)'} @

where

E { (fZL_Ln )R, <k>) }

= nEl(fiB_L,,(j)va(k))s

+ Pup2(l = Pup) (f:;(B+E1)_L,, ()R (k))
+ (1 = Pap2)(1 = Pyp1)

X (ffi(B+E1+E2)_Ln(j)Rn (k)) ®)

where P, () and PR, (1) are the probabilities of losing the base
layer of the reference frames j and & from the sets L,, and R,
respectively.

Now to get the distortion per-pixel after error concealment,
we will define Q, a set of frames the first member of which is
frame n whose distortion is to be calculated and the rest of the
frames in this set define the sequence of frames used for the
concealment of f,,. This sequence is decided according to one
of the error concealment schemes described above. So, Q =
{fn, fq1s fq2: f43,- - -, faOPenda} Where fq1 is the first frame,
fq2 is the second frame to be used for concealment, and so on till
one of the GOP ends is reached. The sth moment of the ith pixel
using the set Q is defined as E{(f%)*} [see (9), shown at the
bottom of the next page], where P, and P,. are the probabilities
of losing the base layer of frame n and gz, respectively; L,, \
{fw} is the set of all the reference frames L,, excluding frame
fuw, and R, \ {fw} is the set of all the reference frames R,
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excluding frame f,,. The SDDE algorithm (for each GOP) is
summarized as follows.

1) The reconstructed video pixel values are obtained using
the SVC encoder for a specific QP value and GOP size of
interest.

2) For the given values of P,, g1 and P, g2, the first and second
moments of the reconstructed pixel values at the decoder
of the key pictures are calculated as in (2) and (3), respec-
tively.

3) The set of frames Q is defined based on the error conceal-
ment scheme.

4) For the given set of probabilities of losing each of the layer
in a GOP, the first and second moment of the reconstructed
pixel values at the decoder of the nonkey pictures are cal-
culated based on (7)—(9).

5) Having the first and the second moments of the pixel
values, the distortion of each pixel (in the mean square
sense (MSE)) is calculated using (1). The MSE of all
the frames is obtained by averaging the corresponding
calculated pixels’ distortion.

D. Performance Analysis

The algorithm explained above is implemented by modifying
the SVC codec and its performance is evaluated by comparing
it with the actual decoder distortion averaged over 200 channel
realizations. Different video sequences (QCIF format) encoded
at different rates are used in packet-based video transmission
simulations. Figs. 2 and 3 compare the actual decoder distortion
with the SDDE algorithm results for different error concealment
schemes proposed above. In these figures, the results are shown
for the “Foreman” video sequence encoded at 30 fps, QP = 40
and GOP size of eight frames (four temporal levels and two
FGS enhancement layers), which resulted in the source coding
rate of 195 kbps. Each of these layers is considered to be af-
fected with different loss rates as follows: Prrg = 0%, Prp1 =
10%, PTLQ = 20’707 PTL3 = 30%./ PE1 = 50’707 and PE2 =
60% where Prix is the probability of losing the base layer of
a frame that belongs to T'Lz and Pg; and Pgs are the proba-
bilities of losing FGS1 and FGS2 of each frame, respectively.
It is evident that the proposed SDDE algorithm provides an ac-
curate estimate of the SVC decoder distortion at the encoder.
Similar results are also shown in Figs. 4 and 5 using the “Akiyo”
video sequence encoded at 30 fps, QP = 25, GOP = 16 and
the resultant source coding rate equal to 316 kbps. The packet
error rates considered in this case are Prrg = 0%, Prr1 =
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Fig. 2. Comparison between the actual and estimated decoder PSNR,
“Foreman” sequence using error concealment scheme 3.
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Fig. 3. Comparison between the actual and estimated decoder PSNR,
“Foreman” sequence using error concealment scheme 4.
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Fig. 4. Comparison between the actual and estimated decoder PSNR, “Akiyo”
sequence using error concealment scheme 1.

10%, Pr12 = 15%, Pr13 = 20%, Prra = 25%, Pg1 = 30%,
and Pgs = 40%. Also, comparison of average PSNRs (160
frames) for both the actual and SDDE are listed in Table I. It
can be observed that error concealment scheme 2 provides better
PSNR values than those obtained by using other schemes, and,
hence, for the rest of the paper, we will use scheme 2 for error
concealment at the decoder.

o{(7)'} =0 Pop{ (i) )
+ Pa(L = PE { (7 (Lot \ (£} Rn \ (1))}
+ PPyt (1= P)E{ (oo \ s fr b Rao \ (s fur D) }+ -

QI-2

+ 20 IT Pt { (Fiorena) '} ©)
z=1
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Fig. 5. Comparison between the actual and estimated decoder PSNR, “Akiyo”
sequence using error concealment scheme 2.

TABLE I
ACTUAL AND SDDE AVERAGE PSNR VALUES (DB)

Error Foreman Foreman Akiyo Akiyo
Concealment Actual SDDE Actual SDDE
Scheme 1 30.27 31.12 42.22 43.68
Scheme 2 30.73 31.39 42.95 43.80
Scheme 3 29.64 30.34 41.65 42.63
Scheme 4 29.78 30.56 41.76 43.14

Input Scalable RCPT 3 QAM
Video # H.264 | Packetization [°] o [T modutation
Sequence | encoder L =1 f= and O-STBC

K iayers

L

L layers

Scalable H.264 l
decoder with
Error l R
s

Fig. 6. Block diagram for the SVC coded Video Transmission over MIMO
systems.
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Video
Sequence

De- -
packetization | ; |

ML decoding
ropr 5 M deeoh
decoder

(:— demodulation

III. SYSTEM DESCRIPTION

In our packet-based video transmission system, we consider
use of channel encoder followed by orthogonal space-time block
codes (O-STBC) as shown in Fig. 6. After the scalable encoding
of the video, the base and FGS layers of each frame are di-
vided into packets of constant size . These constant size source
packets are then channel encoded using 16-bit CRC for error
detection and rate-compatible punctured Turbo (RCPT) codes
for unequal error protection. These channel encoded packets are
further encoded using O-STBC for transmission over MIMO
wireless systems. A Rayleigh flat-fading channel with AWGN
is considered between each transmitter and each receiver. At
the receiver, maximum-likelihood (ML) decoding is used to de-
tect the transmitted symbols, which are then demodulated and
channel decoded for error correction and detection. If a packet
is not detected to be error-free, the layer of the corresponding
frame to which the packet belongs is dropped. All the error-free
packets for each frame are buffered and then fed to the source
decoder with error concealment for video reconstruction.

For the MIMO wireless communication system, we con-
sider M; transmit antennas and M, receive antennas and as
mentioned earlier, O-STBC are used for transmission over the
MIMO systems. In our work, we have considered two different
MIMO systems.

* MIMO System 1

In MIMO System 1, we consider the O-STBC design pro-
posed by Alamouti Go(z1,x2) [20] of rate 1 for M; =
M, = 2, where z; and z- are the symbols that can be
chosen independently from either the same or different
constellations. These two symbols are transmitted in 7' = 2
time slots (symbol period)

Go(w1,19) = [ 1 “””2}

* *
—Ty I3

(10)

where * denotes complex conjugate.

MIMO System 2

In this system, we have considered My = 4 and M, = 1,
and the O-STBC design proposed by Tarokh er al. [21],
[22] G4(x1, o, 23) of rate 3/4 is used, where z1, x> and
x3 are the symbols that can be chosen from either the same
or different constellations. These three symbols are trans-
mitted in 7" = 4 time slots

T o I3 0

* *
—x T 0 T3

Gy(x1, 72, 73) = 2 . 11

4( 1,42, 3) _wg 0 ‘T"I — 2y ( )
0 -5 25 11

Clearly, this code gives us more flexibility by allowing us
to use three different constellations in the same block code
compared to only two constellations as in Ga(z1,x2).
For both MIMO systems, the received signal can be modeled
as

P CH+N

Y =
M,

(12)
where C = {ci : 1 <t < T,1 <i< M;}isthe T x M; trans-
mitted signal matrix. It is given as

[T
C= EGI\'It(xthv"'va)

where K is the number of different symbols in a codeword.
Each element ci is the signal transmitted at antenna 4 at time
t. H = {h; ;} is the channel coefficient matrix of size M; x M,
where h; ; is the channel coefficient from transmit antenna 4 to
receive antenna j; Y = {y} : 1 <t <T,1<j < M,} is the
received signal matrix of size ' x M, where y; is the signal re-
ceived at antenna j at time ¢ and N = {n] } is the noise matrix
of size 1" x M,., where ng is the additive noise at time slot ¢ on
the receiver antenna j. The noise samples and the elements of
H are independent samples of a zero-mean complex Gaussian
random variable with variance 1. The fading coefficients are as-
sumed to remain constant during one codeword transmission pe-
riod and change independently from one codeword to the other.
Such a channel is called quasi-static. The factor v/ (p)/(M;) in
(12) is to ensure that p is the SNR at each receiver antenna and
is independent of M;. The energy of transmission codeword is
normalized to the constraint E{||C||%.} = M,T where ||C||% is
the Frobenius norm of C'. If perfect channel state information is
known at the receiver, then the ML decoding is used to min-
imize the decision metric ming ||Y — /(p)/(M;)C H||% for
detecting the transmitted codeword. For all O-STBC, each of
the symbols in the codeword, i.e., 1, 2,...,Tx, can be de-
coded independently using ML decoding.

13)
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IV. OPTIMAL BANDWIDTH ALLOCATION FOR
WIRELESS TRANSMISSION

To achieve a good performance in a wireless system, a global
optimization is required that takes into consideration the source
encoder, channel encoder and the channel conditions. To ac-
count for this, we consider the minimization of the expected
end-to-end distortion by optimally selecting the quantization pa-
rameter (QP) and the GOP size for the source encoder, and the
RCPT channel coding rate and the symbol constellation choice
for the MIMO transmission. The optimization is constrained
on the total available bandwidth Byuqget. The scalable source
encoder produces a layered bitstream where each layer is of
different importance, and by protecting these layers unequally
using the channel parameters, we can ensure efficient bandwidth
allocation between all the layers and then for each of the layers,
between the source and the channel coding.

The SVC codec used here encodes and decodes on a GOP
basis, which results in various temporal layers, and on top of
the temporal scalability, quality scalability is applied to get
FGS layers. We consider this combined scalability by defining
a total of L layers. The first L — 2 layers (1, ...,/ _2) are
the base layers (FGSO0) of the frames associated with the lowest
to the highest temporal level in decreasing order of importance
for video reconstruction. The other two FGS layers (FGS1 and
FGS2) of all the frames in a GOP are defined as individual
layers (p1r, 1, i1,) of even lesser importance.

The bandwidth allocation problem described above can
be formulated as: Given an overall transmission bandwidth
Bhudget the goal is to allocate the bandwidth B, . between the
source and the channel coding and among all the layers such
that the total expected distortion is minimized
{GOP*,QP*, R, M*} = arg min E{Dsy.}
{GOP,QP,R.,M}

5-t~Bs+c < Bbudgct

(14)

where E{D,.} is the total expected end-to-end distortion due
to source and channel coding which, for given source coding
parameters, channel conditions and error concealment, is accu-
rately estimated using the SDDE algorithm as explained in Sec-
tion II. GOP, QP, R, and M are the admissible set of values for
GOP size, QP values, RCPT coding rates and symbol constel-
lations, respectively. GOP*, QP* R} = {R. .,,...,Rc . }
and M* = {M,,,...,M,, } define the GOP size, QP
value, RCPT coding rates and the symbol constellations, re-
spectively after optimization. Here, QP = QP is the
quantization parameter value for the base layer (FGSO0) of the
highest temporal level. All the other quantization parameters

{QpP,, ,,.--,QP,, } depend on QP as follows:
QPHLfs = QPHsz - aHL—sAQP
QP”L_4 = QP,UL—S - aHL74AQP
QP,, =QP,, —au, Aqp
where Aqp = 1and oy, ,,u, ,,...,a, € {1,2}. The

quantization parameter values for the frames of FGS1 and FGS2
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is less than the corresponding frames of FGSO by 6Aqp and
12Aqp, respectively.

According to the O-STBC structure defined in (10) and (11),
we restrict the number of optimal constellation choices for the L
layers to a maximum of k different constellations, where & as de-
fined before is the number of different symbols in the O-STBC
codeword.

As mentioned before, the expected distortion E{Ds.} is ob-
tained using the SDDE algorithm. It is clear from (9) that the
accurate calculation of the decoder distortion depends on the in-
dividual probabilities of losing each of the FGS layers for all the
frames (P,,, P,p1 and P, g2). Also, as explained in Section III,
each of these layers is divided into packets of constant size .
The packet error rate for these packets depends on the channel
model, channel SNR, packet size, RCPT coding rate and con-
stellation selected. Let us define the packet error rate for these
constant size packets as PER(R. ,,, M,,, ), which, for given and
fixed channel model (i.e., Rayleigh flat-fading), channel SNR
and packet size v, depends on the channel parameters: RCPT
coding rate and constellation selected for the layer p;. These
packet error rate values for both MIMO systems are calculated
using simulations and establish a reference as to the perfor-
mance of the transmission over the wireless channel with the
given parameters. Furthermore, this channel performance anal-
ysis needs to be done only once for a set of channel conditions
of interest. Now, the probabilities P,, P,g1 and P, go are ob-
tained as

Nn,py
Py=1-(1—PER(R.,,, M, )5
le{1,2,....L -2} (15)
Nn,pp_q
Pup1=1-(1—=PER(Re, M, )73
(16)
[Nn,up
PnEQ = 1 —_— (1 — PER(RC,HL?MHL)) 7] (17)

where N, ,,, is the size of FGS0 of the frame n which belongs to
the layer ;5 Ny, _, and Ny, ,,, are the size of the layers FGS1
and FGS?2 of frame n, respectively.

Next, we define the bandwidth (symbol rate) B as

L
Bs-i—(', = ZBS-"-(‘,Ml (18)
=1

where B, ,, is the bandwidth allocated for layer j; and is
defined by

Rs,m % Z
Rc,;tl X 10g2(Ml‘l) K

Bs+c,m = (19)

where R, ,, is the source rate for layer py, it is in bits/s and
depends on the quantization parameter value used for that layer
(Rs,u,—1 and R, ,, depend on the quantization parameter
values used for FGS1 and FGS2, respectively); . ,, is the
Turbo channel coding rate for layer u; and is dimensionless;
M, is the constellation used by layer s, logy(My,) is the
number of bits per symbol and 7T is the number of time slots
required to transmit K symbols in each codeword over the
MIMO system.
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The problem in (14) is a constrained optimization problem
and is solved as an unconstrained one by using the Lagrangian
method as follows:

,C(/\) - Ds+c + /\Bs+c (20)

where A is the Lagrangian multiplier [8], [10]. The solution to

this problem, B}, . and, hence, D}, . is also the solution to the

constrained problem of (14) if and only if B, . = Bpudget. In
practice, since there is only a finite set of choices for source
coding rate, RCPT coding rates and constellation choices, it
is not always possible to exactly meet Bpudget. In this case,
the solution is the bandwidth that is closest t0 Bpudget While
being lower than Byyqget- By varying A from zero to oo, the re-
sult of (20) will trace out the operational bandwidht-distortion
curve for the system. For each combination of GOP sizes, source
coding rates, RCPT channel coding rates and constellations se-
lected for all layers, a set of operating points are obtained. The
convex hull of these operating points is denoted by D7, ., that is

D:-{—c = C(GOP,QP,RC,M) (21)
where C' represents the operational rate-distortion function
(ORDF).

V. EXPERIMENTAL RESULTS

For our simulations, we implemented the SDDE algorithm
by modifying the SVC. The source is taken as 160 frames of
two sequences “Foreman” and “Akiyo” at 30 fps with a con-
stant Intrupdate at every 16 or 32 frames. After source encoding
with temporal and quality scalability, each frame is associated
with a particular temporal level and a base and two FGS layers
are obtained. These layers are then divided into packets of con-
stant size v = 100 bytes. We consider the admissible set for
{\rm QP} as QP = {20, 25, 30, 35, 40,45, 50} and GOP sizes
as GOP = {4,8,16}. Each packet is channel encoded using
the RCPT coding rates of R. = {1/3,1/2} which are obtained
by puncturing a mother code of rate 1/3 with constraint length
K = 3 and a code generator g = [07;05]_,.;- The turbo en-
coder interleaver is of size Lintey = 1600 bits and is randomly
generated. At the RCPT decoder the log-MAP algorithm [27] is
used for three decoding iterations. The data are modulated using
quadrature amplitude modulation (QAM) with the possible con-
stellations chosen from M = {4QAM, 8QAM, 16QAM}. The
wireless MIMO channel between each transmitter and each re-
ceiver is modeled as a Rayleigh flat-fading channel with AWGN
and an SNR of 12 dB. At the decoder, scheme 2 is used for error
concealment.

We first demonstrate the performance of the proposed system
for the optimal selection of constellation in comparison with
a fixed constellation across all the layers transmitted over the
MIMO channel. Fig. 7(a) and (b) illustrates this comparison
for the transmission of the “Foreman” sequence encoded with
optimal selection of QP, R, and M for GOP = 4 and Intra
update = 32 for both the MIMO systems used here. It is
clear from these figures that using optimal but different mod-
ulations across the layers (multiple QAM) outperforms the sce-
nario when the modulation for all the layers is optimally selected
but kept fixed (constant QAM) for a wide range of bandwidth.
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Fig. 7. Comparison of the system performance between multiple QAM versus
constant QAM. (a), (b) “Foreman” sequence encoded at GOP = 4 andI =
32 for MIMO system 1 and MIMO system 2, respectively. (c), (d) “Akiyo”
sequence encoded at GOP = 8 and I = 16 for MIMO system 1 and MIMO
system 2, respectively. (e) “Akiyo” sequence encoded at GOP = 16 and I =
16 for MIMO system 2.
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Fig. 8. Comparison of the system performance between optimal GOP size
versus fixed GOP size. (a), (b) “Foreman” sequence encoded at I = 32

compared against fixed GOP = 4 for MIMO system 1 and MIMO system 2,
respectively. (c), (d) “Akiyo” sequence encoded at I = 16 for MIMO system
1 compared against fixed GOP = 4 and fixed GOP = 8.

It is only because of the structure of O-STBC used here that we
can use different constellations independently over multiple an-
tennae, which results in unequal error protection (without any
added redundancy) in addition to what is provided by RCPT
codes. It is also observed that the PSNR improvement gained
by using multiple QAM is higher in the MIMO system 2 (4 x 1)
as compared to the other MIMO system (2x2). This can be ex-
plained by the fact that MIMO system 2 allows the transmission
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Fig.9. Comparison of the performance of the two MIMO systems with optimal
parameters QP, GOP, R, and M. (a) “Foreman” sequence encoded atI = 16.
(b) “Akiyo” sequence encoded at I = 16.

using three different constellations as compared to a maximum
of two different constellations in MIMO system 1. Similar re-
sults can also be observed in Fig. 7(c)—(e) for the “Akiyo” se-
quence for Intra update = 16 and various GOP sizes.

The comparison of the performance of the system for optimal
selection of GOP size (for the whole sequence) versus a fixed
GOP size for the range of transmission bandwidth is shown in
Fig. 8(a)—(d). In these figures, it is evident that selecting the
GOP size optimally along with the other parameters QP, R,
and M results in better PSNR performance for the reconstructed
“Foreman” and “Akiyo” sequences.

In Fig. 9(a) and (b), we show the comparison of the two
MIMO systems with all the parameters QP, GOP, R. and
M selected after the optimization. Although MIMO system
2 allows more flexibility compared to MIMO system 1 in
selecting the number of constellations, MIMO system 1 shows
better PSNR performance because of the rate of the O-STBC
associated with each of the MIMO systems (rate of Go(z1, x2)
equals 1, whereas rate of G4(x1,z2,23) equals 3/4). MIMO
system 2 may be considered more practical to use in scenarios
where hardware restrictions limit the number of antennas at the
receiver to be only one. The optimization results for different
target bandwidth values are also shown in Table II. Table II
shows some of the optimal choices of the parameters under
consideration (QP, GOP, R. and M) for all the layers for the
MIMO system 1.

VI. CONCLUSION

We have proposed a new wireless video transmission system
that uses the SVC codec and exploited video scalability
along with spatial diversity using O-STBC over broadband
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TABLE II
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OPTIMAL PARAMETER VALUES FOR “AKIYO” SEQUENCE TRANSMITTED OVER MIMO SYSTEM 1

BW PSNR | GOP | QP TLO TL1 TL2 TL3 TL4 FGS1 FGS2
(Ksps) (dB) M| R | M| R | M| R | M| R:| M| R.| M| R.| M| R
15.58 27.83 16 50 4 1/3 8 172 | - - - - - - - - - -
20.00 29.18 4 45 4 173 8 12 | - — — — - — — — - -
24.13 30.06 8 45 4 173 4 172 | 16 | 173 | 16 | 1/3 — — — — — -
28.65 31.41 16 45 4 1/3 4 12 | 4 172 116 | 1/3 | 16 | 1/3 — — - -
32.92 32.48 4 40 4 173 |1 16 | 1/3 - - - - - - - - - -
36.76 33.32 8 40 4 1/3 4 172 | 4 12 | 4 12 | - — — — - -
42.22 34.5 16 40 4 1/3 4 12 16 | 1/3 | 16 | 1/3 | 16 | 1/3 — — - -
53.96 35.89 4 35 4 1/3 4 172 | 16 | 113 | - — — — — — — —
57.00 36.54 8 35 4 173 116 | 173 | 16 | 1/3 | 16 | 1/3 — — — — - —
64.95 37.89 16 40 4 173 4 12 | 4 172 | 4 12 | 16 | 13 | 16 | 1/3 - -
88.41 39.95 8 30 4 1/3 4 172 | 16 | 173 | 16 | 1/3 - — — — - -
281.48 | 42.84 8 25 4 1/3 4 12 | 16 | 1/3 | 16 | 1/3 - - — - - -
140.68 | 43.35 16 30 4 1/3 4 172 | 4 12 | 4 172 | 16 | 1/3 | 16 | 1/3 - -
225.76 | 46.18 16 25 4 1/3 4 12 | 4 12 | 4 12 | 4 12 1 16 | 13 - -
384.43 | 48.79 16 20 4 173 4 12 | 4 172 | 4 12 | 4 12 | 4 172 ] 16 | 1/3
448.17 | 50.31 16 20 4 173 4 172 | 4 12 | 4 12 | 4 172 8 1/3 8 1/3

MIMO systems. We have proposed different error concealment
schemes to handle packet losses during wireless transmission
and, at the encoder, we have developed a method for the accu-
rate estimation of the video distortion at the receiver for given
channel conditions. This method takes into account loss of
temporal and SNR scalable layers as well as error concealment
at the decoder. The experimental results in comparison with
simulated wireless video transmission have shown the accu-
racy of the distortion estimation algorithm. Using the decoder
distortion estimation algorithm, the bandwidth-constrained
optimization problem has been solved. We exploited the or-
thogonal structure of the O-STBC codes by allocating different
layers over different codeword symbols modulated using dif-
ferent constellations. The results clearly indicate the advantage
of this compared to using only single constellation for all the
layers. Also, it has been shown that optimally selecting the
GOP size for the whole video sequence for a given bandwidth
and channel conditions results in better PSNR performance.
The optimal selection for source coding parameters (QP and
GOP) and channel coding parameters (. and M) have been
presented for two MIMO systems of interest for a wide range
of bandwidth values.
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