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New Temporal Filtering Scheme to Reduce
Delay in Wavelet-Based Video Coding

Vidhya Seran and Lisimachos P. Kondi, Member, IEEE

Abstract—Scalability is an important desirable property of
video codecs. Wavelet-based motion-compensated temporal fil-
tering provides the most powerful scheme for scalable video coding
and provides high-compression efficiency that competes with the
current state of art codecs. However, the delay introduced by the
temporal filtering schemes is sometimes very high, which makes
them unsuitable for many real-time applications. In this paper,
we propose a new temporal filter set to minimize delay in 3-D
wavelet-based video coding. The new filter set gives a performance
at par with existing longer filters. The length of the filter can vary
from two to any number of frames depending on delay require-
ments. If the frames are processed as separate groups of frames
(GOFs), the proposed filter set will not have any boundary effects
at the GOF. Experimental results are presented and conclusions
are drawn.

Index Terms—Motion-compensated temporal filtering, wavelet-
based video coding.

1. INTRODUCTION

HE popularity of multimedia applications demands sup-

port for different receivers that operate at different bit rates,
resolution, and complexity. This mandates the need for a scal-
able video coder with high-compression efficiency. All current
video compression standards are based on the motion-compen-
sated discrete cosine transform (MC-DCT) paradigm and its
variations. This paradigm has been in use for over two decades
and is widely used in a range of applications. Traditional video
coders use the previous frame to perform motion estimation and
compensation. Though they are less complex and have min-
imum coding delays, these coders lose their efficiency when
subjected to scalability requirements.

Wavelet-based image coding has the very best coding
efficiency and provides SNR scalability, besides resolution
scalability. Wavelet-based compression is known to outper-
form DCT-based compression for image coding. The popular
JPEG-2000 image compression standard is also wavelet based.
In order to have efficient video compression, the temporal
redundancy in the video data has to be properly exploited.
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This has kindled the minds of many researchers to explore the
possibilities of using wavelets in video coding.

Initial approaches to applying motion compensation to the
discrete wavelet transform (DWT) were not very successful.
If motion compensation is performed in the spatial domain, as
in MC-DCT-based codecs, and the prediction error is encoded
using DWT instead of DCT, compression efficiency will not be
good since the DWT is not well suited to the statistics of the pre-
diction error. Also, band-to-band motion compensation in the
DWT domain is not efficient because the DWT is not shift-in-
variant and the wavelet coefficients of the current frame cannot
be accurately predicted from the coefficients of the previous
frame. This led to the use of the overcomplete wavelet decom-
position to overcome the aliasing problem. Several works have
been recently proposed for motion estimation and compensa-
tion in the overcomplete wavelet domain [1]-[4]. The drift in-
troduced by the predictive coding or closed loop scheme can be
overcome by drift control methods [5], [6].

In 3-D wavelet-based video coding schemes, the sub-band
decomposition is extended to the temporal domain and it em-
ploys a 3-D wavelet transform. Thus, temporal redundancy in
the video source is exploited using temporal filtering. Three-di-
mensional filtering avoids the predictive feedback loop, and,
hence, 3-D schemes offer drift-free scalability. The multireso-
lutional nature of the wavelet coding provides spatial and tem-
poral scalability. Though simple 3-D methods are a direct ex-
tension of 2-D wavelet coding, the temporal correlation moves
away from the temporal axis with motion. That is, without any
motion compensation, temporal transforms produce low-quality
temporal sub-bands with ghosting artifacts and high-energy dis-
tribution in the high-pass sub-bands. This decreases the coding
efficiency and is undesirable when temporal scalability is of in-
terest.

The performance of the 3-D coder is improved by incorpo-
rating motion compensation in temporal filtering. The main the-
oretical development that promises efficient 3-D wavelet-based
video codecs is motion-compensated temporal filtering (MCTF)
using lifting. Among the early works on MCFT are [7] and [8].
Motion-compensated lifting was first introduced in [9] and [10].
The MCTF can be performed in two ways:

1) two-dimensional spatial filtering followed by temporal fil-

tering (2-D +t) [11]-[13];
2) temporal filtering followed by 2-D spatial filtering (t+2-D)
[14]-[16].

The resulting wavelet coefficients can be encoded using dif-
ferent algorithms like 3-D-SPIHT [17] or 3-D-ESCOT [18].
Several enhancements have been recently made to the MCTF
schemes presented either by introducing longer filters or by
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optimizing the operators involved in the temporal filter [11],
[12],[16], [19]. Recently, a JPEG2000-compatible scalable vide
compression scheme has been proposed that uses the 3/1 filter
for MCTF [20].

Though 3-D schemes offer drift-free scalability with
high-compression efficiency, they introduce considerable delay,
which makes them unsuitable for some real time video applica-
tions like tele-conferencing. In contrast to 2-D methods, frames
cannot be encoded one by one but processing is done in groups
of frames. Thus, a certain number of frames must be available
to the encoder to start encoding. The number of frames required
depends on the filter length. Similarly, the group of frames must
be available at the receiver before decoding can start. Thus, 3-D
video coding schemes offer better performance but also relax
the causality of the system.

In this paper, we propose a new temporal filter set that offers
minimum delay while retaining good compression efficiency in
3-D coding. The length of the filter can vary from two to any
number depending on the delay requirements. The proposed
filter set is perfectly invertible and can be applied to both t+2-D
and 2-D+t schemes. For this filter set, we propose a new rate
allocation scheme to minimize the total distortion of the recon-
struced frames given a fixed rate budget. Some preliminary re-
sults have been presented in [21] and [22].

The rest of the paper is organized as follows. In Section II, we
discuss the motion-compensated temporal filtering using lifting
and the delay characteristics of the temporal filter used. In Sec-
tion III, we discuss our new filter set to minimize delay. In Sec-
tion IV, the rate allocation scheme for the proposed filter is ex-
plained. Finally, in Section V, we present the simulation results
for different delay cases.

II. MOTION-COMPENSATED TEMPORAL WAVELET
TRANSFORM USING LIFTING

Lifting allows the incorporation of motion compensation in
temporal wavelet transforms while still guaranteeing perfect
reconstruction. Any wavelet filter can be implemented using
lifting. Let us consider as an example the Haar wavelet trans-
form

hk(xvy) :f2k+1(37;y) - ka(:I;?y)

1
lk(z,y) :g[fzk($7y)+f2k+1($7y)] ey
where fi(z,y) denotes frame k and hi(z,y) and lx(z, y) rep-
resent the high-pass and low-pass sub-band frames.
Using lifting, the Haar filter along the motion trajectories with
motion compensation can be implemented as [9], [10], [14]

hi(z,y) = for+1(2,y) — War—ok41 (for(,9))

1
lk(xvy) :ka(fI)y) + §W2k+l—>2k (hk(x7y)) (2)
where W;_,;(fi;) denote the motion-compensated mapping of
frame f; into frame f;. Thus, the operator W;_, ;(.) gives a per
pixel mapping between two frames and this is applicable to any
motion model.
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For the case of the biorthogonal 5/3 wavelet transform, the
analysis equations using motion-compensated lifting are

hi(z,y) = fary1(z,y)
- % (War—ort1 (for(z,v))

+Wari2-2k+1 (fart2(w,9)]  3)
l(z,y) = for(,y)
+ i Wak—1-2k (hr—1(z,y))
+Wakt1-2k (hi(z,9))] - 4

In the lifting operation, the prediction residues (temporal high-
pass sub-bands) are used to update the reference frame to obtain
a temporal low sub-band. We will refer to this as the update step
(4) in the following discussions.

If the motion is modeled poorly, the update step will cause
ghosting artifacts to the low-pass temporal sub-bands. The up-
date step for longer filters depends on a larger number of future
frames. If a video sequence is divided into a number of fixed
sized GOFs that are processed independently, without using
frames from other GOFs, high distortion will be introduced at
the GOF boundaries for longer filters. When longer filters based
on lifting are used with symmetric extension, the distortion
will be in the range of 4-6 dB (PSNR) at the GOF boundaries
irrespective of the motion content or model used [12], [16],
[23]. Hence, to reduce this variation at the boundaries, we need
to use frames from past and future GOFs. Thus, it is observed
that the introduced delay (in frames) is greater than the number
of frames in the GOF. The encoding and decoding delay will be
very high, as the encoder has to wait for future GOFs. In [16],
the distortion at the boundaries for the 5/3 filter is reduced to
some extent by using a sliding window approach. However, this
clearly introduces delay both at the encoder and at the decoder.
We should note that, even when the delay is high, if the motion
is not modeled properly, then the low-pass temporal sub-bands
will not be free from ghosting artifacts.

By skipping entirely the update step for 5/3 filter [14], [24],
the analysis equations can be modified as

hi(z,y) = fors1(z,y)
— % [(Wak—2k+1(f2r) (7, y)
+Waorta—2k+1(fort2)(z,y)]

l(z,y) = far(w,y). Q)
We refer to this filter set as the 1/3 transform.

Filters without update step will minimize the dependency on
future frames thereby reducing the delay. Also, the low-pass
temporal sub-bands are free from ghosting artifacts introduced
by the update step. Hence, by avoiding the update step, we get
high-quality temporal scalability with reduced delay. However,
at full frame rate resolution, the 1/3 filter suffers in compression
efficiency compared to the 5/3 filter.

So far, an overview of motion-compensated temporal filtering
was discussed.
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TABLE I
DELAY IN NUMBER OF FRAMES FOR HAAR AND 5/3 TEMPORAL FILTER
Delay Haar 5/3
Nen | 281 oL+1_ 9
Ngee | 2871 | 3x2l-1-1
Neng | 2L—2 | 3*@L -1

A. Delay Analysis for MCTF

Delay requirements are very important for applications like
tele-conferencing, video streaming and video surveillance.
There are many sources of delay in a video codec system. In
this section, we analyze the delay associated with the temporal
filtering structure for MCTF filters. Let L be the number of
temporal decomposition levels used. Let the encoding delay
Nen be the maximum number of future frames that the encoder
must receive before it can encode the current frame at level
L. Let the decoding delay Nge. be the maximum number of
future frames that the decoder must receive before it can start
decoding the current frame. Let the end-to-end delay Nenq be
the maximum number of frames that the encoder has to capture
and the frames needed by the decoder to display a frame. N,
Ngee, and Ngpq in number of frames for the Haar and the
5/3 filter are summarized in Table I. The Haar filter offers less
delay compared to the 5/3 filter but using longer filters increases
the coding gain by 1-2 dB compared to the Haar filter. The
coding efficiency is improved in longer filters because of the
bi-directional prediction step used which reduces the energy in
the high-pass temporal sub-bands. From (4), we can see that
the update step involved in the temporal filtering introduces
additional delay for the 5/3 filter. As discussed earlier, when
the update is totally ignored, the delay can be reduced but the
compression efficiency suffers. If we consider the 5/3 filter with
three levels of temporal decomposition, the end-to-end delay is
21 frames. For an additional level of temporal decomposition,
the delay is more than doubled. In [16], the Haar filter is used
to reduce the encoding delay at the last stage of the temporal
decomposition. However, this method is not flexible when delay
requirements are considered. In [25], to reduce the delay in the
5/3 filter, some operators involved in the temporal filtering are
removed based on the delay requirements. The scheme offers
flexible MCTF structures according to the delay requirements
but it affects the coding efficiency. Thus, the coding efficiency
is decreased when the delay is reduced.

III. PROPOSED TEMPORAL SET FOR FLEXIBLE
DELAY REQUIREMENTS

In 3-D coding schemes, a high level of compression efficiency
is achieved by applying a temporal filter to a group of frames.
The number of frames in a buffer will increase with the length
of the filter and the number of temporal decomposition levels.
This introduces a delay both at the encoder and decoder. Our
goal is to propose a family of temporal filters with the following
requirements.

* Any GOF length N can be used.

* Each GOF can be processed independently, without need

for frames from neighboring GOFs.
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* Motion-compensated temporal filtering is used.
» Compression efficiency of the proposed filter set should be
at least competitive with the 5/3 filter.

Thus, we propose a new filter set that it is defined by the filter
length N and the number of lifting steps involved (.S). The filter
length N here refers to the number frames being filtered. We
refer to the filter set as (IV, S) temporal filter. The number of
frames IV can vary from two to any number and need not be
in some power of two. Unlike 5/3 and other longer filters, the
proposed (N, S) filter can be processed independently (without
reference to other GOFs), and, thus, finite-fixed-size GOFs can
be created without introducing high distortions at the boundary.
Any combination of (N, .S) filters can be chosen to achieve the
given delay requirements. The filter design and the delay anal-
ysis are explained in detail in the following sections.

A. Design of (N, S) Temporal Filter Set

For any N frames, the proposed filter set decides on the
number of lifting steps required, such that after S steps, two
low-pass frames at the boundaries and one high-pass frame are
created. Hence, the N frames are filtered into a total of two
low-pass filtered frames and N — 2 high-pass temporal frames.
The number of lifting steps .S to be performed is fixed for
any finite number of frames N considered. For the proposed
algorithm, as described in the presented pseudocode, it can be
verified that the number of lifting steps S required to process
N frames and result in two low-pass and one high-pass frame
is given by the following equation:

1 if 2<N<3

)2 if 4<N<5
S=933 if 6<N<9 ©)
4 if 10<N <17,

We first describe the proposed filter (IV,.S) design without
including any update step. Thus, the low-pass temporal frames
are unfiltered original video frames. At the first step, the low-
pass temporal sub-bands are placed at the beginning and at the
end of the group of frames considered. At any step for N > 3,
bi-directional motion estimation is used to evaluate the high-
pass temporal sub-bands. For the case N = 2, forward motion
estimation is used to get the high-pass temporal sub-band. Let
us consider an example of (5,2) filter set and Fig. 1 shows the
lifting steps for (5,2) filter set without any update on the low-
pass filtered frames. In Fig. 1, F}, represents the frame fy(z,y),
L3 and Hj; represent the temporal low-pass sub-band [} (x, y)
and the temporal high-pass sub-band hj (z, y) respectively. The
superscript denotes the lifting step s, where 1 < s < S and
the subscript indicates the temporal sub-band index. Thus, after
two steps for N = 5, two low-pass and one high-pass temporal
frames are created. As we can see from the figure, the low-pass
frames are created at the GOF boundaries.

The lifting update step is included to further increase the com-
pression efficiency. The update step is designed such that the
low-pass frames created inside the (N, S) filter set will not de-
pend on high-pass frames outside the given N frames. Thus,
the first low-pass temporal frame after S steps is never updated
and the second low-pass temporal frame is updated using the
high-pass frame created at the Sth step. Fig. 2, shows the (5,2)
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Fig. 1. Proposed filter (5,2) without update step. (Dashed lines indicate which
frames are used for motion compensation. Fj, represents the frame fi.(z, y),
L; and H} represent the temporal low-pass sub-band I} («, y) and the temporal
high-pass sub-band R (x, ), respectively. Superscripts denote the lifting steps
and subscripts indicate the temporal sub-band index).

filter steps with update step. At s = 1 and s = 2, the low-pass
frame L§ is never updated. The last low-pass filtered frame
inside the GOF at any lifting step is updated using the one
high-pass filtered frame which lies inside the given N frames.
Hence, at any instance the update step will never use frames out-
side the input N frames. Thus, the delay can never be more than
N frames. The weights wy, we, and w3 are used to scale the
high-pass temporal sub-bands before updating and the values
are set according to the motion modeling. These weights can be
adaptively selected based on the energy content in the high-pass
frames [19] to reduce the ghosting artifacts. The procedure to
obtain filtered temporal sub-bands for the proposed temporal
filter set can be summarized in the form of pseudocode and is
given in Algorithm 1. The proposed (NN, S) filter set does not
need any special boundary treatment as it uses the original frame
information at the boundaries. The (N, S) filter set is very flex-
ible since a filter can be chosen to exactly match the delay re-
quirements. It should be noted that the proposed temporal filter
set is no longer a temporal wavelet filter.

Algorithm 1 (N,S) Filter Set

Number of frames = N and Lifting steps = S
foralls =1<s< Sdo

n = ceiling(N/2)

Steps to obtain High-Pass Temporal Frames:

if N > 2 then
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forall k. = 1to (n — 2) do [see (A), shown at the
bottom of the page]

end for

else {N == 2}

| hole.y) = file.y) = Womi (fole,y))] |

end if

Steps to obtain Low-Pass Temporal Frames:

| lo(@,y) = foly) |

if N > 2 then

forall k. = 1 to (n — 2) do [see (B), shown at the
bottom of the page]

end for

fork = (n—1)do

| (w,y) = ol y) + ws Warm1oon (i (2,9))] |

end for

if modulo(N,2) == 0 then
‘ ln(xvy):fN—l(xvy) ‘

end if
end if
Reset N <= Number of Low — Pass Temporal
Frames
Reset f < Low — Pass temporal frames

end for

The 5/3 filter with a three-level temporal decomposition
produces one low-pass temporal sub-band and seven bi-direc-
tionally predicted high-pass temporal sub-bands for eight input
frames. However, for a (8,3) filter set, we get two low-pass
temporal sub-bands and six bi-directionally predicted high-pass
temporal sub-bands. Now, for every eight frames, two low-pass
filtered frames have to be coded instead of one as in 5/3 filter.
This will decrease the compression efficiency of the proposed
filter. However, if a (3,1) filter is added to the output of the

hi(x,y) = forr1(2,y) = 5 (Wor—ort1 (for(2,9)) + Wortoortr (forta (2, 9))]

(A)

| ,y) = Forla,y) + o1 [(Wor 1ok (e 1(2,9))] + w2 [(Wora—on (i) (2,9))] |

(B)
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Fig. 2. Proposed filter (5,2) with update step. (Dashed lines indicate which
frames are used for motion compensation).

(8,3) filter, then we get one low-pass temporal sub-band plus
seven bi-directionally predicted high-pass temporal sub-band
for every eight frames. When two filters are stacked, the delay
will not increase beyond N 4 1 frames. This is because the first
low-pass temporal frame is never updated, and, hence, there is
no dependency on the future frames. Thus, any two filter sets
can be stacked to achieve the desired compression efficiency
and delay requirements.

B. Delay Analysis for the (N, S) Filter Set

The delay for the (V,S) filter can be calculated similar to
the filter cases explained in Section II-A. Then the three delays
discussed in Section II-A are given as

N
Nepn = ceiling <?>

Ngec =N —2
Nend =N —-2.

If we stack two (N,S) filters, the total delay is calculated by
adding the two filter delays. Fig. 3 explains the delay calculation
for a (8,3) + (3,1) filter set. For encoding frame F% (refer to
Fig. 3), frame F}; has to be coded first, which in turn depends on
frame F. Hence, the maximum encoding delay is four for frame
F5, as it needs four future frames. While decoding, frame F} has
the maximum decoding delay of seven frames. Again referring
to Fig. 3, in order to get back frame F}, frame F5 has to be
decoded first. The temporal sub-band position at frame F; and
the first frame from the next GOF is required to reconstruct Fb.
Hence, a total of seven frames has to be decoded to reconstruct
frame F;.

For a specific delay case, any (N, S) or two sets of (N, .S)
filter can be stacked to achieve the exact delay requirement
without sacrificing any compression performance. If the delay
requirement N¢,q is considered to be seven frames, we have
two options that give the same delay: (9,3) filter set or (8,3)
+ (3,1) filter set. The question is which filter set should be
selected for the specified delay case. The number of bi-direc-
tional predictions involved in both cases is the same. The (9,3)
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L]

Fig. 3. Total delay for using (8,3) filter followed by (3,1).

filter will have two low-pass sub-bands for every nine frames,
while the (8,3) + (3,1) filter set has one low-pass temporal
sub-band for every eight frames. Thus, the (9,3) will increase
the coding cost compared to (8,3) + (3,1). Hence, for a given
delay requirement, we choose the filter that will give maximum
bi-directional predictions and smallest number of low-pass
frames. Although, in some cases, the proposed filters require
more motion vectors than the 5/3 filter, in the end, as we show
in the experimental results, the proposed filters outperform the
5/3 filter, even when motion vector coding is taken into account.

IV. RATE ALLOCATION

The rate control problem for a video coder can be roughly
stated as the determination of proper coding parameters so that
decoded video quality is optimized with respect to a certain
fixed rate. For an embedded coder, the coding bitrate of the each
sub-band can be directly controlled to achieve the required dis-
tortion. The rate control problem for an embedded video coder
with a GOF of N frames can be stated as: minimize the total
GOF distortion given a fixed rate budget

Di+Dy+---+ Dy
subjectto Ri 4+ Ro+---+ Ry =R @)

minimize

where D; and R; are the corresponding distortion and rate for
the ith frame and R is the total rate budget.

In 3-D wavelet-based video coders, the frame distortion is a
linear combination of the temporal sub-band distortions, and,
hence, the total distortion is also a linear combination of the dis-
tortions of all the temporal sub-bands [19], [26]. Hence, the rate
control problem can be modified by selecting the appropriate
rates for temporal sub-bands in order to minimize the total GOF
distortion. In this section, the distortion relationship between the
temporal sub-bands and the reconstructed frame are derived for
the (N,S) filter set and the optimal rate allocation procedure is
explained.
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A. Distortion Model for (N, S) Filter Set

Let us consider an example of the (5,2) filter set as explained
in Section III. Motion compensation is ignored for simplicity.
The synthesis equations are given as follows:

fO(x7y) :lg($7y)
fi(e.) = %léwy) + 3By + 2 ()
+ 2 () - 2R (e)
1, 1 2—wy ,
Fale,) = 58 (,) + 5B ) + 2R, )
_wlh ( ) w2h (‘Ty)
o) = RGe,) + 512 )+ )
— PR Ge) + T b )
Fale.w) = B(e.y) = wshd(e.y) — wihlry). @

The synthesis equations can also be represented in matrix
form. Let the original frames of size X x Y be represented by
F. and the low-pass and the high-pass temporal sub-bands by
L7 and H} respectively. Then we can define the frame vector to
be f = [Fy, Fy, F3, Fy, F5]7 and the temporal sub-band vector
tobet = [L2, L}, H2, H}, H}]T. Then

f=M-t 9)

where M is a 5 x 5 matrix for the (5,2) filter set and from (8),
M can be formed follows:

1 0 0 0 0
3 1 2zwy 2-wy Wy
£ 4 .4, o T
— ES S —w3 _ _
M= 1 1 5 w1 w2
1 3 2—3ws3 _wy 2—w3—w>
4 4 2 2 2
1 0 —Wws 0 —ws3

Similarly, for any (N, S) filter set, the matrix M of size N x N
can be formed. Let DLS’ DLf, DHg, DH(}, and DH} be the
corresponding temporal sub-band distortions and Dy, , where
n=0,---, N — 1, be the reconstructed frame distortion. Since
all the temporal sub-bands are quantized and coded separately
after performing temporal filtering, it is reasonable to assume
that all the temporal sub-band distortions are uncorrelated. The
total distortion D of the reconstructed frames can be then cal-
culated as

N-1
D=3 Dr,
=1
:mlDLg-l—szL?-l—ngHg-l—mleHé+m5DH11 (10)

where m,, is the squared norm of the nth column of matrix M.
The rate allocation problem from (7) is now modified as

N-—1
D= Dg,
=1

Subject to RLg + RL% +RH5 +RH& +RH11 S R

min

(1)
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Using the Lagrangian method, the cost function to minimize
becomes

J = (m1DLg +maDr2 +m3Dpy2 + myDpy + m5DH11)

+)\ (RLS + RL% + RHg + RH& + RHll - R) . (12)

The temporal sub-band distortion has to be modeled to get the
solution for the optimization problem. We choose the exponen-
tial rate-distortion model [27], [28] for the temporal sub-band
distortion, which is valid for relatively high rates. Then, the tem-
poral sub-band distortion is given by

Dy; = egi02,27 o Fer (13)

where ¢, 0822. and (,; for each temporal sub-band si has to
be determined. In this work, these parameters are determined
with a linear mean-squared-error (LMSE) curve fitting of ex-
perimental data [28].

The solution for (12) can then be given as

Dy _ Bama % _ [3ms
Dp> fimy’ Dy ~ foms
Dy _ Bama Dy _ Bsms (14)
Dy Bsms’ D Bamy

Thus, a similar procedure is followed for any given filter set and
the optimal rates can be assigned to the temporal sub-bands to
maximize the output performance of the video codec.

B. Rate Control Algorithm

In this paper, a simple search algorithm is used to decide the
rates to meet the optimal distortion criteria given in (14). The
algorithm for choosing the rate to minimize total distortion is
given as follows.

1) Decide on the total rate R assigned to the GOF of size N

(this is an input to the algorithm).

2) For each wavelet temporal sub-band in the GOF estimate
m,, and 3,, using LMSE curve fitting, and ¢ R-D points,
using (13). Calculating more points will result in meeting
the target bitrate more accurately, but will also result in
increased computational complexity.

3) Initially, let Rz = ¢.R/N, where c is a multiplication
constant. The corresponding distortion D 2 is calculated
from (13).

4) Using the distortion ratios for temporal sub-bands (14),
select D L2 D H2 D H» and D H from the ¢ points and
get the corresponding rates Dy, DHg , DHS sand Dy

5) Check if the sum of the rates of temporal sub-bands is equal
to R, if equal goto next GOF.

6) If the sum is greater than R, decrease the value for c. Else
increase ¢ and goto Step 3.

Any numerical analysis method can also be used to calcu-
late the optimal temporal sub-band rates. The accuracy of the
assumed exponential model for temporal sub-band is very im-
portant to get optimal rates.
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TABLE II
AVERAGE PSNR VALUES OF Y COMPONENT FOR “FOOTBALL” SEQUENCE
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Rate 5/3 Filter | (9,3)+(3,1) Filter set | (8,3)+(3,1) Filter set | (5,2)+(3,1) Filter set
in kbps | Nppq=21 N,pa=8 Nena=7 Nena=4
1268 29.41 dB 29.67 dB 29.59 dB 29.32 dB
1024 28.47 dB 28.64 dB 28.51 dB 28.33 dB
768 27.23 dB 27.50 dB 27.37 dB 27.11 dB
TABLE III
AVERAGE PSNR VALUES OF Y COMPONENT FOR “FLOWER GARDEN” SEQUENCE
Rate 5/3 Filter | (9,3)+(3,1) Filter set | (8,3)+(3,1) Filter set | (5,2)+(3,1) Filter set
in kbps | Ngpq=21 Nena=8 Nena=7 Neng=4
1268 27.19 dB 27.8381 dB 27.701 dB 27.051 dB
1024 26.89 dB 27414 dB 27.264 dB 26.774 dB
768 25.58 dB 26.04 dB 26.01 dB 25.54 dB
TABLE IV
AVERAGE PSNR VALUES OF Y COMPONENT FOR “SUSIE” SEQUENCE
Rate 5/3 Filter | (9,3)+(3.1) Filter set | (8,3)+(3,1) Filter set | (5,2)+(3,1) Filter set
in kbps | Ng,q=21 Nenag=3 Nena=1 Nepg=4
380 41.79dB 4227 dB 41.94 dB 41.64 dB
300 40.49 dB 41.02 dB 40.62 dB 40.37 dB
228 38.88dB 39.4 dB 39.14 dB 38.83 dB
TABLE V
AVERAGE PSNR VALUES OF Y COMPONENT FOR “FOREMAN” SEQUENCE
Rate 5/3 Filter (9,3)+(3,1) Filter set | (8,3)+(3,1) Filter set | (5,2)+(3,1) Filter set
in Kbps | Ng,q=21 Nena=8 Nena=7 Nend=4
380 37.87 dB 38.58 dB 38.46 dB 37.76 dB
300 36.82 dB 37.61 dB 37.34 dB 36.74 dB
228 3542 dB 36.18 dB 36.02 dB 35.38 dB
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V. EXPERIMENTAL RESULTS

A. Coder Setup

A wavelet-based video coder is implemented using the low
band-shift method as explained in [1]. Hence, our proposed 3-D-
coder belongs to the 2-D+t category. An input frame is de-
composed in the critically sampled DWT domain and the ref-
erence frame is transformed using ODWT. A Daubechies (9,7)
filter with a three level spatial decomposition is used to com-
pute the wavelet coefficients. The wavelet coefficients are rear-
ranged to form wavelet blocks such that the related coefficients
in all scales and orientations are included in each wavelet block.
Motion estimation is done using the block matching technique.
Thus, the wavelet block of the reference frame is matched with
the wavelet blocks of the current frame in a search window W,
and the reference wavelet block is selected by minimizing the
Mean Absolute Difference (MAD). A 16 x 16 wavelet block is
matched in a search window of [—16, 16]. All results reported
use integer pixel accuracy for ME/MC. The weights for the up-
date case are chosen to be w; = ws = 0.25 and wz = 0.5.
We have used standard test sequences, two in SIF (352 x 240)

resolution, “Football” and “Flower Garden,” and two in QCIF
(176 x 144) resolution, “Foreman” and “Susie.” The temporal
sub-bands are compressed using the SPIHT coder [29]. Both the
5/3 filter and the proposed filter set use the method described in
Section I'V to minimize the total distortion. For the 5/3 filter the
matrix M reduces to the synthesis gain factors [19], [27]. The
model parameters are calculated for each temporal sub-band as
explained in Section IV-A and the algorithm described in Sec-
tion IV-B is used for the rate selection. Since it is very difficult to
exactly achieve the distortions to follow the derived ratios from
q points, a room for 2% error in distortion was allowed.

B. Results

We gauge the performance of the proposed temporal filters
under various delay requirements. Tables [I-V give the average
PSNR values of the Y component for the different sequences
at three different rates and three different delay conditions.
Figs. 4 and 6 for the “Football” and “Susie” sequences, re-
spectively, give the average PSNR vs Bitrate in Kbps for the
three proposed filter sets and the 5/3 filter. From Fig. 4 and
Table II, we can infer that the proposed filter sets (9,3) + (3,1)
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Fig. 5. Comparison of Haar filter with 5/3 filter for “football” sequence.

and (8,3) + (3,1) perform better than the 5/3 filter. The delay is
reduced by a factor of 2.6 and 3 for (9,3) + (3,1) and (8,3) +
(3,1), respectively, compared to the 5/3 filter. The (5,3) + (3,1)
filter achieves an average PSNR slightly less than the 5/3 filter
while the delay is around 150 ms compared to 700 ms for a 30
frames/s input video.

In Fig. 5, the Haar filter is compared with the 5/3 filter for the
“Football” sequence for a three level temporal decomposition.
The average PSNR of the Haar filter is approximately 1.5 dB
less than 5/3 filter and the N.,q for the Haar filter is six frames.
Our proposed (5,2) + (3,1) filter offers less delay compared to
the Haar filter while exhibiting a compression efficiency that is
close to the 5/3 filter.

The (9,3) + (3,1) and (8,3) + (3,1) filter combinations outper-
form the 5/3 filter while having lower delay requirements. This
holds for all the sequences considered. Hence, we have shown
that we do not have to lose coding efficiency to reduce the delay
requirements. From the PSNR values, we can infer that the com-
pression performance does not get affected when you decrease
the delay. The proposed filter set provides good compression
while having flexible delay characteristics. Introducing subpixel
ME/MC and adaptive update techniques can further increase the
overall coding efficiency.
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Fig. 6. Comparison of proposed filter sets with 5/3 filter for “Susie” sequence.

VI. CONCLUSION

In wavelet-based video coders using 3-D sub-band coding
methods, drift is eliminated and high-compression efficiency
is also achieved. However, the 3-D scheme has to process a
group of frames to take wavelet transform and it introduces
high-coding delays. We have proposed a novel temporal filter
set with motion compensation for 3-D wavelet-based video
coding. The filter set described offers flexible features for com-
pression efficiency and delay requirements. Our experimental
results show, the effectiveness of the proposed scheme. The
proposed (N,S) filter set offers less delay and high-compression
efficiency compared to the 5/3 filter.
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