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Joint Source-Channel Coding for
Motion-Compensated DCT-Based
SNR Scalable Video
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Abstract—In this paper, we develop an approach toward joint format a single bit error can lead to significantly larger errors.
source-channel coding for motion-compensated DCT-based scal-Although source coding is very effective in reducing the rate

able video coding and transmission. A framework for the optimal ¢ ¢hq griginal sequence, it renders the compressed signal very
selection of the source and channel coding rates over all scalable

layers is presented such that the overall distortion is minimized. Sensitive to the impact O_f errors. Herlce, for transmission over
The algorithm utilizes universal rate distortion characteristics an error prone channel, it is imperative that channel coding be

which are obtained experimentally and show the sensitivity of employed to make the data more resilient to channel errors by
the source encoder and decoder to channel errors. The pmposedincreasing the redundancy.

algorithm allocates the available bit rate between scalable layers o . .
and, within each layer, between source and channel coding. We Traditionally, source and channel coding have been consid-

present the results of this rate allocation algorithm for video €red independently. The reason behind this is Shannon’s im-
transmission over a wireless channel using the H.263 Version portant information-theoretic result establishing phi@ciple of

2 signal-to-noise ratio (SNR) scalable codec for source coding separability[10]. It states that the design of source and channel
and rate-compatible punctured convolutional (RCPC) codes for coding can be separated without any loss in optimality as long as

channel coding. We discuss the performance of the algorithm with . - .
respect to the channel conditions, coding methodologies, layer the source coding produces a bit rate that can be carried by the

rates, and number of layers. channel. While being an important theoretical derivation, this
Index Terms—doint source-channel coding, scalable video, wire- PTINCiPIe relies on the crucial assumption that the source and
less video. channel codes can be of arbitrarily large lengths. In practical

situations, due to limitations on the computational power and
processing delays this assumption does not hold. It is then of
benefit to consider the problems of source and channel coding
URING the past few years, there has been an increasingjiointly.
terest in multimedia communications over different types Joint video source-channel coding has been an active area of
of channels, and in particular wireless channels [1]-[9]. This iesearch. The focus of the techniques reported in the literature
a complex and challenging problem due to the multipath fadimgs been to minimize a given criterion (distortion, power
characteristics of the channel. Also, the distortion at the reensumption, delay, etc.) based on a given constraint. Among
ceiver is a function of both the lossy source coding technigtige many research directions, studies have focused on subband
and the errors introduced by the channel. Hence, it is not clearding, scalable three-dimensional (3-D) subband coding, and
of how to best allocate a given bit budget between source acukine transformed video, [3], [4], [8], [9], [11]-[13]. Joint
channel coding so that the resulting distortion at the receiverssurce-channel coding for high-definition television (HDTV)
minimized. has been reported in [14]. While most techniques deal with the
Source coding is concerned with the efficient representatitdigital” (source and channel coding in terms of bits) aspects
of a signal. This is accomplished by reducing the redundancydh source-channel coding, “analog” aspects have also been
the signal as much as possible. While a bit error in the uncomvestigated where modulation techniques are developed in
pressed signal can cause minimal distortion, in its compresssghjunction with the source code and the channel in mind.
Studies on embedded modulation techniques and embedded
. . . . . constellations are discussed in [15] and [16] among others.
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ini i i In
remaining bits, such as the DCT texture data. This concept Source | | Channel _’| - torleaver H Modulation

varying the protection of the bitstream according to its impo Encoder | ™| Encoder
tance is called unequal error protection (UEP). In this work, w
apply UEP to the layers of a scalable bitstream.

While scalability adds many functionalities to a bitstream, e
pecially for heterogeneous networks, itis also well suited for e
hanced error resilience. The breakup of a frame into subsets Out Source | [Chanmal
varying quality lends itself naturally to employing an unequé*—| pecoder €1 Decoder + Deinterleaver |«— Detection
error protection scheme, in which typically the base layer Is
better protected than the enhancement layers. This allows for Fig. 1. Block diagram of a typical video transmission system.
added degrees of freedom in selecting the source and channel
rates that will minimize the overall distortion. In [17], the bena  scalable Video Coding
efits of scalability in an error prone environment are shown by

examining all the scalability modes supported by MPEG-2 in a A scalable video codec produces a bitstream which can be
ATM netvgork y PP y djlvided into embedded subsets, which can be independently de-

coded to provide video sequences of increasing quality. Thus, a

fJomt sou_rcet?chan_n(fal COdt'.n 9 ct):\ video m(;/oly es lmany faqe&hgle compression operation can produce bitstreams with dif-
_ol_hcobmmugical(lons, n ormfar:on eory, an S'QT]ahprP?SZm%'rent rates and reconstructed quality. A small subset of the orig-
e basic block structure of the entire system with the individugi, piisiream can be initially transmitted to provide a base layer

elements involved is shown in Fig. 1. We begin with a scalablg ity with extra layers subsequently transmitted as enhance-
video bitstream that is channel coded using a specified changgl ¢ layers.
rate. This channel chgd information is then mterleav_ed andrhe approach presented in this paper is applicable to different
modulated for transmission over the channel. At the receiver, t§gnal-to-noise ratio (SNR) scalable coders, either supported by
information is demodulated and deinterleaved. This receivggh standards or outside the standards. In the actual implemen-
channel data is then decoded using a channel decoder and finglfon of the system of Fig. 1, however, the H.263 video com-
sent to the source decodel’. We W|” deﬁne eaCh blOCk in m%?ession Standard W|“ be used for providing the SNR Sca|ab|e
detail as we progress through the paper in the developmeng@ktream (annex O of the standard).
an optimal joint source-channel coding algorithm for scalable SNR scalability in H.263 enables the transmission of the
video. coding error (difference between the original and reconstructed
The paper is organized as follows. In Section I, we fOI’mU|amcture) as an enhancement to the decoded picture, thus
the joint source-channel coding problem in detail. The rate ahcreasing the SNR of the decoded picture. There can be any
location algorithm is presented in Section Ill. In Section IV waumber of enhancement layers. This is achieved by continuing
apply the proposed algorithm to the case of a wireless chantelencode the difference between the original picture and the
and rate-compatible punctured convolutional (RCPC) codes.retonstructed picture including all prior enhancement layers.
Section IV-A the main characteristics of the wireless channellf prediction is only formed from the lower layer, then the en-
are discussed while in Section IV-B the channel codes uskancement layer picture is called an El-picture (Fig. 2). How-
are presented. In Section V, experimental results are presenesr, it is possible to create a modified bi-directionally predicted
Finally, in Section VI conclusions are drawn. picture using both a prior enhancement layer picture (El) and
the current lower layer reference picture (P). These pictures are
called “Enhancement” P-pictures, or EP-pictures. Both EI- and
Il. PROBLEM FORMULATION EP-pictures use no motion vectors for the prediction from the
lower layer. However, as with normal P-pictures, EP-pictures
In this paper, we utilize joint source-channel coding for these motion vectors when predicting from their temporally prior
effective selection of a source coding rate and a channel codieference picture in the same layer (El). Thus, new motion vec-
rate that will allow for the least amount of overall end-to-entbrs have to be transmitted with the EP-picture.
distortion for a given total rate. The overall end-to-end distor-
tion includes the distortion caused by both the source codiRg Optimizing Problem
and the channel. In multiresolution and scalable video codingThe problem we address is as follows. Given an overall
the problem has an added level of complexity in how to begdding rate,R, ..., for both source and channel encoding over
allocate rates between the source and channel amongst thedlifscalable layers, we want to optimally allocate bits such that
ferent layers. Toward finding an optimal solution to the sourg@e total distortionD, .. is minimized, that is,
and channel rates for the layers, we formulate this problem into
a bit, or resource, allocation problem with the objective thatthe =~ minimize D, ., subject toRs . < Ryuager- (1)
overall distortion is minimized. We should note that while the ) ]
distortion due to the source coding is deterministic in natufe@r L layers, R is defined as
for a fixed set of quantizer choices, the distortion caused by the I
channel is of a stochastic nature. We therefore will use the term Ryyo= Z Ryter @)
distortion to refer to thexpectedralue of the distortion. ] ’
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] ] ] distortion per layer as thdifferential improvemendue to the
inclusion of this layer in the reconstruction. Therefore, in the
Enhancement I EP EP absence of channel errors, only the distortion for layer one
Layer would be positive and the distortions for all other layers would

be negative since inclusion of these layers reduces the mean

L squared error (MSE). Of course, in the presence of channel
T errors, it is possible for the distortion of any layer to be positive

] since inclusion of a badly damaged enhancement layer can
P

increase the MSE.

Another observation is that the differential improvement in
MSE that the inclusion of an enhancement layer causes de-
pends not only on the rate of the layer but also on the rates of
the previous layers. In other words, this differential improve-
Fig. 2. SNR scalability in H.263. ment also depends on how good the picture quality was to start
with before the inclusion of the current layer. Therefore, due
to this dependency, the distortion for laykers expressed as

/
t T/
P

Base
Layer

\l/vr:teirs,eg%éﬁﬁéc;st)tge combined source and channel rate for Iay%sﬁ {(Rosot|Ro 11, ..., R, 1) and the overall distortion as
L
R,
R5+c,l = R—J (3) Ds-l—c = Z Ds+c,l(Rs+c,l|Rs,l—17 LRI Rs,l) (5)
e,l =1

with B, ; andR,; being the individual source and channel rateghere
for layer!, respectively, from the set of admissible rates for the

given layer,R! and R} Dyiet(Roge1|Rs1-1, -+, Bs 1)
Rs,l S Ri :{Ril, Ri?? ceey Ri]\lz} = DS-l—c,l (Rs+c,l|Rs,l—17 (AR Rs,l)
uncorrupted
R, € RL={R. R, ...,R\} (4) - D PN(Ray1s - Raim) (6)

where M; and N; are the cardinalities of?! and R, respec- ngzfri?sttg:l(')_ IS the_tota! distortion for layerl and_
tively. The source rateR,_; are in bits per second (bps) whileL: "(.) is the distortion calculated when the first
the channel rateR, ,; are the ratio of the number of information! — 1 scalable layers are decoded without any bit errors. Thus,
bits over the total number of bits, and they are therefore dimeHs+,(-) denotes the differential improvement due to the
sionless numbers smaller than unity. The objective therefore!BflUSion of layer in the reconstruction, as mentioned earlier.
the optimization in (1) is to find the rate®, ; and R, ;, for

l=1,..., L, so that the overall rate does not excédg e, I1l. OPTIMAL SCALABLE SOURCECHANNEL CODING

while the overall distortion is minimized. In our implementa- WITH DEPENTENTLAYERS

tion, the same protection is used for the whole scalable layer;The solution,D;, ., to the constrained optimization problem
i.e., no unequal error protection is applied within a layer. Ingf (1), (2), and (5) is obtained by converting it into an uncon-

practical video compression system, the headers are more §ained one with the use of the Lagrangian functionals
portant than the motion vectors which, in turn, are more impor-
tant than the DCT coefficients. A bit error in the headers will J1 =D 1(Boge,1) + ARsic 1
degrade the received video quality more than an error in the mo- :
tion vectors. Also, an error in the motion vectors will cause more . '
' . - =D; R R.rp.1,...,R AR .
damage than an error in the DCT coefficients. Thus, we could ** s, Boe, Ll o1y oos Boa) £+ Moo 1 R
assume, for example, three priority classes within each scalap e . :
. ) i e unconstrained problem can now be solved using tlhese
layer: headers, motion vectors and DCT coefficients. Thus,;i : ; . : : .
. ) . ._’Lagrangian functionals, with the optimal solution being the ar-
would be possible to incorporate unequal error protection within . ! o )
: - ument of the following unconstrained minimization problem:
each layer by makingi. ; a vector consisting of three channef’
coding rates, one for each priority class. This, however, would . [
increase the computational complexity of the solution. Roi, R, i=1,.., L
SNR scalability is supported by the H.263 [18] and MPEG-2 R,
[19] video coding standards, as well as, other computationally whereR, . ; = R ’l .
efficient techniques [20]-[22]. In a subband-based scalable “
codec, it is straightforward to express the distortion as the sdihe solution to this problemiz;, . and henceD}, ., is also
of distortions per layer since each layer corresponds to differehé solution to the constrained problem of (1) if and only if
transform coefficients. However, for a motion-compensatel;, . = Ryuaget [23]. In practice, since there is only a finite
DCT-based codec, it is not as straightforward of how tset of choices for source and channel rates, it is not always pos-
define the distortion of each layer. In this paper, we define tisible to exactly meek;,.qq.:. IN this case, the solution is the bit

Ji+ T4+ 1),

(8)
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rate that is closest t&®;,,44.; While being lower thamy,qge:.
By varying A from zero toxo, the result of (8) will trace out the
operational rate-distortion curve for the system.

For each combination of available source rates at all pre-
vious layers, a set of operating points are obtained at the current
layer!l. The convex hull of these operating points is denoted by -
Dy, . (), thatis, @

:—l—c,l (Rs+c, I|Rs, =1y« Rs, 1)

:C{Ds+c,l(Rs+c,l|Rs,1717 vy Rs,l)} (9)

whereC represents the convex hull of the operational rate-di
tortion function (ORDF). A simple example is demonstrated t
Fig. 3(a) and (b) for a two-layer case.
Assume thatD;, . ,(.) is given for all L layers. We then ®)

use the Lagrangian approach for dependent layer distortionFésf 3. Rate-distortion functions of the (a) base and (b) enhancement layers
(7) and (8). The arguments of the minimization in (8) give JJgr @ two-layer example.
the optimal bit allocation between scalable layers and between N
source and channel coding. Fig. 4 shows the overall ORDF

that is obtained using the minimization algorithm.

D:-:C,] ( RS+C.] )

Ds+c,1

A. Universal Rate-Distortion Characteristics D* (R* )
s+C s+C

So far, we have formulated the problem and outlined the solu- A
tion for the case of dependent layer distortions assuming that the A
optimal rate-distortion characteristics of the individual layers,

Dz, . (), are given. We now describe the technique used to
obtain theDSJrc (), 1=1,..., L. >
While it is possible to simulate transmission of the actual RS+C

source coded data over a channel, gather statistics, and develop

an optimal strategy based on these results, in practice, thig 4. Rate-distortion profile of a given system. The convex hull of the points
leads to extremely high computational complexity and makBI9vides the optimal rate-distortion points.

the process impractical in many ways. For every bitstream, we N
will have to simulate transmission of the data over the channel
using all combinations of source and channel coding rates per
scalable layer and for channel conditions of interest. Clearly,
the computational complexity of this approach is prohibitive.
To circumvent this problemyniversalrate-distortion charac-
teristics (URDCSs) of the source coding scheme are utilized as
proposed in [4] and [9]. This approach is described next.

Given a set of parameters for the channel, channel coding, and
the particular modulation scheme, the probability of bit error,
P,, is calculated for the set of channel rates of interest. This can Channel Parameter
be done using simulations or by theoretical means. It establis 5. Typical channel characteristic plot, i.e., channel parameter versus bit
a reference as to the performance of the channel coding overaher rate response characterlzmg the channel for a set of channel coding rates
particular channel with the given parameters. Furthermore this. with n = 1,
channel performance analysis needs to be done only once. An
example plot showing the performance of the channel codinglst a family of D, ; versusl/F, curves given a set of source
a function of a given channel parameter is shown in Fig. 5 forcading rates of interest as shown in Fig. 6. These are defined
set of channel coding rateR,.. We will call these plotghannel as the URDCs of the source. Due to the use of variable length
characteristic plots codes in the video coding standards, it would be extremely dif-

Toward calculating the impact of the errors due to both sourfieult if not impossible to analytically obtain the URDCs. Thus,
coding and channel transmission on a set of data, it is realizbé URDCs are obtained experimentally using simulations. To
that for a given set of preceding layer source rates, the dibtain the URDC forD,.. ;, layer! of the bitstream is cor-
tortion for a particular layerD,.. ;, given a particular source rupted with independent errors with bit error rdtg. Layers
coding rate R, ;, is a function of the bit error rate. Thus thel, ..., I — 1 are not corrupted. The bitstream is then decoded
rate-distortion function of the layer, (given the preceding layand the mean squared error is computed. The experiment is re-
source rates) for a fixed source rafe, ;, is a function of the peated many times (in our case, 30 times). b 1, i.e., we
bit error rate (after channel decodingd},. It is then possible to are calculating the URDC for an enhancement layer, we need to

Bit Error Probability, P,

»
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subtract the distortion of the firét- 1 uncorrupted layers, since
D, 1 inthis case is the differential improvement of including
layerl, as mentioned earlier [see (6)].

Using the channel characteristic plots (Fig. 5) and the uni-
versal rate-distortion characteristics (Fig. 6), operational rate-
distortion functions for each scalable layer are constructed as
follows. First, for the given channel parameters, we use the
channel characteristic plot to determine the resulting bit error
rates for each of the available channel coding rates. Then, for
each of these probability values, we use the URDCs to obtain the
resulting distortion for each available source coding rates. By 1P,
also obtaining the total rat; ;. foreach qomb?nation of Sfource_Fig. 6. Universal rate-distortion characteristics of the source; typical
and channel codes, we have the rate-distortion operating poiis-to-end distortion versus bit error rate response characterizing the source
for the given channel conditions. The operational rate-distorti@nd channel for a set of source coding rafés,. form = 1,..., M.
function is found by determining the convex hull of the oper-
ating points. It should be emphasized that the optimality is cofgferred to as a Rician fading channel where the distribution of
ditional on the universal rate-distortion characteristics and tHee received signal follows a Rician probability density func-
assumption that the distortion for a particular layer is a functidien. For the case in which no direct line-of-sight is available
of the bit error rate. The channel parameters are the parame@sr#n most urban areas the channel is referred to as a Rayleigh
that are necessary to characterize the channel and are diffef@ding channel in which the distribution of the received signal

DS+C

v

for each channel and modulation technique. follows a Rayleigh distribution. Its probability density function
We now describe the proposed algorithm in more detail. Wedf) is given by

start by assuming that the state of the channel is given, deter- ) P

mined by the channel parameters. Then, using the channel char- 7—2 exp <—7—2> , (0<r <)

acteristic plot, for the set of channel rates of interest for layer pir)=9 9 20 (10)

R. = {Rl, R.,, ..., RL, } the corresponding bit error rates 0, (r <0)

P, = {P}, Py, ..., Py} are acquired, wherd is the
number of admissible channel rates for lajeNext, for each
P}, the distortions due to the source and channel for a set or .

& channel is assumed.

I _ rpl l l ; _
source ratest, = sy, Ry oo Ry, } of interest for a par Due to multiple reflections of the transmitted signal and the
ticular combination of previous layer source rates are calculat%d, . . . . .

€lay incurred with each reflected signal, the received signal

where; is the number of source rates_of Interest for lalydrs is attenuated and delayed. Thus, given a transmitted signal
such, we now have the total rate and distortion points necessar . . " : X .
r a slowly fading channel with additive white Gaussian noise

fc_>r generathg the convex hull for the Iaye.r conditioned uponHaSing binary phase shift keying (BPSK) modulation, the re-
single combination of rates from the previous layers. Once the. . X . ;

L ceived signal-(¢) over a signaling period can be represented
convex hull for all of the layers over all combinations of layer
source rates have been generated, the minimization algorithm of

(6) and (7) can be used to obtain the overall optimal rate-distor- ,.(¢) = a(t) exp™*® w(t) + 2(¢), 0<t<T (11)
tion breakdown. o

whereo? is the time averaged power of the signal before de-
teFtion. In the work presented in this paper, a Rayleigh fading

wherez(¢) is the complex valued white Gaussian noiaét)

is the attenuation factor due to fading over the signaling pe-
riod T, and¢(t) is the phase shift of the received signal. For
this signal the attenuation facta(t) is a Rayleigh distributed

A. Wireless Channels random process with the phase skift) being uniformly dis-

In this section, we present essential elements on wireldgguted over the interval—n, ). For a slow fading Rayleigh
channels for the further development and implementation of thBannel, we can assume thef) and¢(¢) are constant over a
scheme in Fig. 1. Wireless, or mobile, channels differ from ttfégnaling interval.
traditional additive white Gaussian noise (AWGN) and wired In the case of binary phase shift keying modulation (BPSK)
computer networks in the types of errors they introduce, g¥er a fading channel, if the received signal’s phase can be esti-
well as, in the severity of these errors. A characteristic featuiated from the signal for coherent demodulation, the received
of wireless channels isultipath fading It is the resulting Signal can be recovered with the use of a matched filter [24].
degradation when multiple versions of a signal are received .
from different directions at different times. Multipath fading®: Channel Coding
occurs due to a number of factors of which some important Rate-compatible punctured convolutional (RCPC) codes for
ones are the presence and motion of objects reflecting #tteannel coding are used in this work. Convolutional coding is
transmitted signal, the speed and motion of the receiver througgcomplished by convolving the source data with a convolu-
this medium, and the bandwidth of the channel. Statisticallypnal matrix, G. In essence rather than having a number of
a wireless channel in which direct line-of-sight is available ishannel coded symbols for the corresponding block of source

IV. EXAMPLE: JOINT SOURCECHANNEL CODING FOR A
WIRELESSCHANNEL USING RCPC ®DES
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codes as in linear block codes, convolutional coding generafidss mother rate is punctured according to the following punc-
one codeword for the entire source data. Convolution is tih&ing matrices to achieve the 2/3 and 4/5 rate codes:

process of modulo-2 addition of the source bit with previously

delayed source bits where the generator matrix specifies which P, 3 = <1 é) Py = <1 (1) (1) é) . (14)
delayed inputs to add with the current input. This is equivalent to

passing the input data through a linear finite-state register whexe the receiver, soft Viterbi decoding is performed on the
the tap connections are defined by the generator matrix. The raigeived signal.

of a convolutional code is defined agn wherek is the number  The channel parameter used in the channel characteristic plot

of input bits andn is the number of output bits. is the SNR of the channel defined as
Decoding convolutional codes is most commonly done using E,
the Viterbi algorithm [25], which is a maximum-likelihood se- SNR = oA E{a*} (15)
0

guence estimation algorithm. There are two types of Viterbi de-
coding, soft and hard decoding. In soft decoding, the outputwhereZ, is the energy per bity,/2 is the power spectral den-
the square-law detector is the input into the decoder and the dity of the additive white Gaussian noise afidla®} is the ex-
tortion metric used is typically the Euclidean distance. In haggected value of the square of the multiplicative neigg) which
decoding a decision as to the received bit is made before tr&s Rayleigh distribution. The channel characteristics were ac-
received data are input into the Viterbi decoder. The distortispired for SNR values ranging from a very poor channel of 5 dB
metric commonly used in this case is the Hamming distanceto a high fidelity channel of 25 dB. The bit error rates for the

If a nonfixed rate code is desired, then a higher rate code déree channel coding rates is given in Table I. The bit error
be obtained by puncturing the output of the code [26]. Puntates were obtained experimentally using simulations. Fig. 7
turing is the process of removing, or deleting, bits from thehows the theoretical bit error rates for the same channel codes
output sequence in a predefined manner so that fewer bits angl wireless channel, as well as the uncoded bit error rate (bit
transmitted than in the original coder leading to a higher codirggror rate without use of channel coding). Details on how to ob-
rate. The idea of puncturing was extended to include the cdain this plot can be found in [21], [24], [27]. Fig. 8 shows the
cept of rate compatibility [27]. Rate compatibility requires thatncoded bit error rate versus the coded bit error rate for each
a higher rate code be a subset of a lower rate code, or that lowkannel coding rate of interest.
protection codes be embedded into higher protection codes. Thighe source coding rates used in our simulations are 28, 42,
is accomplished by puncturing a “mother” code of rafe to and 56 Kbps for the base layer
achieve higher rates. Rate compatibility represents a “natural
way” to apply unequal error protection to the layers of a scal-
able bitstream. If a high rate code is not powerful enough to Pr8nd for the enhancement layer we select the following two sets
tect from channel errors, lower rates can be used by transmittifates for both two- and three-layer scalability
only the extra bits.

R! = {28, 42, 56} Kbps (M, = 3) (16)

R? =R®={28 42 56} Kbps (M, =3, M3=3) (17)

and

R =R3={14,28, 42} Kbps (M, =3, M3 = 3). (18)

While the techniqgue we have presented above for joint _ _

source-channel scalable video coding is applicable to differeHtis allows us to view the performance of the algorithm based
channels, we concentrate on wireless mobile channels. Tow8Fithe granularity of scalable layers. We refer to the two sets of
this end, we simulate the transmission of a multilayer SNRtes as the high enhancement rates [(16) and (17)] and the low
scalable bitstream over a Rayleigh fading channel with additif@hancement rates [(16) and (18)], respectively.
white Gaussian noise. As interleaving is an effective technique ne two sets of enhancement rates are tested over a 10 dB and
interleaver is assumed. This means that, instead of usingafes of interest are given in Table I.
white autocorrelation. The modulation technique used is BPSKis imperative that the error concealment of the decoder be
with coherent demodulation. RCPC coding is used for chanrfégarly defined in analyzing any results. The decoder utilized

coding with a mother rate of 1/2. The admissible set of chanriBithis study has only passive error concealment. That is, once
rates for the base and enhancement layers are an error is detected anywhere within a frame, all data up to the

next resync marker (in the form of a GOB header) are tagged as
being corrupted and are copied from the previous frame.

V. EXPERIMENTAL RESULTS

RI=R’=R?= {%, %7 é} (N = N, = N3 =3) (12) The data set used in the experiments presented in this paper
7 is 300 frames of the “Foreman” sequence. The pixel dimensions
with the following generator matrix of the sequence are 176 144 (QCIF). The encoded frame

rate is about 8 frames per second for all encoded source coding
rates. All three video components (one luminance and two
a-— <1 01 101 1) (13) chrom.inance compopents) were used for the calculation of the
1111 0 0 1/° distortion at the receiver.
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TABLE | 10"
PERFORMANCE OF RCPC Q/ER A RAYLEIGH
FADING CHANNEL WITH INTERLEAVING

Channel Rate R, 172 2/3 /5 o T
Bit Error Probability P, 10 dB | 3.2x10~° | 9.1x10~° | 1.03x10~2 sl |
Bit Error Probability P, 20 dB | 5.0x10-10 | 8x10 ' | 8.4x10~° }

1/2 Rate
2/3 Rate
4/5 Rate
Uncoded

107 v

5 10

20

RCPC Bit Error Rate
3
T

1/2 Rate
2/3 Rate
4/5 Rate

L

Fig.8. Coded bit error rate versus uncoded bit error rate for RCPC codes using

1072 10
Uncoded Bit Error Rate

BPSK modulation over a Rayleigh fading channel.

60

55 4

—=— 2 Layer LowEnh Rates
—e—2 L ayer HighEnh Rates
--4-- 3 Layer LowEnh Rates
--©-- 3 Layer HighEnh Rates

50 -
Fig. 7. Theoretical bit error rates for RCPC codes using BPSK modulation
over a Rayleigh fading channel.

—o— Non-Scilggle

We begin by testing the algorithm with a 10 dB channelé
The performance of 2 and 3 layer scalability at both the low
enhancement rates and at high enhancement rates, as well as,
performance of anonscalable bitstream are tested. The results¢
shown in Fig. 9. In comparing two- and three-layer scalability, it
can be seen that at lower bitrates, two-layer scalability perform
better for both the low and high enhancement rates. Howeve
as the bitrates increase, the three-layer begins to perfor
better. It can also be seen that at bitrates above 120 Kbps, tt
three-layer, low enhancement rate, outperforms the two-laye.
hlgh enhancement rates. At hlgher raFeS’ the low ar,]d the h'lg . 9. Comparison of optimal rate-distortion characteristics of H.263 SNR
enhancement rates perform almost identically while at lowalability over a 10-dB Rayleigh channel using both low enhancement rates
bitrates the low enhancement rates clearly outperform the higjtgl high enhancement rates.
enhancement rates. In comparing the scalable results to the
nonscalable results, we note that for bitrates below 112 Kbps,The optimal rate selections for the individual layers and type
scalability clearly does better in handling errors. As the rate$coding are detailed in Tables Il and Ill for the three-layer low
increase the performance of scalable coding is comparablegnhancement rates case at 20 dB and 10 dB, respectively. One
if not better than, nonscalable coding. aspect that stands out is the fact that the distortions due to the

At 20 dB the subtleties of the rate allocation algorithm becormeannel coding dominate. This is especially apparent with the
more pronounced as seen in Fig. 10. Here, it is quite obviolil8 dB channel where the 4/5 rate code is not enough to sustain
that at these bitrates, the use of scalability can be effectivelyy reasonable level of error protection. In this situation, for the
justified. Except for the 88 Kbps case, the scalable results dineee-layer case, all layers must be brought out of the 4/5 rate
better than the nonscalable results. In comparing two verduefore any improvements can be seen. It is easier for the two
three layers, the three-layer codec outperforms the two-layayers since this can be done at a lower total rate. However, as
codec at higher bitrates while the two-layer codec results tine rates increase the performance of the layers converge and
better distortion at lower bitrates. An interesting aspect of tlaetually cross as the three layers are able to come up to a higher
algorithm is that for both the two- and three-layer codecshannel coding rate. At 20 dB the channel does not require a
the low enhancement rates give better results at lower rakggh level of protection and we see that the difference between
and as the rate increases, there is a definite switch-over pdhe two and three layers is comparatively less at the lower rates.
beyond which the high rates perform better. This result is al#as clear that the lowest channel rate possible is first selected for
present at 10 dB but less apparent. the base layer and as more overall rate is available, the emphasis

30

25

20

170 220

Total Rate (Kbps)

70 120
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50

—a&— 2 Layer LowEnh Rates TABLE I
B Y ) OPTIMAL RATE BREAKDOWN OF THREE-LAYER LOW ENHANCEMENT RATE
45 *—2Layer Highknh Rates H.263 SSALABLE VIDEO OVER A 20-dB RAYLEIGH FADING CHANNEL
. --4-- 3 Layer LowEnh Rates
405 --<©-- 3 Layer HighEnh Rates R:+c LD;Lc [ Rsa RC,l Ryo | Bep l Rs,s I Rcyg
—©—Non-Scalable 70 [54.96] 28 [4/5] 14 [4/5] 14 [ 4/5

88 [36.65| 42 | 4/5 | 14 | 4/5 | 14 | 4/5
116 | 2573 | 42 | 2/3 | 14 | 4/5 | 28 | 4/5
132 [22.77| 42 | 2/3 | 14 | 4/5 | 42 | 4/5

35 A

L
299 150 [2074| 42 [2/3 | 28 [ 4/5 | 42 | 4/5
189 | 17.81| 56 | 2/3 | 42 |[4/5 | 42 | 4/5
21 228 | 16.85 | 56 | 1/2 | 42 | 4/5 | 42 | 2/3
20
TABLE 1l
15 | OPTIMAL RATE BREAKDOWN OF THREE-LAYER LOW ENHANCEMENT RATE
H.263 SALABLE VIDEO OVER A 10-dB RAYLEIGH FADING CHANNEL
10 T 7 T R:+g I D;_(_c Rs,l Rc,l Rs,? | Rc,2 ] Rs,3 RC,S
0 120 170 220 270 70 | 3178 | 28 [ 4/5 | 14 | 4/5 | 14 | 4/5
Total Rate (Kops) 98 | 46.96 | 28 |1/2 | 14 |2/3| 14 | 2/3

Fig. 10. Comparison of optimal rate-distortion characteristics of H.263 SNR 118 | 3791 28 | 1/2 | 14 2/3 28 2/3
scalability over a 20 dB Rayleigh channel using both low enhancement rates 126 [34.95| 42 | 1/2 | 14 [2/3 | 14 |2/3
and high enhancement rates. 161 {2012 | 42 | 1/2] 14 [2/3) 28 | 1/2

189 |26.10 | 42 | 1/2 | 28 | 2/3 | 42 | 2/3
224 | 2388 | 42 | 1/2 | 42 | 1/2 | 28 | 1/2

on the enhancement layer increases. However, in all cases, the
emphasis rests clearly on the base layer. Intuitively, this is the
obvious mode of rate selection. After all, the base layer has the TABLE IV

It.mate dec's'on on the al.t Of the o era” -deo Re ardle COMPARISON OFACTUAL TRANSMISSION VERSUS THEDISTORTION OF THE
ult IS quality Vv vi : g9 %CORRUPTEDSEQUENCE AND THEDISTORTION PROVIDED BY THE OPTIMAL

of how well an enhancement layer is transmitted, if the qualitRate ALLOCATION ALGORITHM FOR THE“FOREMAN" SEQUENCEOVER A 10

of the base layer is poor, the overall distortion will be high. In dB AND 20 dB RAYLEIGH FADING CHANNEL
instances o_f an uncorrupted_enhancement layer over a corrupted 10 4B Channal Distortion (MSE)
base layer, it will look as if noise has been added to the base layer Uncorrupted | Optimization | Actual
due to the concealment efforts of the decoder in replicating parts 2262 C;geé 12126 ?bps) 28.80 - 35.1(\)/15813 3365
. 2 istorti
of aframe from the previous frame to conceal the corrupted data. 0 anne istortion (MSE)
. . . A Uncorrupted | Optimization | Actual
Finally, the performance of the rate allocation algorithm is T.263 Codec (110 Kbps) | 24.01 24.97 34.55

tested by simulating the transmission of the “Foreman” se-
guence over a wireless channel at 128 Kbps with the two-layer,
high enhancement rate codec at 10 and 20 dB. The source
and channel rates used to code the bitstream are given by the
optimal algorithm. Table IV details the results. The results
for the H.263 codec show that the distortion for the actual
transmission is actually less than that given by the result of the
optimization algorithm and for the 20 dB case is quite close
to the uncorrupted results. Two representative frames from
the transmission of the two-layer, high enhancement rates,
“Foreman” sequence at 10 dB are shown in Figs. 11 and 12
with their uncorrupted counterpart. Overall, we conclude from
the presented results that the rate allocation algorithm performs
quite well in selecting the appropriate rates.

Finally, it should be noted that the structure of a video bit-
stream plays an important role in the error resiliency of source
coded data. In H.263 efforts have been made to create an error
resilient bitstream with the use of resync markers and specific
Annexes. However, because of the extensive use of variable
length codes (VLC) to code texture data, motion vectors, and
mode information, the coded bitstream is especially susceptible
to bit errors. In fact, in our simulations of video transmission,

the majority of errors seen are due to VLC errors where cdrig- 11. Decoded H.263 frame 46 of the “Foreman” sequence (a) without any
channel errors and (b) 10 dB Rayleigh fading channel. The base layer is 42 Kbps

rupted bi_tS cause illegal .Or incorrect VL(? to be decoded. In trﬂ)?otected with a channel rate of 1/2 and the enhancement layer is 28 Kbps with
case of illegal VLCs being decoded, this leads to a completi rate channel protection.

P

(b)



KONDI et al.: JOINT SOURCE-CHANNEL CODING FOR MOTION-COMPENSATED DCT-BASED SNR SCALABLE VIDEO

AR
»

b,

F i

(b)

Fig. 12. Decoded H.263 frame 51 of the “Foreman” sequence (a) without any
channel errors and (b) 10 dB Rayleigh fading channel. The base layer is 42 Kbpstl]
protected with a channel rate of 1/2 and the enhancement layer is 28 Kbps with
2/3 rate channel protection.

loss in synchronization at the decoder. The standard course o[f2
action for the decoder in this case is to reestablish synchroniza-
tion at the next resync marker within the bitstream. In doing sol
all data between the place the illegal value occurred and the next
resync marker is dropped since the decoder can no longer eval4]
uate it. Within H.263 this resync either occurs at the beginning
of a frame with the picture start code (PSC), or at the beginning
of the next group of blocks (GOB). If Annex K (slice structure [5)
mode) is engaged, then the next resync can occur at the start of
the next slice. (6]

VI. CONCLUSIONS [7]

In this work, we have developed an algorithm for the effi-
cient transmission of scalable video over noisy channels. By[
formulating the problem of rate selection for scalable video
as a dependent resource allocation problem, we proposed &lfll
optimal strategy for selecting the source and channel rates
over a given number of layers given the characteristics ofi0]
the source and channel. Given a target overall bitrate, the
parameters of the transmission scheme, the channel, and e
source codec, this algorithm provides appropriate breakdown
of the rate into the subrates such that the overall end-to-end?]
distortion is minimized. No other combination of rates totaling
the given budget will result in lower distortion results. While [13]
the work presented has focused on point-to-point wireless
communications, the formulation and solution is independent
of the type of channel. All that is required is the channel mode};4
and the parameter(s) describing the state of the channel. In [29],
the same joint source-channel coding algorithm is applied t
a direct-sequence code-division-multiple-access (DS—CDMA? ]
channel. Furthermore, while H.263 SNR scalability was used,
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the proposed algorithm can be applied to any motion-com-
pensated DCT-based scalable video coding technique such
as MPEG-2 and other efficient scalable coding techniques
[20]-[22]. Most of the previous work in the literature deals
with rate allocation for subband-based scalable schemes. For
a motion-compensated DCT-based scalable scheme, though,
the layers are dependent. Thus, in this work, we define the
enhancement layer distortion to be negative and also we
condition the rate-distortion functions of a layer on the source
coding rate selections for the previous layers.

In analyzing the results, we conclude that for reliable video
transmission scalability is an effective tool. At low bitrates
with a severely degraded channel, it can be seen that scalability
provides a framework within which transmission can take place.
With higher fidelity channels, it is also seen that scalable
transmission generally outperforms nonscalable transmission.
Beyond error resiliency, scalability clearly offers many more
functionalities.
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