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An Operational Rate-Distortion Optimal Single-Pass
SNR Scalable Video Coder

Lisimachos P. KondiMember, IEEEand Aggelos K. KatsaggelpBellow, IEEE

Abstract—in this paper, we introduce a new methodology for each user at an appropriate bit rate by transmitting a subset of
single pass signal-to-noise ratio (SNR) video scalability based onthe original bitstream.
the partitioning of the DCT coefficients. The DCT coefficients Another important application of scalability is in error re-

of the displaced frame difference (DFD) for inter-blocks or the .. . . .
intensity for intra-blocks are partitioned into a base layer and silient video transmission. It has been shown [3] that it is ad-

one or more enhancement layers, thus, producing an embedded Vantageous to use scalability and apply stronger error protection
bitstream. Subsets of this bitstream can be transmitted with to the base layer than to the enhancement layers (unequal error

increasing video quality as measured by the SNR. Given a bit protection). Thus, the base layer will be successfully decoded
budget for the base and enhancement layers the partitioning ity high probability even during adverse channel conditions.

of the DCT coefficients is done in a way that is optimal in the I - .
operational rate-distortion sense. The optimization is performed Had we not used scalability but instead protected the whole bit-

using Lagrangian relaxation and dynamic programming (DP) Stream equa”y, there WOUId be a mUCh h|gher pI’Obablllty Of cat-
Experimental results are presented and conclusions are drawn.  astrophic errors that would resultin a poor quality reconstructed

Index Terms—tayered coding, operational rate-distortion video sequence. .
theory, scalable video coding. In this paper, we present a new method for SNR scalability,
which differs from the one supported by the standards. The
method is based on the optimal partitioning of the discrete co-
sine transform (DCT) coefficients of the displaced frame differ-

scalable video codec is defined as a codec that is capabl@ote (DFD) or the image intensity values. We firstintroduced an

producing a bitstream which can be divided into embedd&NR scalable codec that is based on the partitioning of the DCT
subsets. These subsets can be independently decoded to prasgé#icients in [4]. Here, we present a more general partitioning
video sequences of increasing quality. Thus, a single compresheme, as well as, an algorithm for the rate-distortion optimal
sion operation can produce bitstreams with different rates andpevtitioning of the DCT coefficients into scalable layers.
constructed quality. A small subset of the original bitstream canThe paper is organized as follows. In Section Il previously
be initially transmitted to provide a base layer quality with extraroposed methods for SNR scalability are described. In Sec-
layers subsequently transmitted as enhancement layers.  tion Ill the problem formulation is presented. In Section IV a

Scalability is supported by most of the video compressiddynamic Programming solution to the problem is discussed. In
standards such as MPEG-2, MPEG-4 and H.263. Version 23ction V details on the proposed Rate Distortion optimal SNR
the H.263 standard (also known as26B+) [1], [2] supports scalable coder are given. In Section VI the extension of the pro-
SNR, spatial and temporal scalability. In SNR scalability, theosed algorithm to more than two scalable layers is discussed. In
enhancement in quality translates in an increase in the SNRSsfction VIl experimental results are presented. Finally, in Sec-
the reconstructed video sequence, while in spatial and tempdiaih VIII conclusions are drawn. A pseudocode for the proposed
scalability the spatial and temporal resolution, respectively, aktgorithm is presented in the Appendix.
increased.

An important application of scalability is in video transmis- [I. METHODS FORSNR SCALABILITY

sion from a server to multiple users over a heterogeneous netryg traditional method for SNR scalability as utilized by the
vvprk, such as the Internet. Users are connected tq the ngtworbiago compression standards (MPEG-2 [5], H.263 [1]) consists
different speeds, thus, the server needs to transmit the video 4atg, o following steps. The base layer is created by quantizing
at bit rates that correspond to these connection speeds. Scalay encoding the DFD, as in a nonscalable encoder. Then, the
bility allows the server to compress the data only once and Seforence between the reconstructed base layer and the original

frame is computed. This residual error is encoded the same way

, . _ ) the DFD is encoded in nonscalable video encoders. In order to
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Fig.1. Partition ofthe DCT coefficients in three layers according to [4] and [6
g y gtof4]and(6. Enhancement Layer

The method we propose in this paper builds upon and gen
alizes a method we have proposed earlier [4], [6]. In this earli | | | | | | |
method a single DCT and quantization operation of the DFD
is involved. The coefficients are then partitioned in a number Fig. 2. Proposed partitioning of DCT coefficients for SNR scalability.
of sets which form the scalable layers. If, for example, three
layers are involved, the partitioning is depicted in Fig. 1. I transmit a coefficient with magnitude of quantization level 9
it the zig-zag scanned coefficients are shown in the horizontiiing three layers, we can transmit quantization level 5 as base
axis, while the bit representation of each coefficient (most sifyer, quantization level 2 as first enhancement layer and quan-
nificant bit -MSB- to least significant bit -LSB- is shown in thetization level 2 as second enhancement layer. Next, we present a
vertical axis. The base layer includes coefficients (actually théfirmulation and optimal solution to the problem of partitioning
quantization levels)— X, without theirA least significant bits. the DCT coefficients under this scheme [8], [9]. The nonscal-
The first enhancement layer consists of coefficietits 1 to 63 able mode of the H.263 standard was used as a basis for our im-
without their B least significant bits. All remaining bits of all plementation, however, any motion-compensated DCT-based
coefficients are transmitted with the second enhancement layé@eo codec could be used.
Motion vectors and other overhead information are transmitted
with the base layer. This algorithm combines the successive ap- lll. PROBLEM FORMULATION

proximation and spectral selection approaches for scalability\we assume that the DCT transform of the DED (or the in-
supported by JPEG [7]. The paramet&rsd and5 are adjusted tgngity for intra blocks) is taken and quantized. That is, a triplet

by a rate control algorithm based on heuristics. This SNR SCaI_'EVEL, RUN, LAST) is transmitted using suitable VLC ta-
able algorithm has a lower computational complexity and ov§les where LEVEL is the quantization level of the coefficient,
head than the method supported by the standards and descriggg] js the number of zero-valued coefficients that precede it
in the previous paragraph. However, it implicitly makes the agng | AST specifies whether the current coefficient is the last
sumption that the DFD data are lowpass, which is not necgine plock. An extra bit is appended to the VLC to denote the
sarily true. In addition, the three parametérsA andB which  gign of LEVEL. Therefore, in the following discussion, LEVEL
control the rate give us few degrees of freedom. will refer to the absolute value of the quantization index.

The generalization of the method outlined above is based 0Ny, forming an SNR scalable bitstream the following problem
the following observations. Clearly, setting the least significaf tormulated and solved. Let be the set of original (unquan-
bits of a coefficient to zero is equivalent to subtracting a Cefizeq) DCT coefficients in a frame ardthe set of quantization
tain value from it. The variable length code (VLC) tables usgge|s that results from the quantization®fwith quantization

in the standards use smaller length code words for smaller ramete©P. If X, is a DCT coefficient(;, the corresponding
. . . = . T 1
efficient magnitudes. Thus, subtracting a value from a Coeﬁ'ﬁantization level (for inter blocks) is given by

cient reduces the number of bits required for its representation

but clearly increases the distortion. The decoder reconstructs C;,=(X:| - QP/2)/ (2 x QP) (1)

the quantized DCT coefficients by adding the subtracted values

(if available to it) to the values it received with the base layefhere the/ operation denotes integer division with truncation
These observations form the basis of the proposed partitionfigy/ard zero. A similar equation is used for intra blocks. The
technique for the DCT coefficients which is much more gerqiecoder receives the set of quantization le¢end converts it
eral than the one discussed in the previous paragraph. The dai@a set of “dequantized” DCT coefficien. The value of a
layer is constructed by subtracting a value from each DCT célequantized” coefficien\; is given by [1]

efficient. These subtracted values then represent the enhance- { 0 ifC; =0

ment layer (See Fig. 2). If more than two scalable layers arg, — 27>< QP x C; + QP, if C; #0andQP odd
required, the values subtracted for the creation of the base layer 2x QP x C; + QP —1, if C; #0andQP even.
@)

are further broken into other values. For example, if we want



KONDI AND KATSAGGELOS: OPTIMAL SINGLE-PASS SNR SCALABLE VIDEO CODER 1615

Our goal is, given a set of DCT coefficienf§ with corre- every block that would minimize the Lagrangian cost of the
sponding quantization levets and “dequantized” valueX¥, to block
find a set of quantization levels by subtracting a certain value . .
[; from each coefficient quantization lewél, so that a bit con- Tlock(A) = Dhlock (X’ X) + Atplock (X) ®)
straint is satisfied. The value can be different for each coeffi- ) o ) .
cient quantization level;. The set of “dequantized” values thaf©" & 9ivenA. The admissible candidate s&ts constructed as
corresponds t@' is X . We will call X atrimmedversion ofx. follows. _anh nonzero coefficient in the block with qu_annzatlon
The set of quantization leveid is transmitted as the base layef€Ve! Ci is either dropped completely or a valle< C; is sub-
(along with motion vectors and overhead information). TheH,aCted from it. Although there is a finite number of admissible

given a bit budget for the base layer, our problem is to &ihals setsC, the minimization of the Lagrangian cost in (5) using ex-
the solution to the constrained problem haustive search is computationally prohibitive. The problem has

however a structure which can be exploited using dynamic pro-
gramming (DP) for its solution, as will be described in the next
section.

Algorithms have been proposed in [12] for quality enhance-
ment in JPEG or MPEG and in [13], [14] for the optimiza-
whereD(.,.) andR(.) are the distortion and rate functions, retion of the enhancement layer in SNR scalability as defined in
spectively andiy,.qge¢ IS the available bit budget for the baseMPEG-2. In [12] the objective is to improve the SNR of a JPEG
layer. image by using a finer quantizer and dropping the unimportant

The problem of (3) can be solved using Lagrangian relageefficients instead of using a coarser quantizer that would yield
ation. The problem now becomes the minimization of the Lahe same bit rate. In [13] the goal is to adjust the DCT coeffi-
grangian cost cients of the enhancement layer (which is the differential image,

as defined in the standard) in order to make its encoding more

efficient. In this work, the objective is, given the quantized DCT

JON) =D (X, X) +AR (X) (4) coefficients, to define the partitioning that will yield the optimal
rate-distortion performance. Thus, although similar mathemat-

and the specification of the Lagrange multiplieiso that the ical tools are used, the application is significantly different from

budget constraint is satisfied. [12] and [13].

Without lack of generality, in our implementation of the algo-
rithm, we determine a bit budget for the base layer for a group
of blocks (GOB). This is done because an outside rate controlAs mentioned in the previous section, the 2-D DCT coef-
mechanism updates the quantization parameter (QP) at theflments are ordered in one dimension using the zig-zag scan
ginning of each GOB and thus determines the total availal®ad encoded using Variable Length Codes (VLC's) that corre-
bit budget for the GOB (for all scalable layers). The bit budgejpond to the triplets (LEVEL, RUN, LAST). Let us assume for
for the base layer is a fixed percentage of the total availatdemoment that the coefficients are coded using pairs (LEVEL,
bit budget for the GOB. This percentage is determined by tiRUJN), i.e., the same VLC is used whether the coefficient is the
target bit rates for each scalable layer. In H.263 with QCIF-sizéast nonzero coefficient in the block or not. We will explain the
frames, one GOB consists of one line of 236 macroblocks modifications to the algorithm for (LEVEL, RUN, LAST) later.
(11 macroblocks). Each macroblock consists of four luminanddien, suppose that we consider the problem of minimizing the
and two chrominance 8 8 blocks. Since the encoding of theLagrangian cost given that coefficiekts the last nonzero co-
DCT coefficients is done independently for each block (excegfficient in the block to be coded and coefficierts- 1 to 63
for the dc coefficient of intra blocks which is differentially en-are all thresholded to zero. Assuming that we have the solution
coded and transmitted with the base layer anyway),) is ex- to this problem, it can be used to solve the problem when coef-
pressed as the sum of individual Lagrangian costs (one for edicient & is the last nonzero coefficient, wheké > k.
block) and the minimization is performed individually for each In order to see this, let us consider the problem of trimming
block, using the sama [10], [11]. Then, if the bit budget for the firstk DCT coefficients in a block in order to minimize the
the whole GOB is met for a specifis, we are guaranteed thatLagrangian cost (henceforth referred to as Problem 1). The rest
the minimization of the individual Lagrangian costs results in aof the DCT coefficients in the block are thresholded to zero and
optimal bit allocation across the whole GOB. Thdor which they are therefore not included in the base layer. Let us assume
the bit budget is met is found iteratively. A largeresults in a that the solution of Problem 1 results in minimum Lagrangian
point in the rate-distortion curve with low rate and high distorsost.J;;. Let us also consider the problem of thresholding the
tion. Conversely, a smal results in a point with high rate andfirst &' DCT coefficients in the blocki( > k) in order to min-
low distortion. Therefore, a simple method, such as bisectiomize the Lagrangian cost. Let us also assume that coefficient
can be used to find the desiradteratively. More sophisticated &’ is the last nonzero coefficient in the block and coefficient
algorithms, such as, the fitting of a Bezier curve [11], can al$®the penultimate nonzero coefficient in the block (Problem 2).
be used. Let the minimum Lagrangian cost in Problem 2 fjg. Then,

The problem now reduces to finding the set of quantizatioff, = J,j+AJ,i’j,;, whereAJ,i’:’;c, is the difference in cost caused
levels C' and corresponding trimmed DCT coefficients for by including coefficien&’ in the block and subtracting, from

min [D (X, X) |C} subject toR (O) < Rpugger (3)

IV. DYNAMIC PROGRAMMING SOLUTION
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it. Thus, the solution of Problem 1 and the corresponding mifsre, we define a second incremental CA'sI]l.;“k st = _E]lﬁ +
imum Lagrangian cosf;; can be used to solve Problem 2. To, .1, whereRY is the numberofbiis:that are required

prove this, let us assume that the minimum Lagrangian cost gféﬁégsc;é uantizjél;fgrsltlevéll’“ iven thati was the previous
Problem 2 isJ}, = J, + AJ,i’“,;,. However, this would mean N K 9 J b

hat the mini . ¢ Probl hould/ nonzero coefficient and coefficietis the last one to be en-
that the minimum Lagrangian cost of Problem 1 shou be coded in the block. We also keep the minimum Lagrangian costs

Thus, /i, = Ji. Therefore, the solution to the smaller problemy. o each coefficient: given that it is the last coefficient
can be used as part of the solution to a larger problem. This i®%e coded in the block.

characteristic of problems which can be solved using DP tech-
nigues. We next describe in detail the proposed algorithm.

Let us utilize the incremental Lagrangian coSt]jfk as
the difference in the cost incurred by including coefficiént
trimmed by, in the base layer when the previous nonzero We are now ready to give the details of the algorithm. The al-

V. PROPOSED RATE DISTORTION
OPTIMAL SNR S ALABLE CODER

coefficient isj. It is defined by gorithm is recursive and stores the minimum Lagrangian costs
for the block when coefficient is the last nonzero coefficient
AJ;fk = —FEb + ARikk forj <k (6) in the block, wherek = 0,...,63 for inter blocks andk =
1,...,63 for intra blocks. In the following discussion, we con-
where E;* represents the difference in distortion incurred byider the case for inter blocks. For intra blocks, the only differ-
including coefficient and is defined by} = X2 — (X — ence is that the recursion startska¢ 1 instead ofk = 0.

X;¥)?, X, is the originalkth unquantized coefficient antl* is The recursion begins with “coefficient21 which means that
the “dequantized” coefficient which corresponds to quantizatiQRe imaginary coefficient 1 is the last coefficient in the block to
level Cy* = Cj, — i, with Cj, the original quantization level and pe coded and all coefficients between 0 and 63 are dropped from
R, is the rate (in bits) that would be required to encode quanthe base layer. The cost of dropping all coefficients is stored as
zation Ievelé,i" given that the previous nonzero coefficient wag™*; and is given by (8). Then, we proceed to find the minimum
coefficienty. cost path that ends in coefficied k = 0). Clearly, this means

If coefficient & is dropped completely, the contribution tothat coefficient 0 will be kept and all others will be dropped
ward the total mean squared errorX§. If the quantized and but we need to find what valug will be subtracted from its
trimmed coefficient is transmitted instead, the contribution teuuantization level. Thak is the one which minimizes the ex-
ward the total mean squared erroi(i§; — X;*)%. Therefore, pression/*, + AJ%, ;. The resulting cost is the minimum cost
Ey represents the difference in mean squared error betwagiien coefficient 0 is the last one to be encoded in the block
dropping coefficient: from the base layer and transmitting theand is equal to/;. We also need to perform the same proce-
guantized coefficient trimmed b;. Since the error is initial- 4, e usingAJl_él 0.1nes INStead ofA,]EJLO_ Thus, we compute

ized as if all coefficients are dropped, i.e., for tttlé frequency ) v L .
index the error is equal t& 2, the inclusion of the trimmed by S0 1ast = ity {05+ AJD .., ) Wherely is not necessarily

li. kth coefficient will increase the error b, that is the re- thT:salan ?50' ither k ticients 0 and 1 or iust coef
sulting error is equal t&2 — EI* = (X — X14)2, ork = 1, we can either keep coefficients 0 and 1 or just coef-

AJ;’"}V therefore represents the incremental Lagrangian C(?&ent 1. Again, we need to determine the value to be subtracted

of going from coefficieny to coefficienti: (dropping the coeffi- rom C. NOW’ the minimum cost will bel; = ML ‘]i.+

; P AJH  fori = —1,0. We also need to calculatg ,,_, in a sim-
cients between them) and subtractipgrom quantization level =1’ e last
C. The algorithm keeps track of the minimum Lagrangian cog?r manner. he mini ¢
for each coefficient: assuming that it is the last coefficient to T OF & generak, the minimum costs are found as
be coded in the block. We will denote this cost&s

If we drop all ac coefficients of an intra block, the rate will

be zero and the distortion will be equal to

J :min{J; +AJiI"k},fori =—1,...,k—1 (9)
2,y ’

and
63

*« . *« 14 .
J§ = Binea = »_ X} @) Jrges = min {] + A'Ji,"k,last} Jfori=—1,.... k-1
= (10)
since the DCT transform is unitary and we can therefore calcli® algorithm calculated;; and i\, forall & = 0,...,63
late the mean squared error in either the spatial or the freque A& also stores the last nonzero coefficients (predecessord)
domain. For inter blocks, we allow for the possibility of dropthe subtracted valués and!;, which minimize (9) and (10), re-

ping all coefficients, including the dc. Then, we define spectively. Thek which results in the minimunyy; ;. will be
denoted ag:*. Clearly, J;. ., is equal to the minimum La-

. 63 5 grangian cost/y, .k for the whole block. Therefore, we know
J21 = Binger = Z X ®)  that coefficient:* will be included in the base layer and we look
=0 up the value to be subtracted from it. Then, we look up the op-
As mentioned earlier, we need to take into account the fdgnal predecessarwhich resulted i/;.. ;. Let us denote this
that different VLC's are used depending on whether the coafeefficient ast;. Then,k; will be included in the base layer and
ficient to be encoded is the last one in the block or not. Therthe value to be subtracted from it is looked up. Then we look up
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VI. EXTENSION OF THEALGORITHM TO A MULTIPLE NUMBER
OF LAYERS

We have thus far presented an optimal algorithm for parti-
tioning a set of quantized DCT coefficients into two layers. A
bit budget is set for the base layer and the outside rate control is
responsible for maintaining the total target bit rate for all layers.
We now extend the algorithm to more than two layers. As de-
scribed earlier, in order to partition the DCT coefficients into
Fig. 3. Directed acyclic graph representation of the optimal DCT coefficielt O'€ than two I_ayer_s, we first perform the partitioning mt_o_ two
partitioning problem. layers as described in the previous section. We then partition the

enhancement layer into two layers making the total number of

) i . layers equal to three. Now, the problem is formulated as follows.

the predecessor that resulted/f) and continue recursively in Gjyen the quantized DCT coefficients and the partitioning into
the same fashion until we arrive at the imaginary coefficiebt  , |ayers, partition the coefficients of the enhancement layer

“Pruning” of nonoptimal predecessorsn (9) and (10) can (ot the original partitioning) into two layers such that the distor-
be performed, that is based on the observation that in the stggn petween the original unquantized coefficients and the co-
dard H.263 VLC table (andl_in practice, most custom made VL§ificients reconstructed using the new base layer and the new
tables), the number of bit8;’; required for the encoding of co- first enhancement layer is minimized. The minimization is sub-
efficient j given that the previous nonzero coefficient was cqect to a bit budget constraint for the first enhancement layer.
efficient is monotonically increasing with the zero run length et us assume that we have already partitioned the DCT coef-
J—1i— 1. Therefore, fou < j, AJZ};C > AJ}fk andA(]i’;C?laSt > ficients into two layers and the set of coefficient quantization
AJ]{Lk e THUS, if J7 > Jz, thenJ: + AJilkk > Jf 4 AJ]{kk Ievels_ for the second Iay(.ar. S We now want to partition

o I ) I ’ , ’ Ceny into two sets of coefficients, namely, andCs. The coef-
andJi + A jasy > 7 AT s TOreveryly andly. ThUS, - ficiants of the base layef; have already been selected during
« cannot be an optimal predecessof:téVe will denote the set o haritioning of the coefficients into two layers. L&t be
of coefficients to be considered as optimal predecessors of gos “dequantized” DCT coefficients when the first two of the
efficient & as Si. three layers are utilized. Then, our problem is to choose the co-

It is interesting to point out that the proposed algorithm igfficient quantization level€’, that will make up scalable layer
equivalent to finding the shortest path in an directed acyclic(first enhancement layer) such that

graph (DAG). Fig. 3 shows a DAG for the case of just three

DCT coefficients (instead of 64). The vertices of the DAG cor- min [D (X, X142) |Cenn] subject toR (Cz) < Rpudget,2
respond to the Lagrangian costs while the edges correspond 11

to the differential cost&J; ;.. For simplicity, in this graph we where Ry,,qqet,2 iS the bit budget for scalable layer 2 (first en-
assume that coefficients can either be included or dropped frilancement layer).

the base layer, i.e., no “trimming” is involved. The first vertex The above problem can be solved using the algorithm already
takes the valug*, = E, whereFE is equal toE,, OF Einer, described. The only difference is in the definition Bf and
depending on the type of the macroblock. The last vertex dek-;. The value ofJ*; should be equal to the distortion that
ignated as “end” is needed to show that the last coefficient fogcurs when no coefficients are selected for layer 2 (the first
the block has been encoded. Cleatlyl; ..q = 0 for all i. The €nhancement layer). Therefore, the distortion will be the distor-

solution of finding the shortest path of the DAG is exactly thon incurred when including only the base layer, that is,

A) -lend

algorithm we described. 63 )
The computational complexity of the proposed algorithm J,=E= Z (Xf, — X7) (12)
heavily depends on how successful the pruning is and how many i=0

iterqtions are neededto findthe gpproprilatergach blockfora_1 where X is the coefficients selected for the base layer as de-
particular video sequence. Our |mplgmentat|on of the algorlthtrgrmined by the partitioning of the DCT coefficients into two
shows thf"‘" although_ our encoder_|s _slower than tH6Bi- Iarll\{ers. It should be pointed out that since in the case of intra
encodgr, |.ts co.mputat|ona| F:ompIeX|ty|s reasonable (the_ CUMEGcks the dc coefficient goes to the base layer, for this part
qono_phmmed implementation of the proposed _encoder IS ab%lf' he algorithm there is no distinction between intra and inter
five times slower than the UBC implementation of263+

) blocks. Thus, the first Lagrangian costi$; and the recursion
encoder, which does not use rate control for the enhancemgtr&trts at: — 0 and notk — 1

layer). Our goal in designing this codec was to have a low COM-1ha second difference is in the definition El,’j Now we
plexity decoder (which only requires a single inverse DCT steg)e

at the expense of higher encoder complexity. If both an encoder ) )

and decoder with lower computational complexity tha2g3-+ E,lf = (Xk - Xk) — (Xk — X{’;M) (13)
are required, an algorithm employing a heuristic selection of

DCT coefficients as in [4] and [6] can be used at the expensewlﬁereX]f*J'r2 « IS the “"dequantized” coefficieitwhen including

lower video quality. layers 1 and 2 (the base layer and the first enhancement layer).
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TABLE | "f' \\1
COMPARISON OF THEAVERAGE PSNROF THE PROPOSEDALGORITHM AND /

THE H.263 SANDARD SNR SCALABILITY ALGORITHM AT 14—18KBPS

Bit rate (kbps) 14 18
Proposed Algorithm PSNR, (Akiyo) 36.41 | 36.62
UBC Codec PSNR, (Akiyo) 35.41 | 35.59
Proposed Algorithm PSNR (Foreman) | 28.59 | 29.32
UBC Codec PSNR (Foreman) 28.49 | 28.97
TABLE 1l
COMPARISON OF THEAVERAGE PSNROF THE PROPOSEDALGORITHM AND
THE H.263 SANDARD SNR SCALABILITY ALGORITHM AT 28.8-56KBPS
Bit rate (kbps) 288 | 56 r lu
Eg’goéeddAI%;;?};{m:SNR (Akiyo) 322; 3823 Fig. 4. Frame 122 of the “Foreman” sequence encoded using the optimal
odec I'o! ( 1y'0) : : single-pass codec at 28.8-56 kbps (28.8 kbps layer).
Proposed Algorithm PSNR (Foreman) | 30.29 | 31.98
UBC Codec PSNR (Foreman) 30.06 | 32.24

Layer 2 has been constructed by subtracting valueom the ’5/
guantization index o€ ,.

The partitioning of the DCT coefficients into more layers is
done by repeatedly partitioning the enhancement layer into two
layers. If we want to partition the coefficients intolayers as-
suming that they are already partitioned imte- 1 layers, we
need to solve the problem of finding the set of quantization
levels for layern — 1, C,,_; such that

min [D (X, X dn—1)|C.
- [ ( 3y 314244 n 1) | enh] F' Ih
SUbjeCt tal? (Cn—l) S Rbudget,n—l (14) . . .
Fig. 5. Frame 122 of the “Foreman” sequence encoded using the optimal
where nowC.,, is the (last) enhancement layer of the partisingle-pass codec at 28.8-56 kbps (56 kbps layer).
tioning inton — 1 layers andXiy2+...4n_1 iS the set of “de-
quantized” DCT coefficients when the first— 1 layers are uti- average PSNR of all components,(Cy, C;.) and all encoded

lized. frames. As can be seen from the Appendix, in order to reduce
Similarly to the case of three layers, we defifie, and E}f the computational complexity of the proposed algorithm, the
as maximum subtracted valdg for any coefficient; is L where,
63 in our simulation,. = 5. As can be seen in step 5 of the
J =E= Z(Xi _ X1+2+~~~+n71,i)2 (15) Appendix, this reduces the number of comparisons required

to find J; andJj ... We can see that the proposed algorithm
outperforms H.263 in the case of the “Akiyo” sequence while
for the “Foreman” sequence, the results are comparable.
)2 Figs. 4 and 5 show representative frames of the “Foreman” se-
guence encoded using the optimal single-pass codec at 28.8-56
kbps. Fig. 6 shows a plot of the PSNR versus frame number
for both the proposed codec and the UBC codec. It can be seen
that, although the average PSNR is similar for the two codecs
(see Table ), the PSNR of the proposed codec is higher than the
PSNR of the UBC codec for most frames for both layers but it
We tested the above algorithm with the “Akiyo” ands lower around frames 160—-230. Fig. 7 shows a similar plot for
“Foreman” sequences and compared it with results obtaindm “Akiyo” sequence. The public domain version of the UBC
using the H263+ public domain codec from the University ofcodec provides rate control for the base layer but not for the en-
British Columbia (UBC) [2]. The results are shown in Table hancement layer. Thus, an appropriate constaRtwas used
for a base layer bit rate of 14 kbps and an enhancement layef@fthe enhancement layer so that the average target bit rate was
a total bit rate of 18 kbps and in Table Il for a base layer bit rataet. In the case of the “Akiyo” sequence, the cons@itused
of 28.8 kbps and an enhancement layer of 56 kbps. The origimas significantly smaller than th@ P used for frame 0 using
frame rate of these sequences is 30 frames per second andhbegroposed method. For this reason, the UBC codec exhibits
original length is 300 frames (10 s). The resulting encodedhigher PSNR for the enhancement layer of the first several
frame rate is close to 8 frames per second in all cases. The pfaknes. As can be seen in Table II, the proposed algorithm has
signal-to-noise ratio (PSNR) reported was calculated as tadigher average PSNR.

=0

and

142+-4n—1k

(16)
whereX;oy...1n—2 & IS the “dequantized” coefficierit when
layers up ton — 1 are used.

El* = (X3 — Xifopogno2p)’ — (Xk — Xk

VII. EXPERIMENTAL RESULTS
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TABLE I
COMPARISON OF THEAVERAGE PSNROF THE PROPOSEDALGORITHM AND THE

CODECWITH DCT COEFFICIENTPARTITIONING AS IN FIG. 1 AT 14-18-2XBPS
34

Bit rate (kbps) 14 18 22
Proposed Algorithm PSNR (Akiyo) 35.93 | 36.10 | 36.40
32 Partitioning as in Fig. 1 PSNR (Akiyo) 34.39 | 34.66 | 35.08
Proposed Algorithm PSNR (Foreman) 28.06 | 28.79 | 29.57
Partitioning as in Fig. 1 PSNR (Foreman) | 27.56 | 27.93 | 29.11

VIIl. CONCLUSIONS

* In this paper, we proposed an algorithm for SNR video scal-

ability which is based on the partitioning of the DCT coeffi-
4 cientsinto layers. The partitioning is done in an optimal manner.
An important advantage of the proposed algorithm is that it
e . ; ‘ ‘ ' requires only a single DCT and quantization operation and a
0 50 o e 250 a0 smaller bit overhead. Although the optimization algorithm in-
creases the computational complexity of the encoder in compar-
Fig. 6. PSNR versus frame number plot for the “Foreman” sequence encoélggn with the algorithm in [4], the complexity of the de,COder IS
at 28.8-56 kbps. still the same as that of a nonscalable decoder. Experimental re-
sults show that the proposed algorithm performs at least as good
as the H.263 scalable codec depending on the type of the video
sequence and the target bit rates. We presented results using the
“Foreman” sequence, a typical high-motion sequence and the
“Akiyo” sequence, a typical low-motion sequence. The algo-
rithm gives results that are similar with H.263 for high-motion
sequences while it clearly outperforms it for lower motion se-
quences. The results also depend on the ratios between the target
bit rates for the scalable layers. This is the case because the QP
is determined by an outside rate control algorithm based on the
total target bit rate (the sum of all layers). Thus, in the results
we presented for three layers (28.8-56—128 kbps), the 28.8 layer
has a lower PSNR than in the case of two layers (28.8—-56 kbps)
although the bit rate is the same. This is because in the three
layer case, the quantizer was adjusted in order to provide a total

—< Proposed Codec (Base)
261 | & Proposed Codec (Enh.)
x- UBC Codec (Base)
@- UBC Codec (Enh.)

PSNR

s : Egcgggggegcg(ggzazi%ﬁ bit rate of 128 kbps while in the two layer case the total target
sf G UBG Codec (Enh) 4+ bit was 56 kbps. The quality of the base layer depends on the
i ratio of the target bit rate for the base layer over the total target
845 50 700 150 200 250 w0 bitrate. In our example, the 28.8/56 ratio gives better base layer
Frame Number quality than the 28.8/128 ratio. However, in both cases, the re-

o7 PSNR . ber blot for the “Ak g dsults are acceptable.

ig. 7. versus frame number plot for the “Akiyo” sequence encoded at : ;

28.8-56 kbps, The methqdology proposed is general and can be applied to
other scalability problems.

We also implemented the algorithm for the case of three scal- APPENDIX

able layers and compared us with results of the codec that uti- S . o
lizes the partitioning of DCT coefficients as in Fig. 1 [6]. A 1he Ppseudocode for the optimization algorithm is given

heuristic algorithm was used for the selection of the three cap€!oW- For a given, the algorithm for minimizing/,ioc is as
trol parameterst, B andX . The bit rates of 14, 18, and 22 kbpg©!lows.

were used. The results are shown in Table IlI. It can be seen that 1) For current), computeAij'j = —Egl'j + )\Rifj and
the results of the optimal algorithm proposed here are better than A.]fjﬂast = —Ejl»j + /\Rfj i 1ase fOT all pairs ¢, 5) of
those of the heuristic partitioning of Fig. 1, at the expense of in- nonzero coefficients with > ¢ andl; = 0,..., L.
creased computational complexity at the encoder. 2) If current macroblock is intrak* = 0, & = 0,
The public domain implementation of 263+ from UBC [2] So = {0}, J§ = FEinra, predecessod) = NULL,
only supports two layers while our implementation of the codec lastpredecess@r) = NULL.
in [6] only supports three layers. This is the reason why the If current macroblock is interk* = —1, k = —1,
results of the two-layer version of our algorithm were compared S_1 = {-1}, J*{ = Eine, predecessor1) =

with the former while our three-layer results were compared NULL, lastpredecess¢+1) = NULL.
with the latter. N k=k+1.1fk=64,gotostep?7.
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4) if EY =0, setS;, = S,_1 and go to step 3. [13] D.Wilson and M. Ghanbari, “Optimization of two-layer SNR scalability
5) J¥ = minjcs, =01 [J; + AJilkk]; sul:(k) =1 gogrgl\gPEG-zze\:/gige(ZJg’iglnt. Conf. Acoustics, Speech, Signal Processing
St . ; . , pp- — .
(thel; that minimized the previous expressmll;l). [14] ——, “Optimization of MPEG-2 SNR scalable codec$ZEE Trans.
Titast = min;cs,_, 1 =0,....L [JF + AJz‘,kk,last]; Image Processing/ol. 8, pp. 1434-1438, Oct. 1999.

sublastk) = 1 (thelj that minimized the previous
expression). If7; | o < Ji. ., thenk™ = k.

6) Sy = {k} U {L|L € S_1andJ* < J;:} Go to step 3. Li_simachos P. K_ondi (S’_92—M’99_) regeived the
7 bval 63) = 0. k 0 %3__ 0 Diploma degree in electrical engineering from the
) subva ue@" )— ! eep{ . )— . Aristotelian University of Thessaloniki, Thessa-
8) k = k*, subvalue§:*) = sublastk™), keegk*) = 1. loniki, Greece, in 1994 and the M.S. and Ph.D.
g) ko= Iastpredecess(k*), SubvalueGC) —_ sul:(k), degrees, both in electrical and computer engineering,
K E) = 1 from Northwestern University, Evanston, IL, in 1996
eeF( ) - and 1999, respectively.
10) while (k = predecessdk)) # NULL, subvalue$k) = In August 2000, he joined the Department
sudk) keep(k) = 1. of Electrical Engineering, State University of
' . . New York at Buffalo, Buffalo, NY, as Assistant
The output of the algorithm is arrays keéep and Professor. During the summer of 2001, he was a
Subva|ue6), where kee@) is equal to 0 if coefficient: U.S.hl_\lavy—ASDECI:E ?_'gmmer Faculty FeII['oyv at the NavlfiIdRes_Zarch Laboratory,
: : : PR ashington, DC. His current research interests include video compression,
IS not '”C'F‘qed in the base layer a”d, 1ifitis. In that C,as reless communications, joint source/channel coding, multimedia signal
subvalue§) is equal to the valué that is subtracted from its processing and communications, image restoration, resolution enhancement,
guantization index. and boundary encoding.
The pruning of the suboptimal predecessors is performed in
step 6. Step 6 of the appendix determines the predecessor can-
didates for the next iteration (predecessors of coeffidient).
The only allowable predecessors are those whose .£os$
smaller than the cost;.

Aggelos K. Katsaggelo$S'80—M'85—-SM’'92—F'98)
received the Diploma degree in electrical and me-
chanical engineering from the Aristotelian Univer-
sity of Thessaloniki, Thessaloniki, Greece, in 1979,
and the M.S. and Ph.D. degrees, both in electrical en-
gineering, from the Georgia Institute of Technology,
Atlanta, in 1981 and 1985, respectively.
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