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Abstract—A major problem in object-oriented video coding
and MPEG-4 is the encoding of object boundaries. Traditionally
this problem is treated separately from the texture encoding
problem. In this paper, we present a vertex-based shape coding
method which is optimal in the operational rate-distortion sense
and takes into account the texture information of the video frames.
This is accomplished by utilizing a variable-width tolerance band
whose width is a function of the texture profile. As an example,
this width is inversely proportional to the magnitude of the image
gradient. Thus, in areas where the confidence in the estimation
of the boundary is low and/or coding errors in the boundary
will not affect the application (e.g., object-oriented coding and
MPEG-4) significantly, a larger boundary approximation error is
allowed. We present experimental results which demonstrate the
effectiveness of the proposed algorithm.

Index Terms—Boundary coding, MPEG-4, operational rate-dis-
tortion (ORD) theory, shape coding, shape-adaptive DCT.

I. INTRODUCTION

SHAPE representation and encoding is a problem with a rel-
atively long history (for a recent review, see [3] and refer-

ences therein).
In our previous work [4]–[8], we introduced operational

rate-distortion (ORD) optimal and efficient shape coding
schemes, in the intramode and intermode, utilizing any order
curves for the approximation, such as straight lines and
B-splines. These schemes utilize graph theory and dynamic
programming in order to reduce their computational complexity
and typically outperform shape coding techniques proposed by
MPEG-4 [3].

A variety of distortion measures can be utilized with these
ORD optimal shape coding techniques. If errors at all parts of
the boundary are given the same importance, small but distinct
features of the original boundary may disappear (be “cut off”)
in its approximation, for low bit rates. Therefore, important fea-
tures of the shape should be preserved. Coupled with this obser-
vation is the fact that the number of bits utilized for the encoding
of the texture inside the approximated shape also depends on the
way the shape is approximated. Traditionally, the shape and tex-
ture information are encoded independently from each other, as
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reported in the results in the literature but also as represented by
MPEG-4.

In this paper, we address both of these issues, namely, the
adaptive rate-distortion optimal encoding of shape and the en-
coding of the associated texture.

In introducing the adaptivity in shape or boundary encoding,1

a quantitative measure of the relative importance of each part
of the boundary needs to be defined first. The objective of this
paper is not to focus on ways for determining such relative im-
portance of parts or features of the boundary, but to propose a
way for incorporating such information into the ORD optimal
boundary encoding process. It is emphasized that the relative
importance of the boundary segments is application-dependent,
and therefore it should be proper to be addressed separately by
each application.

The value of the curvature at each pixel on the curve can be
used, for example, in determining the relative significance of
each boundary segment. In this paper, we utilize an adaptive dis-
tortion measure which is based on a measure of the sharpness of
the underlying intensity edge, as expressed, for example, by the
magnitude of the gradient of the intensity. Thus, in areas where
the magnitude of the gradient is high, a closer approximation
of the boundary is forced, whereas in areas with low gradient
magnitude a higher approximation error is allowed. This idea
was first presented in [1] and later rediscovered in [9]. The jus-
tification for this is that, in areas of low gradient magnitude, a
higher approximation error would be less perceivable. Further-
more, if a gradient-based boundary estimation method was em-
ployed in the first place, our confidence in the accuracy of the
boundary estimation would not be very high in areas of low gra-
dient magnitude. This is also true in the case of object-oriented
video coding. The motion and object estimation cannot be very
accurate in areas with low gradient magnitude and, furthermore,
larger boundary approximation errors in these areas would not
greatly impact motion compensation. A second reason for using
the magnitude of the intensity gradient to determine the amount
of error in approximating the corresponding boundary is that
this will have an effect on the quality of the encoded texture, if
an MPEG-4 type of approach is utilized in encoding the texture,
as outlined next.

The MPEG-4 standard allows for the encoding of the tex-
ture of video objects using shape-adaptive discrete cosine trans-
form (SA-DCT) [10]. With a block-based hybrid motion-com-
pensated video coding approach, video frames are encoded by
taking the DCT of 8 8 blocks of the intensity or the displaced
frame difference. When shape information is used, however,
there are 8 8 blocks which are partially occupied by an ob-
ject. Using an 8 8 DCT for such blocks, we would need to
transmit 64 coefficients, although the actual number of pels be-

1The terms shape and boundary are used interchangeably in this paper as-
suming one can uniquely determine the one from the other.
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longing to the object would be smaller. SA-DCT provides for a
way of encoding such blocks using a number of coefficients that
is equal to the number of the object pels in the block. This is ac-
complished by shifting the object pels toward the origin of the
block and then taking one-dimensional (1-D) DCTs row-wise
and then column-wise. The length of these 1-D DCTs can be of
any size less than or equal to eight.

Compression is accomplished by quantization of the DCT co-
efficient followed by entropy coding. It is expected that, if a
block contains an edge or an area with high gradient magnitude,
more bits would be required for its encoding. Thus, in order to
achieve a more efficient encoding of the texture, it would be ben-
eficial to have an accurate boundary approximation in areas with
high gradient magnitude. If an object and its background are en-
coded using SA-DCT, in areas close to the object boundary, the
same block can belong to both the object and its background.
If the boundary is accurately approximated, SA-DCT can be
used to encode the block twice, once for the object and once
for the background, and the edge will not impact the encoding
efficiency too much. Furthermore, it is expected that SA-DCT
will be more efficient if the boundary edges are horizontal or
vertical, as opposed to diagonal. Therefore, our boundary en-
coding algorithm is allowed to be biased toward choosing hor-
izontal or vertical edges, through the use of the appropriately
designed variable-length codes (VLCs).

The rest of the paper is organized as follows. In Section II,
an introduction of optimal shape coding is presented along with
a way to incorporate our confidence in the boundary estima-
tion into the shape coding problem formulation. In Section III,
the shape coding algorithm is explained. In Section IV, experi-
mental results are presented, and, in Section V, conclusions are
drawn.

II. PROPOSED ALGORITHM

We consider the problem of the optimal approximation of a
discrete connected boundary in the rate distortion sense. That
is, the encoding of the boundary is sought with the smallest pos-
sible bit rate at an acceptable distortion or with the smallest pos-
sible distortion satisfying a bit budget constraint. We have de-
veloped a number of approaches for solving these two problems
for both the intraframe and interframe coding modes and under
various order curves and distortion criteria [4], [5], [7], [6]. In
all cases, the problem reduces to finding the shortest path in a
directed acyclic graph (DAG).

Let denote the connected boundary
which is an ordered set, where is the th point of and
is the total number of points in . This boundary needs to be
approximated by a curve of order (for , a polygon re-
sults). That is, the number and the location of the control points
(vertices for a polygon) of the curve need to be determined. Let

be the set of admissible vertices or control
points. needs to be defined before the coding of the boundary
begins. Usually, , i.e., is a superset of and all orig-
inal boundary points are eligible to become control points. In
our previous work [4]–[7], we defined a “distortion band” of
width along the boundary . The boundary approxi-
mation must lie within the distortion band.

In this paper, we allow the distortion band to have a vari-
able width along the boundary. We call this new band a tol-
erance band. The definition of the tolerance band requires a

for every boundary point. We denote this as
. In order to construct the tolerance band, we draw

circles from each boundary point with radius . The
tolerance band consists of the set of all points that lie inside the
circles.

As mentioned earlier, a number of approaches can be fol-
lowed in defining , depending on the objectives of the
application. In this study, is defined in a way that is in-
versely proportional to the image gradient. The algorithm pro-
ceeds as follows. The gradient is first calculated for the whole
image; that is, for an image is defined as

(1)

Out of a number of possible implementations, the Sobel edge
detector masks are used to calculate the gradient [11], that is,
estimates and for and are obtained by using gradient
operators of the form

(2)

(3)

where is the vector containing image pels in a local image
neighborhood and and are the Sobel edge detector
masks, where

(4)

(5)

The magnitude of the gradient is then computed, that is,

(6)

Let us now denote by and , respectively, the
minimum and maximum of the magnitude of the image gradient
for the whole image. Let us also denote the desired minimum
and maximum values of as and , respec-
tively. Then, a linear mapping is performed between the gra-
dient value of each boundary point and the width of the toler-
ance band. If the magnitude of the gradient at the boundary point

is , then the width of the tolerance band at this point
is given by

(7)

where

(8)

In practice, we need to define a threshold for the gradient
magnitude. The boundary points whose gradient magnitude
exceeds the threshold should have the minimum possible

. Clearly, is equal to the threshold in that
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Fig. 1. Shape boundary along with its corresponding variable width tolerance
band.

case. An example of the application of this approach is shown
in Fig. 1. The variable width distortion band is shown in it, with

and .
Having established notation and introduced the tolerance

band, we now consider one specific formulation of the shape
encoding problem. We assume that B-splines are used for the
boundary approximation (the th spline segment is denoted by

and it is defined in terms of three control
points , , and ), and the following optimization
problem is considered:

(9)

subject to

where is the bit rate required to encode the control points,
is the distortion measure, and is the maximum dis-

tortion permitted. It is noted here that the optimization is with
respect to both the number and the location of the control points

and that the first and last control points are the same
, and they are considered to be known.

For the case of B-splines, the total distortion can be expressed
as follows:

(10)

where is the segment distortion and can be
expressed as given in (11), shown at the bottom of the page.
This distortion measure takes a curve segment , given by the
three control points , , and , as input and checks if
the curve segment is inside the tolerance band.

The goal of the proposed algorithm is to find the B-spline
curve whose control points can be encoded with the smallest
number of bits under two conditions: 1) the approximated curve
lies within the tolerance band and 2) the control points must be
selected from the admissible control point set .

The distortion of curve segment depends on three control
points , , and . The segment distortion can be com-
bined with the segment rate by defining a weight function as
follows:

(12)
Various ways to differentially encode the location of the con-

trol points and therefore define the rate segment are considered
in [4], [7], and [3].

The problem can be formulated as a shortest path problem
in a weighted directed graph. A vector starts at control point

and ends at control point with the
condition that both admissible control points cannot be assigned
to the same boundary point .
A path of order from control point to control point is
an ordered set . The length of the path is defined
as follows:

(13)

Again, note that the above definition of the weight function leads
to a length of infinity for every path which includes a curve seg-
ment which has a part that lies outside the tolerance band. There-
fore, a shortest path algorithm will not select these paths. A spe-
cific example of a directed acyclic graph (DAG) for the B-spline
approximation case is shown in Fig. 2. The DAG-shortest-path
algorithm [12] can be used to efficiently find the shortest path
of the graph.

If a polygon is used instead of B-splines to approximate the
boundary, the formulation is similar with the following excep-
tions. A polygon edge is defined by two points—its vertices.
Thus, the control point (vertex) rates and segment distortions

all points of are inside the tolerance band
any point of is outside the tolerance band

(11)
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Fig. 2. Example of a DAG for the B-spline approximation case. One of these
paths is the optimal path.

Fig. 3. Frame 0 of the “Kids” sequence.

depend on only two points ( and . There-
fore, the weights also depend on two control points
(vertices), and .

As mentioned previously, we expect the SA-DCT to be more
efficient if the edges of the object are horizontal or vertical.
Thus, we allow for a multiplicative factor for the
weights of points and which correspond to horizontal
or vertical edges. Thus,

(14)

if and define a horizontal or vertical edge. Thus, the
boundary encoding algorithm will favor horizontal and vertical
edges.

III. EXPERIMENTAL RESULTS

We coded both the intensity and shape of frame 0 of the
“Kids” and “Bream” sequences. The intensity and shape of
frame 0 of the “Kids” sequence are shown in Figs. 3 and 4,
respectively. A number of experiments were conducted, some
of which are reported below.

In one experiment, B-splines were used for the boundary
approximation. The intensity of the objects was coded using
SA-DCT with a quantization parameter (QP) equal to 20. A
fixed-width tolerance band of one and three pels was used
as well as a variable-width tolerance band which is inversely
related to the gradient magnitude, as discussed in this paper
( , ), were used in encoding the shape
information. In Table I, the number of bits required for shape

Fig. 4. Segmentation of frame 0 of the “Kids” sequence.

TABLE I
RESULTS OF SHAPE CODING USING B-SPLINES AND A QP OF 20

(“KIDS” FRAME 0)

Fig. 5. Result of the variable-width tolerance band.

Fig. 6. Result of the fixed-width tolerance band algorithm (D = 1).

and intensity encoding are shown, along with the corresponding
peak SNR (PSNR) in decibels. The PSNR was calculated with
respect to the intersection of the original and reconstructed
shape boundaries. Fig. 5 shows the boundary approximation
using a variable tolerance band as discussed in this paper, for
which 345 b were used. Fig. 6 shows a result of a fixed-width
tolerance band width of 1 pel, for which 467 b (35.36% more)
were used. By comparing the two encodings, it is clear that the
important features of the two objects have been preserved in
Fig. 5, while resulting in considerable savings of bits.

The above experiment was repeated using straight lines in-
stead of B-splines to encode the boundaries. Variable distortion
band results are presented with or without the use of the bias that
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Fig. 7. Comparison between the proposed algorithm and MPEG-4 (frame 0 of “Bream” sequence).

TABLE II
RESULTS OF ENCODING USING STRAIGHT LINES AND A QP OF 20

(“KIDS” FRAME 0)

TABLE III
RESULTS OF ENCODING USING STRAIGHT LINES AND A QP OF 10

(“KIDS” FRAME 0)

favors horizontal and vertical directions, as described in Sec-
tion II. A bias coefficient of 0.5 is used. The results of this ex-
periment are shown in Table II for a QP of 20 and in Table III for
a QP of 10. It can be seen that, in both cases, the total number
of bits is significantly reduced when using the variable width
distortion band with a bias.

We repeated all of the above experiments for frame 0 of the
“Bream” sequence. The results are shown in Tables IV–VI. Sim-
ilar observations can be made.

We also compared the performance of the proposed shape
and texture coding algorithm with results obtained using
MPEG-4 (Momusys implementation). Context-based arith-
metic encoding (CAE) was used for shape coding and an 8 8

TABLE IV
RESULTS OF SHAPE CODING USING B-SPLINES AND A QP OF 20

(“BREAM” FRAME 0)

TABLE V
RESULTS OF ENCODING USING STRAIGHT LINES AND A QP OF

20 (“BREAM” FRAME 0)

TABLE VI
RESULTS OF ENCODING USING STRAIGHT LINES AND A QP OF

10 (“BREAM” FRAME 0)

DCT was used for texture coding. The MPEG-4 results are
optimal in the ORD sense, as described in [13]. Thus, they
offer the best possible rate-distortion performance achievable
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by MPEG-4. The results can be seen in Fig. 7 for the “Bream”
sequence. The figure shows the PSNR as a function of the
total bit rate (shape plus texture). The QPs used were equal to
10, 15, 20, 25, and 30. It can be observed that the proposed
algorithm typically outperforms the rate-distortion optimized
MPEG-4. Furthermore, it should be noted that the MPEG-4
optimization algorithm in [13] optimizes the PSNR for a given
bit budget, without any explicit restrictions on shape distortion,
whereas the proposed algorithm guarantees that the shape
approximation will lie within the variable-width tolerance
band.

IV. CONCLUSION

We have presented a framework for the joint encoding of
shape and texture information. In order to accomplish that, a
shape coding algorithm with an adaptive distortion measure was
developed. The distortion measure should describe the relative
importance of each part of the boundary and can depend on the
corresponding texture information. In this paper, the width of
the distortion band was defined to be inversely proportional to
the texture gradient at each boundary pel. A number of other
ways for doing this can be envisioned, such as the use of the cur-
vature. We have shown that the variable-width distortion band is
able to encode the shape using a lower number of bits while pre-
serving its important features. In addition, if the object texture
is encoded using a SA-DCT, considerable savings in the total
number of bits used for shape and texture are observed.
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