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ABSTRACT

Tn this paper, we address the problem of robust transmission of packet based H.264/AVC video over direct-
sequence-code division multiple access (DS-CDMA) channels. H.264 based data partitioning is used to produce
video packets of unequal importance with regards to their need in terms of the decoded video quality. In the pro-
posed transmission system, the data partitioned video packets are packetized as per 1P /UDP/RTP protocol stack.
and are sorted into different levels for giving unequal error protection (UEP} using Rate Compatible Puncbured.
Convolutional (RCPC) codes. Constant size framing is done at the link layer and Cyclic Redundancy Chec
header (CRC) is attached for error detection. Link layer buffering and packet interleaving schemes are proposed:
to improve the efficiency of the system. A multipath Rayleigh fading channel with Additive White Gauss:
Noise (AWGN) and interference from other users is considered at the physical layer. The link layer frames &
chanpel encoded, spread and transmitted over the channel. The received data is despread /demodulated using th
Auxiliary Vector (AV) filter or RAKE matched filter (RAKE-MF) receiver and subsequently channel and sour
decoded. Our experimental results show the effectiveness of using data partitioning for wireless transmissiof
when compared to the system not using data partitioning. Also the superior interference mitigation capabilities,
of AV receiver is shown in comparison to the RAKE-MF receiver. 4

Keywords: H.264/AVC, Data partitioning, DS-CDMA, Auxiliary Vector (AV) receiver, Unequal error prote
tion, Wireless video transmission :

1. INTRODUCTION

Efficient transmission of video shrough different networks not only needs encoding efficiency but also seamle
and easy integration of the coded video nto all present and future transport protocol architectures. In Ref. 1 a
2, the performance of two previous video coding standards namely H.263 and MPEG-4 were discussed. Thes
video codecs were designed around a bit oriented format and had certain Limited error resilience features. Th
in packet oriented transmission systems, such codecs introduced dependency between packets and hence the lo
of certain packets would render other packets undecodable. Also, such codecs need source based re-encodl
in heterogeneous network environments. This led to a system-specific decoder design since the encoder ha
adapt to the network environment and so the decoder had to be designed accordingly. '

The concept of distinguishing between video encoding and video transmission using H.264/AVC was (1
duced in Ref. 3 and 4. H.264/AVC introduced two conceptual layers called Video Coding Layer (VC
Network Abstraction Layer (NAL). Figures 1 and 2 show the H.264 encoder block diagram and conceptual ]
structure in H.264. The VCL employs techniques like integer transforms, multiple block size motion estim
multi-frame motion prediction, quarter pixel prediction, different intra encoding modes, Context Adaptive Bl
Arithmetic Coding (CABAC), deblocking filter etc. to achieve high compression efficiency, using up 0. Lal
bit rate for the same video quality compared to previous standards.® The NAL is responsible for the trans¥
the video encoded by the VCL over a wide range of transport media and provides a wide range of error resil
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Figure 1, H.264 Encoder Biock Diagram. Figure 2, Conceptual Layered Structure in H.264,

features compared to previous standards. The interface between VCL and NAL is obtain
Slice is a group of Inacroblocks which forms the fundamental data structure of the V'
independently. A NAL unit (NALT)S Tepresents a slice encoded dat
the NAL ig responsible for encapsulation of VCL packets for tran

. H
framing, timing issues, and synchronization. Currently the mogt well defined NAT, is for the IP /UDP/RTP based
networks® 7 and the same has been adopted in this paper.

ed by the slice layer.
L and can be decaded

2. CONCEPT OF DATA PARTITIONIN G

The 1P/ UDP/RTP NAL Structure operates in two modes: single slice mode where dats for particular slice is

“eapsulated in one Packet while in data partitioning mode the encoded slice data is Separated as per the video

Mtactical elements apd their importance for decoding the slice. There are about 2p syntactical elements defined

I Ref. 4. I the current H.264 standard, the three-partition approach is used for data partitioning® 6. 10 4

Ref, 11 discuss data partitioning in more detail.

* Partition A contains 7 elements of slice header Information: HEADER (I}, PVPE (2). MBTYPE (3).
REFFRANE (4), MVD (5 ). BFRAME (6). EOS (7). It fequires highest chanpel protection.

* Partition B contains 7 of Intra-coded elements: MTRAPREDMODE (8). CBP-INTRA {9), LUM-DC-

INTRA (10, CHF-DC-INTRA (11), LUM-AC-INTRA (12), CHF-AC-INTRA (13). DELTA-QUANT.
INTRA (14, :

* Partivion © contains 6 Inter-coded elements: CBP-INTER(IS)‘ LUALDCINTER (16). CHF -DC-INTER
(175, LUM-ACINTER (i8) CHF-AC.INTER (19), DELTA-QUAN T-INTER (20).
Cle.
e |

rly, Partition A contains the most Important information for decoding the slice and needs the highest

I U brotectioy, Partition € requires the Jegs protection when compared to partition B since the latter carries
. TR, elements which Prevent the propagation of error at the decoder. Hence it's logical to uge unequal
Sohap 9

e ]{“m‘f‘{tmn { UEP) for these partitions, Detailed brocedures and performance gains obtained with UEP are
e,
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Figure 3. Block Diagram of the Tramsmission System.

3. VIDEO TRANSMISSION SYSTEM

In this section, the end to end system setup for transmission of the H.264 NAL units over DS-CDMA channels
‘o discussed in detail. Link layer buffering and packet interleaving techniques are introduced and their need
to improve system robustness is emphasized. Detailed channel modeling, encoding and receiver types are also
discussed. Figure 3 gives a block diagram representation of the entire end-to-end system model. '

For packet-switched wireless services, 3GPP/3GPP2 agreed on an IP-based protocol stack with RTP at the.
application layer and UDP at the transport layer. Thus each H.264 NALU is encapsulated in 2 RTP/UDP/IP;
protocol header. Detailed structure of the headers for RTP, UDP and IP is discussed in Ref. 7, 14 and 15,
Figure 4 shows the typical packetization of a NALU encapsulated in RTP/UDP/IP through the 3GPP2 user
plane protocol stack. The length of the RTP/UDP/IP header is 40 bytes (12+8+20) and so this is adds to a.
header overhead. Robust header compression technigues (RoHC)* are used to compress this header to three
bytes. After RoHC, this RTP JUDP/IP packet is encapsulated into one packet data convergence protocol/point-- " -
to-point protocol (PDCP/PPP) packet that becomes a radio link control (RLC) service data unit. The RLC:
protocol can operate is three modes: 1) Transparent; 2) Unacknowledged; and 3} Acknowledged mode. ‘We have'
used the unacknowledged mode for the RLC protocol where no retransmissions or date. delivery is guaranteed..
CRC error detection is used for all the modes on the physical layer. CRC algorithm is discussed in detail in Ref:]
17 and we have used the standard 32-bit CRC polynomial given in the IEEE 802.XX standard.

3.1. Link Layer Buffering - Efficiency vs ¥rror Resilience Tradeoff

NAL units are of varving lengths and their lengths depend upon the encoded video content. This also makes
RLC-service data units (SDU’s) of varying lengths and it is up to the RLC protocol to enclose these packets Il
constant size frames. In our simulations, a link layer frame size of 100 bytes was considered which is 2 t}'P_ical.
value used for such wireless systems.'® The most straightforward way is to pad each packet with unnecessaly
bits so that the loss of a single link layer frame will effect only one NAL unit. However, it was found in ©
simulations that such packetization will lead to excessive padding bits and huge overhead. Another way 5,
Leep the flow of these SDU’s continuous by buffering the NAL units and making frames (of constant size)'-.gf_"’“?'
this continuous data stream. Intuitively, for a large bufler size, the padding bits will be reduced, but the dcf;"?ﬁ
has to wait for all the frames i the buffer before it can decode the video. This could hamper real-time ¥ i
applications. However, by proper selection of the buffer size, we can minimize the padding bits averheafi'm-“
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Figure 4. Packetization through 3GPPY user plane protocol stack.

also meet the delay constraints in the network. Ajse the amount of padding bits for UEP cases will be more that
EEP. However proper buffering of the NAL units can help us to Implement ap optimal system under

In this work, the buffer size ig defined as the number of frameg whose packets aye buffered before t
Le., number of buffered NAL units ig always a multiple of number of NAL units per frame,
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schemes with Dagy Partitioning,

) Fioure 5 and 6 show the behavior of ratio of padding bits ¢o actual video data in rhe buffer with increase
. h”lffor slze (ip frames) for EEP and UEP cases, respectively. Both “Foreman” and “Akivo? sequences have
;"}:’:'L_i?\'e&tigated (for both IP and PR encoding modes). We can see that the behavior is same Irrespective of
i 1’ ‘_’0 *equence and the encoding mode.  From figure 5 we can see that there is not much reduction in the

.

el g :ﬁ?’s Fatio afrer a buffer size of five frames. The same was also observed for other frame size Jike 200, 300
A0 by

€S- Also for a five frame buffer size, the difference between the UEP and EEP cases Is not significant.
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Thus we can conclude that a buffer size of five frames is suitable for our proposed system for all video sequences
and encoding modes.

3.2. Packet Interleaving

As discussed in the previous section, if we are using a buffer to have a continuous flow of packets and reduce
the padding bit overhead, then the loss of a single link layer frame can result in the loss of two successive NAL
units. Thus, there is a possibilty of a burst packet loss which could leave the video undecodable. To avoid this,
we introduce a packet interleaver, which scrambles the NAL units in the buffer in an predefined manner before
the link layer framing is done. This separates successive NAL units and hence reduces the possibility of a burst.
loss of packets.

Depth of the interleaver is defined as the number of packets that come between two successively numbered.
packets. Clearly, the greater is the depth of the interleaver, the more is protection against burst packet loss, but
it introduces more delay. In our simulations, we have encoded the video to produce nine NAL units per fram
and since we buffer five frames, the number of packets in the buffer is 45. And since the decoder has to wait fo
these packet to arrive, we have chosen an interleaver depth of 15 (15 x 3 = 45) which is the maximum possib
for our buffer size.

Tt has to be observed here that the idea behind packet interleaving is different from bit interleaving. Whil
the former is used at the IP layer level to prevent burst packet losses, the latter is used at the physical layer lev
to spread out any burst bit errors so that the channel coding is able to correct them.

3.3. Physical Layer Transmission

Cyclic Redundancy Check {CRC) code is attached to the fixed size link layer frames which make the p
layer frames and are the basic unit of transmission over the physical channel. Each frame unit is channel encode
unequally using the Rate Compatible Punctured Convolutional (RCPC) codes. The channel code rate for
frame depends on the partition it belongs to in the H.264 encoded bitstrearn. This channel encoded frame is the
spread /modulated and is transmitted over a multipath Rayleigh fading channel with interferers. The rece

data is despread/demodulated using the Auxiliary Vector (AV) receiver or conventional RAKE matc;heci filti
(RAKE-MF) receiver and channel decoded using Viterbi decoding scheme. The received frame is then ch
for errors using the CRC detection scheme. If the frame is erroneous, then all the IP layer packets to whic
frame belongs are marked to be having errors. Before feeding to the H.264 decoder, all the NALU’s the
marked with errors are dropped and the remaining NALU’s are decoded to get output video. :

4. CHANNEL CODING AND RECEIVED SIGNAL MODEL

In this section, we will discuss the details of the channel coding, DS-CDMA channel model and recei\;e_?
has been used in this work.

4.1. Channel Coding: RCPC Codes

RCPC codes form a class of convolutional codes that are obtained by puncturing the output of a “mi
convolutional code. Convolutional coding is accomplished by convolving the source data with a con
matrix G. In essence, rather than having a number of chanuel code symbols for a corresponding block
symbols as in linear block codes, convolutional coding generates one codeword for the entire source drl
rate of a convolutional code is defined-as k/n where k is the number of input bits and n is the number o
bits. Punciuring is the process of deleting bits from the output sequence in a predefined manner S0 |
bits are transmitted than in the original coder leading to a higher coding rate. The idea of puntiuf
extended to include the concept of rate compatibility.’® Rate compatibility requires that a higher )
a subset of a lower rate code, or that lower protection codes be embedded into higher protection COGES:
accomplished by puncturing a “mother” code of rate 1 /n to achieve higher rates. At the recelver;_RCP
are decoded using the Viterbi algorithin which is a meximum-likelihood sequence estimation techniqy
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4.2, Channe] Model and the Received Signal

In order to design good communication systens, it is essent;

teristics of the channel or meds um involved. This can be obtained by developing models
that take into account the following radio channel pParameters.

&l to have knowledge about the transmission charac-

of propagation channels

4.2.1. Radio Channe] Parameters

The parameters uged to characterige multipath wirelesg channels are the time delay

Bcoherence = 1/(277Tdelay)- (l)

If two frequencies lie within the same coherence band

width they may experience correlated fading. If the
bandwidth of the symbol (Bsymbog} is such that

Bsymbo..’ << Bcoherence P (2}

the channel mode] isa frequency non-selective fading narrowband channe), If

Bsymbol > Bcohere'ncea (3)

© the channel is 5 frequency selective fading wideband channel,

The number of resolvable paths in multipath wireless channel is given by

P = {Tdeéay/TcohereﬂceJ + 1, (4)

where is the largest integer that is less than or equal tox, In Rarrowband systems, there ig usually
path. For wideband Systems, a numbey of resolvable paths exist. For each resolvable path +
Independent and random attenuation, phage shift and time delay.

4.2.2. Received Signal

one resolvable
here exists ap

MA radio communicationg suggest
tenna-array reception, the

s aggregate of the multipath

ftceived CDMA signal of interest with signature code So € {1} (if 7 34 the symbo iod and T, is the chip
' — I multipath received CDMA interferers with unknown signatures s, ¢ {£1}4,

i 58 of generality, we adopt 3

is g a few chip intervals,

- and since the signal ig bandlimited to B = 1/2T, the lowpass channel can he Tepresented as a tapped delay
the with p g taps spaced at chip intervals T,. After conventicna) chip-matched filtering and sampling at the
“Up rate ovey a multipath extended symbo} Interval of [, 4 p chips, the L+ p data saniples fr

om the mh antenna,
Fment. gy o ... 8¢ » are organized in the form of 5 Vector rp,, piven by
K-1 p '
Ty, = Z ch:pv‘E;;(b,;._sk,p + b,:,“’s;;p -+ bgszp)ak‘p{m} +n,ms=1. RO 7 {5)
k=20 p=0

r_‘“'“—* with Tespect to the. kh CDALA signal, E. is the transmirted energy per chip, b, b, and b; are the

):'i'::lrt _Th@ pr(;*\-'ious;, and t}}e foliowing transmitted pit, respectively, and {erp} are the coefficients of the

v OV-selective slowly fading (quasi»static) ¢hannel modeled as independent Zero-mean complex Gaussian

, M Varia blag that are assumed to remain congtant Over a few symbol intervals, Sk, TEPIEsents the O-padded
Cob “Velic-shifre version of the signatyre of the kth 83 signal s, Spp 15 the 0-fifleq (L — p)-left-shifted
{

Mofg and 8i.p Is the O-filled (L~ p)-right-shifted version of Sk.0. Finally, n fepresents additive complex
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S
(laussian noise with mean 0 and autocorrelation matrix o2Ly, and ag p[m] is the mth coordinate of the kth
CDMA signal, pth path, array response vector:

. sinfy o
ay pfm) = 2D TR m =1, M, (6)

where 6y, identifies the angle of arrival of the pth path of the kth CDMA signal, ) is the carrier wavelength,

and d is the element spacing (usually d = A/2).
To avoid in the sequel cumbersome 2-D data notation and filtering operations, the (L + P) x M space-time
data matrix [ry To --- Tp] aTe “vectorized” at this point by sequencing all matrix columns in the form of a

single (L + P)M-long column vector:
TapPyMxl — Vec{[rl, T2, -, rM](L-é-P)xM} . (7) .

time data in the CEFTFM complex vector domain.

From now on, r denotes the joint space- _
ay be rewritten as follows:

For conceptual and notational simplicity the vectorized space-time data equation m

== 8/ EgboWR,MF +i+n (8)
where Wasr = Ep{rbo} = Vec|| 5_::;_0 0,50, B0,p1L)s 71y Tt Zf:mo Cp,pS0,p80,p[M] |} I8 the effective space:

time signature of the CDMA signal of interest (signal 0) and i identifies comprehensively both the inter-symbo
and the CDMA interference present in r { By, {-} denotes statistical expectation with respect to bp). The subscripi
R-MF in the effective S-T signature notation is used to make a direct association with the RAKE matched-f

time-domain receiver that is known to eorrelate the signature sg with P 4 1 size-I shifted windows of th
received signal (that correspond to the P +1 paths of the channel), appropriately weighted by the conjugat
channel coefficients cop,p = 0,...; F. In this notation, the generalized S-T RAKE operation corresponds

linear filtering of the form Wi v, where H denotes the Hermitian operation.

5. DS-CDMA RECEIVERS - AUXILIARY VECTOR (AV) FILTER AND RAKE—M

5.1. Auxiliary-Vector Adaptive Filtering

The AV receiver is chosen based on the realistic channel fading rates that limit the data record availab
receiver adaptation. Under small sample support adaptation, AV filter short-data-record estimators have b
shown to exhibit superior bit error rate (BER) performance in comparison to least mean squares {LMS), recur
least squares (RLS), sample matrix inversion (SMI), diagonally-loaded SMI, or multistage nested Wiener filte
implementations. The AV algorithm generates a sequence of AV filters making use of two basic principles: (1)1
for the evaluation of the auxiliary vectors (ii) The conditio

ion of the scalar AV weights. This algorithm is more cle

maximum magnitude cross-correlation criterion
mean-squared optimization criterion for the evaluat
explained below.
The AV algorithm generates an infinite sequence of filters {Wx} g
RAKE filter
W MF

R T —
[ wener i’

which is here scaled to satisfy wi Wrar = 1. At each step k+1 of the algorithm, k = 0,1,2,..., en “auxdl
vector component g4 that is orthogonal t0 Wgr 18 incorporated in wj, and weighted by a scalar ftr+1 to |

the next filter in the sequence,

The sequence is initialized at the

Wil = Wi — Les185+1-

The auxiliary vector ge41 is chosen to maximize, ander fixed norm, the magnitude of the cross-
between its outpus, gfﬂr, and the ‘previous filter output, wf r, and is given by

correls

H |
WB—MFRWk

wanel?

gr1 = Rwy —

SPIE-IS&T/ Vol. 8077 607725-7




}. Th k+1 18 selectaq such that j Minimizes
imizes the Mean-square (MS) erroy between wir ang

8it 1 Rw,
Moty = 12
i g,l,-;_lefH-i ( )
The AV filter Tecursion ig Completely defined by (9)-( 12). More detailed discussion 18 given in Reg 19 and 99
Theoreticg) analysis of the AV 4 gorithm wag Pursued in Rer 21.

THEOREM 1. Let R pe 4 Hermitigy bositive defipnise matriz, Consider i, tteratipe 2gorithm, of egs. (9)-(12).
(i) Successiye auziliary vectors genergted through, (10)—(12) are orthogong. g Skt1 =0, } — 1,23
EVET, In genery) gfg; Jor [k - 41 #1),
(i) The generateq sequence of aum’lz’aw-@eczor weights {ue}, b = 1.2
0 < X;f’:; S < T, k= L2 where Amax @
eigenvalyes of R.
(i) The Sequence of auzrliqry vectors {g}, b= L2,..., converges to ¢,
—00
(tv) The Sequence of Suziliary-veptop filters Wil b La.., converges to the mim‘mum—mrianca-dz'stor.fianlessw
. -1

response (\f VDR) fittep AIESQ Wy = M

An adaptive data—dependent Procedure for the selection of the mogt, appropriate member of the AV filter

estimator Sequence {w, (D)} for & given data ecord of size is presenteq in Ref o9 The foﬂowing criterion
Simmarizes the corresponding AV filter estimator selection rule.

CrITERION 1. For g gtven daz, record of giye D, the Unsuperyiseq [blz'nd) J-

divergence AV fitter estimatopr
selection pyje ¢hooses the estimator Wi (D) wih, k Cuziligry vectors where

B2 [Re oy I’

k=arg max Te(k) =arg max . 5
Ay RS BE O[3 50 e (¥ (D)ea))]

(13)

e lﬂle allowe channej coding rapeg Were /3, 1/2, 2/3 4/5 and 8/9. Walsh Hadam,

> Vere used o Spreading Sequences, The Standard 395 CRC17 Polynomiaj yigeq in JEEE g0
Wag Used for error detectiou scheme,
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e A Rayleigh fading channel with three multipaths was considered as the channel model. Nine interfere:
having equal SNR as the user of interest were simulated. The number of antenna elements at the receives
were taken to be four.

For the unequal error protection case, the channel coding rates used are as below. Two different UEP scheme
UEP-1 and UEP-2 have been implemented and tested against two equal error protection schemes EEP-1 anc
EEP-2, respectively. :

o Rates allocated for UEP schemes for data partitioned video transmission. The target chip rates for UEP-
and UEP-2 were close enough to EEP-1 and EEP-2, respectively, making this comparison of performanc
meaningful,

_ Level-1 which had the LNALU’s and partition-A was given a channel code rate of 1/3.

— Level-2 which had the partition-B was given a channel code rate of 1/2.

— Level-3 which had partition-C was given a channel code rate of 1/2 for UEP-1 and a rate of 8/9 fc
UEP-2.

e Under equal error protection scheme, constant channel code rates of 1/3 for EEP-1 and 1 /2 for EEp-
were considered. No data partitioning was used for equal error protection case. o

Figures 7 and 8 give the packet loss rates for both RAKE-MF and AV receiver, respectively, over the simu}été
DS-CDMA channel. These are the loss rates generated for a specific link layer packet size of 100 bytes and tht
are not unique for all values. Clearly, these are dependent on the link layer packet size as well. We can clear
see that AV receiver has lower packet loss rates compared to RAKE-MF especially at low SNRs.

05 0.35
k-
0.45 —a-~Rale= 13; ] ~—5— Rate
04l —&—Rate =12 1 —&— Rate
L —— Rate = 2/3 —~—~Rate
085k —&— Rate = 4/5 & Rale

w—t— Ripte = 8/9

ol
w

0.25¢

Packet Logs Probabilily for 108 Byle Frama Size
Packet Loss Probability tor 106 Byle Frame Size

o S

4 8 8 10 12 14 16 18 20 4 6 2

10 12 14
SNR of the User of interest in dB SNF of the User of interest in d8
Figure 7. Packet Loss Rate for RAKE-MF Receiver Figure 8, Packet Loss Rate for AV Receiver for fraf
for frame size of 100 bytes. ‘ size of 100 bytes.

6.1. Performance Comparison between UEP and EEP Schemes

From figures 9, 10, 11 and 12 we can clearly see that the UEP-1 and UEP-2 schemes with data partit
outperform the EEP-1 and EEP-2 schemes, respectively, at low SNR’s. At high SNR's of above _1°‘d
packet loss rates are small and the error concealment tools concealed the errors successfully. Henceaih
for UEP and EEP cases are almost the same. However, at low SNR’s where the packet loss rates are 168
the concealment tools fail causing a sharp drop in PSNR for the EEP cases. The UEP schemes are’
under such conditions and hence result in higher decoded PSNR values when compared to EEP ¢
SNR's. '
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6.2, Performance Comparison between RAKE-MF and AV Receivers

From figures 13, 14 15 and 16 We can clearly see thag AV receiver outperforms RAKEAIR receiver for gl
thanne] fates, SNR's and video encoding modes for both the video sequences. This clearly emphasizes the
Powerfyy) interference Suppression capabilities of AV and also itg superior performance for short data records,

. CONCLUSIONS AND FUTURE SCOPE

In thig Work, we proposed » robust transmission system for H.264/AVC encoded video and analyze it's perfor-
HACE Ovy 5 Tp /UDP/RTP based D5-CDALA wireless environment. We showed the effectiveness of using data
i:fzrr'nmmng and unequal error protection for low SNR valyes. We also established the ac!vantage of using AV

Ittnifs. . - . . .
“elver ag tompared to conventional RAI\BMF feceiver for such systems under different videq sequences and
“Hline) conditions,
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It is important to mention that the structure of the proposed system is transparent to other types of chamnel:
models and hence allow us to replace DS-CDMA with any other channel models of interest like Orthogonal
Frequency Division Multiplexing (OFDM) system, Multiple-Input Multiple-Output (MIMO) system etc., and:”
test its overall performance. Also, the current H.264 encoder used here does not include the concept of scalabiﬁg;
i.e., the encoded video does not have any scalable layers. If provided, it will definitely improve the performant
of this codec over wireless channels and provide optimal source-channel rate allocation.
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