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Abstract

Traditional video coders use the previous frame to perform motion estimation and compensation. Though they are less

complex and have minimum coding delays, these coders lose their efficiency when subjected to scalability requirements.

Recent 3D wavelet coders using lifting schemes offer high compression efficiency and scalability without significant loss in

performance. The main drawback of 3D coders is that they process several frames at a time. This introduces additional

delay, which makes them less suitable for real time applications.

In this work, we propose a novel scheme to minimize drift in scalable wavelet based video coding, which gives a balanced

performance between compression efficiency and reconstructed quality with less drift. Our drift control mechanism

maintains two frame buffers in the encoder and decoder; one that is based on the base layer and one that is based on the

base plus enhancement layers. Drift control is achieved by switching between these two buffers for motion estimation and

compensation. Our prediction is initially based on the base plus enhancement layers buffer, which inherently introduces

drift in the system if a part of the enhancement layer is not available at the receiver. A measure of drift is computed based

on the channel information and a threshold is set. When the measure exceeds the threshold, i.e., when drift becomes

significant, we switch the prediction to be based on the base layer buffer, which is always available to the receiver. We also

developed an adaptive scheme with additional computation overhead at the encoder to decide the switching instance. The

performance of the threshold case that needs fewer computations is comparable with the adaptive scheme. Our coder offers

high compression efficiency and sustained video quality for variable bit rate wireless channels. This proves that we need not

completely eliminate drift and decrease compression efficiency to get better received video quality.

r 2007 Elsevier B.V. All rights reserved.
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1. Introduction

The popularity of multimedia applications de-
mands support for different receivers that operate at
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different bit rates, resolution and complexity. This
mandates the need for a scalable video coder with
high compression efficiency. Wavelet based image
coding has the very best coding efficiency and
provides SNR scalability, besides resolution scal-
ability. This has kindled the minds of many
researchers to explore the possibilities of using
wavelets in video coding. Initial research in this
area had to face challenges like aliasing caused by
.
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decimation in the wavelet decomposition. This led
to the use of the overcomplete wavelet decomposi-
tion to overcome the aliasing problem. Several
works have been recently proposed for motion
estimation and compensation in the overcomplete
wavelet domain [1,6,13,15].

Layered coding together with error protection
techniques offers high error resilience to channel
induced errors [3,11,12]. In traditional coders,
motion estimation/motion compensation (ME/MC)
is only based on the base layer and it ignores all the
enhancement layer information. This is done
because the enhancement layers are not always
available at the receiver. By neglecting the enhance-
ment layers in the prediction, traditional coders will
lose in compression efficiency and there will be a
loss of 0.5–1.5 dB for every layer [17,18]. Including
the enhancement layer in the ME/MC loop intro-
duces drift, defined as the propagation of errors due
to partial reception of enhancement information.
Base layer prediction using enhancement layers is of
particular importance because it offers very good
compression efficiency though it suffers from drift
in a lossy network. Recent works have shown that
drift need not be completely eliminated, but it can
be controlled in discrete cosine transform (DCT)
based video coders [4,17,18].

Another way to totally eliminate drift is to use 3D
subband coding methods. In 3D subband coding, a
group of frames is processed at a time to compress
the video sequence [10,14,30]. The encoder and
decoder must buffer the required number of frames
before they can apply wavelet transform. MC in the
temporal domain (either 2Dþ t or tþ 2D) and with
lifting techniques offers high compression and
scalability [2,5,7,16,23,24,29]. However, motion
compensated temporal filtering requires the avail-
ability of future frames for ME/MC. This intro-
duces a delay, which makes such codecs less
suitable for real time video applications like
teleconferencing.

Our work is an attempt to control drift in wavelet
based video coders where enhancement layers are
used to predict the base layer information. The
proposed coder eliminates the need to transmit an
intra frame at regular intervals to completely
eliminate drift. The focus of this work is to manage
drift in a wireless transmission system with unequal
error protection (UEP)/variable bit rate channels
that have a known loss rate. Our coder is optimized
for known channel conditions. We also extended
the proposed scheme for heterogeneous network
conditions. Some preliminary results have appeared
in [25,26].

The rest of the paper is organized as follows: in
Section 2, we discuss the ME/MC in overcomplete
wavelet domain. In Section 3, we explain our
coder architecture and drift control mechanism. In
Section 4, we deal with the channel modeling for a
lossy packet network and a heterogeneous network.
In Section 5, we present the simulation results for
different channel conditions. Finally in Section 6,
we present our conclusions.

2. Wavelet based video coding

Wavelet transform of a signal provides a multi-
resolution/multifrequency representation in both
the spatial and frequency domains. Wavelet based
image coding has achieved tremendous success both
in coding efficiency and in scalability. Many
researchers are trying to exploit the advantages of
wavelet transforms in video coding. When discrete
wavelet transform (DWT) is applied, the original
signal is transformed into low and high resolution
components or subbands by the successive applica-
tion of filters. The main difficulty in wavelet based
video coding is to couple the DWT with ME/MC.
One approach is to replace the DCT with DWT, i.e.,
the ME/MC takes place in the spatial domain and
the DWT is applied to the residual image. This
approach suffers from blocking artifacts, as the
DWT is applied to the whole residue image and
not block-by-block. Another approach is to have
ME/MC in the wavelet domain. The decimation
and expansion operation in DWT are shift variant,
which hinders ME/MC and produces large error
coefficients. Such high error coefficients decrease the
coding efficiency.

To overcome the shift variant property of DWT,
the overcomplete DWT (ODWT) is used [15]. The
ODWT eliminates the downsampling operation. In
other words, the critically sampled DWT does not
consider all phase information due to decimation.
As an example, in 1D one level wavelet transform,
there are two phases, odd and even. The DWT uses
either the odd phase or the even phase. In ODWT,
both the odd phase and even phase coefficients are
retained. ODWT is also called undecimated DWT,
redundant DWT or the algorithme a trous.

In this work, the ME/MC is done using the low
band shift method [15]. An input frame is decom-
posed in the critically sampled DWT domain and
the reference frame is transformed using ODWT.
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Fig. 1. Overcomplete wavelet transform (ODWT) vs discrete

wavelet transform (DWT) is shown for a frame of size N �M.

The wavelet block formation is explained using the patched lines.
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The wavelet coefficients are rearranged to form
wavelet blocks such that the related coefficients in
all scales and orientations are included in each
wavelet block. This can be pictorially represented as
in Fig. 1. The video frames of size N �M are
subjected to a three-level decomposition. So, for
each coefficient at level L in DWT domain, there
are 4L coefficients in ODWT. Thus, there are 4L

phases in level L.
Motion estimation is done using the block

matching technique. Thus, the wavelet block of
the reference frame is matched with the wavelet
blocks of the current frame in a search window W,
and the reference wavelet block is selected by
minimizing the mean absolute difference (MAD).
The MAD for the kth wavelet block is calculated as
follows:

MADkðdx;dyÞ

¼
X3
i¼1

Xxi;kþM=2i�1

xi¼xi;k

Xyi;kþN=2i�1

yi¼yi;k
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� �
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23

� �� ��
, ð1Þ

where ðdx;dyÞ is the displacement vector, x%y is the
modulo operation and operator bxc denotes the
largest integer value less that or equal to x. HLðiÞ,
LHðiÞ, HHðiÞ represent the high–low, low–high,
high–high subband of the current and reference
frames at level i, respectively. The xi;k and yi;k are
the initial point in the ith level subband of the kth
wavelet block. The motion vector is the displace-
ment vector that provides the minimum MAD.

ðdx;dyÞmin ¼ min
ðdx;dyÞ2W

MADkðdx;dyÞ. (2)

This ðdx;dyÞmin motion vector retains all motion
and phase information.

The residual image is in the downsampled wavelet
domain and can be coded using any still image
coders like the embedded zerotree wavelet (EZW)
[27] or the set partitioning in hierarchical trees
(SPIHT) coder [22]. We use SPIHT for encoding
and decoding the residues as SPIHT gives a better
compression efficiency compared to EZW.

The motion compensated current frame will be in
critically sampled DWT, which serves as the
reference for the next frame. The inverse DWT is
performed first on the reference frame to get the
overcomplete wavelet coefficients. In the resolution
scalable scenario, the coarsest resolution is processed
independently and every higher resolution is incre-
mentally processed. In such case, only an approxi-
mated ODWT of the reference frame can be
calculated, as the higher resolution subbands might
not be available. This approximation will introduce
additional drift. To avoid such drift in resolution
scalability, the method using prediction filters [1] can
be used, where the ODWT is calculated from the
critically sampled DWT for every level.

3. Drift controlled coder

In a motion compensated multilayer encoder,
prediction can be based on either the base layer or
the base and one or more enhancement layers. The
inclusion of enhancement layers in ME/MC
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improves the reconstructed frame quality signifi-
cantly by decreasing the residual errors. During
transmission over a lossy channel, the enhancement
layer may or may not be received completely at the
receiver. Without loss of generality, we can assume
that the base layer is always available at the
decoder. At the decoder, the base layer and the
partially received enhancement layer are used to
reconstruct the next frame, Fkdec

. But the F kdec
will

not be the same as the reconstructed frame at the
encoder F kenc

, if the enhancement layer suffers some
loss. While Fkenc

was used in the encoder to predict
the next frame F ðkþ1Þenc , the same frame Fkenc

is not
available at the decoder. This mismatch introduces
drift in the decoder output and the decoder loses
synchronization with the encoded sequence. Even if
the enhancement layer of a subsequent frame is fully
available at the decoder, a drift that has been
previously introduced will not be eliminated. For-
cing the decoder to synchronize with the encoder
can eliminate drift.
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The proposed encoder and decoder are shown in
Figs. 2 and 3, respectively. The first frame is treated
as an intra frame and transformed in the discrete
wavelet domain. The DWT coefficients are coded
using the SPIHT coder to produce a bitstream. The
bitstream is partitioned into blocks of data such that
there is one block per layer per frame. A block of
the embedded bitstream that contains the most
significant information forms the base layer. The
remaining blocks are used to form one or more
enhancement layers. The SPIHT decoded intra
frame will be the reference frame for ME/MC of
the current (second) frame. The reference frame is
transformed in the overcomplete wavelet domain
and the current frame is transformed using DWT.
Motion vectors are estimated using the low band
shift method as explained in Section 2. The
prediction error is encoded using the SPIHT coder
to generate a bitstream.
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enhancement buffer (Enc_EB) for prediction based
on both base and enhancement layers. The decoder
also maintains two buffers: decoder base buffer
(Dec_BB) and decoder enhancement buffer
(Dec_EB). The Enc_BB and Dec_BB will maintain
a predicted frame using only the base layer, though
the ME/MC is done with the Enc_EB information.
Since the base layer is always received in full,
Enc_BB and Dec_BB have identical data and hence
can be used to control drift in the Dec_EB. Given
the approximate channel conditions and the rate,
the encoder computes a measure of drift (MD)
for the Enc_EB output. The MD is compared with a
threshold, which we call as enhancement threshold
(ET) and if MD exceeds the preset ET, significant
drift will be induced at the decoder in the case of
partial reception of the enhancement layer. Switch-
ing the prediction to be based on the Enc_BB for the
next frame eliminates the drift introduced in the
system. For subsequent frames prediction is again
based on Enc_EB. An adaptive scheme to determine
the switching instance is also proposed and ex-
plained in the following section.

It is to be noted that the use of Enc_EB motion
estimation information in Enc_BB for motion
compensation will progressively decrease the quality
of the Enc_BB. Though of lesser quality, the base
buffers in the encoder and decoder are identical.
When switching to the base buffer is done, a poor
quality Enc_BB would yield poor prediction.
Hence, it is a precautionary measure to arrest any
considerable drop in the quality of Enc_BB.
Initiating a switching action when the difference
between the quality of Enc_BB and Enc_EB (DB)
rises above a base threshold (BT) will maintain the
Enc_EB quality.

The switching decisions are made in the drift
control box based on the adaptive method or the
threshold method and the MD. The switching
instances are conveyed to the decoder as control
information. The drift control box in the decoder
examines the received control information and does
the switching between the buffers at exactly the
same instance as in the encoder.

3.1. Drift estimation and drift control

The proposed encoder is employed for two
channel conditions: a packet loss network and a
heterogeneous network. The coder designed
achieves maximum efficiency for a given transport
mechanism. In a typical wireless video transmission
scenario, the video packets are subjected to losses
that are random in nature, but the probability of
successful packet reception can be obtained. If the
encoder is optimized to perform for a specific packet
success rate, the decoder can reconstruct the video
with acceptable quality and controlled drift. In the
case of heterogeneous networks, different users
operate at different bitrates and the encoded video
stream should be able to efficiently operate over the
expected range of bitrates. In [19,25,31], different
optimization criteria are used to minimize distortion
for different channel conditions. We consider the
channel model explained in Section 4. The em-
bedded coder generates a bitstream with Rencf bits
per frame. The encoder assumes that all bits are
received by the decoder for given Rencf and
computes three peak to signal noise ratio (PSNR)
values to calculate the MD and difference between
the quality of Enc_EB and Enc_BB buffers (DB) at
frame instance k. The three values are PSNR of
Enc_EB at rate Rencf (PEB), PSNR of Enc_BB at
base rate Rb (PBB) and the PSNR at the average rate
of Rencf and Rb (PAv). Then MDk and DBk are
calculated as follows:

MDk ¼ PkEB
� PkAV

, (3)

DBk ¼ PkEB
� PkBB

. (4)

The selection of the buffer to be used for predicting
the next frame ðk þ 1Þ can be done in two ways:
using the threshold method and using the adaptive
method.

3.1.1. Threshold method

The switching between Enc_EB and Enc_BB
occurs when the following conditions are met:

MDk4ET or DBk4BT. (5)

If this switching is done very often or less
frequently, it affects the compression efficiency.
Therefore, the selection of a threshold value is
very important. The thresholds are selected for a set
of training sequences and channel conditions and
can be applied to other sequences that do not
belong to the training sets for the same channel
conditions.

The quality of the decoder output without any
loss and with drift for a given loss rate can be
estimated. The difference between these values will
provide an approximate range for the ET settings.
Similarly, the difference in quality between the base
and enhancement buffers will yield a range of BT
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values. An optimum value is selected for ET and BT
from a range for a packet loss networks and is
explained in Section 5.1.3.

3.1.2. Adaptive method

There are two buffer options for ME/MC for
frame ðk þ 1Þ. In the threshold method, the buffer
to be used for the ðk þ 1Þth frame is selected
based on the thresholds and the buffer qualities at
frame instance k. Instead, we can get two predic-
tions separately for ðk þ 1Þ using the two buffers
(one using Enc_EB and the other using Enc_BB).
Thus, two sets of estimated PSNR values can be
calculated as in the threshold case: one set
represents the prediction using the Enc_BB buffer
and the other set from the Enc_EB buffer. The
estimated values are used to decide which buffer
should be used to predict the ðk þ 1Þth frame in
order to minimize the drift and maximize the output
PSNR.

The superscript in the notations denotes the
buffer used for prediction. For prediction based

on Enc_EB, we get PEB
ðkþ1ÞEB

, PEB
ðkþ1ÞBB

and PEB
ðkþ1ÞAV

.

For prediction based on Enc_BB, we calculate

PBB
ðkþ1ÞEB

, PBB
ðkþ1ÞBB

and PBB
ðkþ1ÞAV

values. The measure

of drift for both predictions is calculated as

MDEB
ðkþ1Þ ¼ PEB

ðkþ1ÞEB
� PEB

ðkþ1ÞAV
,

MDBB
ðkþ1Þ ¼ PBB

ðkþ1ÞEB
� PBB

ðkþ1ÞAV
. ð6Þ

The buffer selection is based on two requirements:
one minimizing the drift and the other maximizing
the output PSNR when there is drift. The adaptive
algorithm for selection is given below:
(1)
 Find minimum drift case:

minfMDEB
ðkþ1Þ;MDBB

ðkþ1Þg. (7)
(2)
 Find minimum distortion case:

maxfPEB
ðkþ1ÞAV

;PBB
ðkþ1ÞAV

g. (8)
(3)
 Use the buffer that meets both Steps 1 and 2.

(4)
 Else use the enhancement buffer (Enc_EB).
When the buffer satisfies both the minimum
distortion and minimum drift conditions, it is used
for predicting the next frame. When there is a
mismatch between the two conditions, then the
Enc_EB buffer is used. In the adaptive method, we
do not have to explicitly check for the based buffer
quality as a separate ME/MC is also performed for
the base layer. The proposed adaptive method does
not require any threshold settings, but this method
uses an additional ME/MC for each frame com-
pared to the threshold case. The proposed adaptive
algorithm uses local sequence information com-
bined with the channel characteristics to decide on
the switching instance.

4. Channel modelling

The video transmission system consists of an
encoder, a channel and a decoder. Two different
transport channel mechanisms are considered in this
section: a typical wireless packet loss channel and a
heterogeneous network case. Typically, video trans-
mission channels are designed with a leaky bucket
model [20]. There are different approaches to design a
leaky bucket model [8,9,21,28]. The variable channel
conditions are overcome at the receiver by choosing
any of those models, such that the encoded bitstream
is received without any loss. In scalable video, the
decoding can be performed even with a partially
received bitstream. In this work, our focus is on the
determination of the number of bits received per frame
during a frame interval. Transmission over a wireless
channel is subject to loss and hence the received bits
will be less than the encoded bits. Decoding of the
frame starts immediately at a fixed time interval (frame
interval) with the available bits. Thus, we do not
consider buffer fullness and underflow conditions.

4.1. Lossy packet model

We assume a wireless medium with a known a
priori probabilistic model, which has a feedback
channel for error detection and re-transmission. We
use the model proposed in [9,28]. This model is
simple but meaningful and is used here in order to
illustrate the proposed drift compensation scheme.
The encoded video frame is partitioned into packets
of fixed size of C bits. Packets are indexed
sequentially and transmitted at regular time inter-
vals tl . These link layer packets are transmitted with
a certain success probability p. Packet losses are
statistically independent and the lost packet is
retransmitted at the next time instant.

Let the frame rate be 1=tf frames=s. Then, the
number of packets per frame, N is

N ¼ tf=tl . (9)
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Let X i be a random variable where i ¼ 1; 2; 3; . . . ;N.
X i ¼ 1 denotes a successful packet transmission
with probability p and X i ¼ 0 denotes a lost packet
with probability 1� p. The random variable Ti

defines the number of successfully received packets
after i transmission attempts,

Ti ¼
Xi

j¼1

X j where ipN. (10)

Ti is binomially distributed since we assumed
statistically independent packets.

PrðTi ¼ jÞ ¼
i

j

 !
pið1� pÞi�j. (11)

Therefore, the received number of bits per frame is
given by,

Rf ¼ CTi. (12)

At the encoder, the bits per frame will be always
equal to, Rencf ¼ CN.

For example, we consider the case as in [9,28], we
set C ¼ 320 bits, p ¼ 0:9 and tl ¼ 5ms. Let tf be 0.1
ð1=tf ¼ 10 frames=sÞ. Then, the number of packets
per frame is

N ¼ tf=tl ¼ 20. (13)

Under these conditions, the peak transmission rate
will be 64 000 bits/s.

4.1.1. Selection of base rate

In layered coding, the base layer contains vital
information and the channel should at least
guarantee the lossless delivery of the base layer to
the receiver. In [25] the base layer bit rate was
arbitrarily chosen and assumed to be always
available at the decoder. With the knowledge of
success probability and the number of fixed size
packets required per frame, we can estimate the base
rate for lossless delivery. For our channel model
discussed in Section 4.1, the base rate is selected as
Rb ¼ Cj�base, where j�base is the minimum value of jbase
that satisfies the inequality,

XN

i¼jbase

N

i

� �
pið1� pÞN�i

XPrbase, (14)

where Prbase is the probability of successfully
receiving the base layer packets.

In the ideal case, Prbase would be equal to 1, i.e.,
absolutely no base layer packet loss. However, when
Prbase is equal to 1, it results in a zero value for the
base rate, which is undesirable. In practice, Prbase
can be selected to be less than but very close to 1. It
is very important to select an optimum Prbase value,
that will yield a base rate which produces acceptable
quality at the receiver. The selection of Prbase is
discussed in Section 5.1.2.
4.2. Heterogeneous network

In a heterogeneous network, the encoder will
generate one bitstream that can be decoded by users
operating at different bitrates. The encoder and
decoder proposed in Section 3.1.2 can be adapted
for a heterogeneous network with some additional
considerations discussed below. Let us assume that
the rates at which the users are operating is known
prior to encoding and let the minimum channel rate
be Rmin and the maximum rate be Rmax. With the
known range of rate values, we consider the
following rate constraints: RbasepRmin and
RbaseþenhpRmax, where Rbase is the base layer bit
rate and Rbaseþenh is the base plus all enhancement
layers bit rate at which the encoding is done. The
encoder produces a base layer and one or more
enhancement layers. The encoder can be optimized
for the most expected user rate with agreeable
performance for the rest of the users. At the
decoder, the base layer is received as it is and
the enhancement layer is truncated to match the
user rate.

In the adaptive method described in Section 3.1.2,
the switching occurs between the Enc_EB and
Enc_BB buffers based on the drift measured at the
average channel rate. Since we are considering a
wider range of channel rates for a heterogeneous
network, if the encoding is done using either the
Enc_EB or the Enc_BB buffer, we will not get an
optimum performance at the intermediate rates. To
obtain a better video quality at the intermediate
rates, we introduce a third buffer called the
intermediate buffer (Enc_IB). The Enc_IB buffer
maintains predicted frames based on enhancement
layers that match the average channel rate. Now the
switching is done among three buffers and the
adaptive algorithm is modified as below:

For prediction based on Enc_IB, we calculate
PIB
ðkþ1ÞEB

, PIB
ðkþ1ÞBB

and PIB
ðkþ1ÞAV

values.

MDEB
ðkþ1Þ ¼ PEB

ðkþ1ÞEB
� PEB

ðkþ1ÞAV
,

MDBB
ðkþ1Þ ¼ PBB

ðkþ1ÞEB
� PBB

ðkþ1ÞAV
,

MDIB
ðkþ1Þ ¼ PIB

ðkþ1ÞEB
� PIB

ðkþ1ÞAV
. ð15Þ
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The adaptive algorithm for selecting the buffer is
given below:
(1)
 Find minimum drift case:

minfMDEB
ðkþ1Þ;MDBB

ðkþ1Þ;MDIB
ðkþ1Þg. (16)
(2)
 Find minimum distortion case:

maxfPEB
ðkþ1ÞAV

;PBB
ðkþ1ÞAV

;PIB
ðkþ1ÞAV

g. (17)
(3)
 Use the buffer that meets both Steps 1 and 2.

(4)
 Else use the enhancement buffer (Enc_EB).
It is not mandatory that the intermediate buffer rate
be fixed at the average channel rate. It can also be
set closer to a rate at which the majority of users will
be operating.

5. Experimental results

A wavelet based video coder is implemented using
the low band shift method as explained in Section 2.
A Daubechies [11,18] filter with a three-level
decomposition is used to compute the wavelet
coefficients. The motion estimation is performed in
the overcomplete domain using the block matching
technique. A 16� 16 wavelet block is matched in a
search window of ½�16; 16�. The residues are
encoded using the SPIHT coder. In [25], we used
the EZW coder to produce the compressed bit-
stream. Since SPIHT outperformed EZW coder in
compression efficiency, SPIHT is the preferred
coder in this implementation. We use the ‘‘Fore-
man’’, ‘‘Susie’’, ‘‘News’’, ‘‘Salesman’’, ‘‘Akiyo’’,
‘‘Container’’ and ‘‘Carphone’’ video sequences to
analyze the performance of the proposed coder.
A frame rate of 10 frames/s is maintained for all
sequences and only one intra frame is used in all the
simulations. The results for the two discussed
channel models are presented.

5.1. Lossy packet model

Channel rates of 64 kbps and 128 kbps are used to
check the performance of the proposed coder. As
discussed in Section 4.1, the bitstream is broken
down into link layer packets of length C ¼ 320 bits.
The time interval between two consecutive packets
is set to tl ¼ 5ms and tl ¼ 2:5ms for 64 kbps and
128 kbps, respectively. The probability of successful
reception p of the link layer packets at the receiver
in the proper sequence is a varying factor. Simula-
tions are performed for five different values of p

¼ 0:85; 0:87; 0:9; 0:93 and 0:95. The number of
packets and the bits per frame for the 64 kbps case
are calculated as

N ¼ tf=tl ¼ 20, (18)

Rencf ¼ CN ¼ 6400 bits. (19)

The encoder assumes that the transmission channel
is capable of delivering 6400 bits per frame under
lossless conditions. The data per frame include
control information, motion vectors, base layer and
enhancement layers. In our implementation, we
have one base layer and one enhancement layer. The
partitioning of the two layers is done according to
base layer rate selection. The results presented for
each experiment were averaged over 50 simulations.

5.1.1. Drift, ideal and base cases

Drift is introduced in a single layer coder due to
prevailing variations in the channel rate. To gauge
the performance of our proposed coder, we
compared with three different encoder setups.

Case 1: The video sequence is encoded at 6400
bits per frame and all the bits are used to for
prediction. The decoder decodes at variable bit rate
conditions for each p case. Due to lossy channel
condition, the drift is introduced and this is referred
as ‘‘drift case’’ in the following discussions.

Case 2: When the encoder has the capability to
exactly predict the channel conditions as perceived
by the decoder, we obtain the highest efficiency, i.e.,
the prediction is based on the bitstream that is
actually received by the decoder. Though this is not
practically achievable, this would serve as the upper
bound for the proposed coder. To simulate this
condition, we assumed that each frame is encoded
using the number of bits that are actually received
by the decoder. We refer to this as the ‘‘ideal case’’.

Case 3: We also evaluated the traditional layered
coding concept, where only the base layer informa-
tion is used for prediction and enhancement layers
are added only to improve the overall quality. We
named this as the ‘‘base case’’ in our result
comparisons. The base layer rate is the same rate
used by the proposed coder cases.

5.1.2. Base layer selection

As explained in Section 4.1.1, the base layer is a
function of Prbase. Hence, we ran simulations for
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different values of Prbase ¼ f0:9; 0:99; 0:999; 0:9999;
0:99999g that would yield different base layer rates.
For each Prbase, we calculate a base layer rate for
different p and is shown in Table 1. The results from
our simulations for the ‘‘Carphone’’ and ‘‘Susie’’
sequences to identify the base rate are plotted in
Figs. 4 and 5. For any p, it is observed that when
Prbase ¼ 0:999, we get the best quality. When
Prbase40:999, it results in a lower value for base
rate, which will reduce the base quality. So when
switching is performed, it reduces the overall quality
of the decoder output. When Prbaseo0:999, the base
rates will be higher, but the base layer is also
subjected to higher loss probability. Hence we
obtain a relatively better performance when
Prbase ¼ 0:999. Based on these experimental results,
Prbase ¼ 0:999 is used in the following experiments.
The corresponding base rates for Prbase ¼ 0:999 are
highlighted in Table 1.

5.1.3. Threshold setting

Threshold setting is a crucial parameter and
decides the switching instances. The range of ET is
approximately identified by calculating the qualities
(PSNR) of the received frames for p ¼ 1, p ¼ 0:95
and p ¼ 0:85 in the ‘‘Drift case’’. The lower and
Table 1

Base layer rates for different Prbase and p values

Prbase 0.999999 0.9999 0.999 0.99 0.99

p ¼ 0:85 360 400 440 520 600

p ¼ 0:87 400 440 480 520 600

p ¼ 0:90 440 480 520 560 600

p ¼ 0:93 480 520 560 600 680

p ¼ 0:95 520 560 600 640 720
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Fig. 6. ‘‘Foreman’’ sequence threshold selection: PSNR vs five

threshold sets for different p values.
upper limits are set from the difference between
p ¼ 1 and p ¼ 0:95 and p ¼ 1 and p ¼ 0:85,
respectively. From our experimental results for
different sequences, we found these limits to be
between 1.1 and 2.3 dB. BT is used to monitor the
Enc_BB quality, which is obviously lesser than the
quality of Enc_EB. For this reason, BT should be
greater than ET. Our experiments were performed
with five different sets of ET and BT, fTS1 ¼
ð2; 2:5Þ;TS2 ¼ ð1:6; 1:9Þ;TS3 ¼ ð1:2; 1:5Þ;TS4 ¼ ð0:8;
1:0Þ;TS5 ¼ ð0:4; 0:6Þg in dB. Figs. 6 and 7 show
PSNR as a function of p for different threshold sets
that operate using the optimum base layer rate
chosen from Table 1.

From our results, we infer that the threshold set
TS3 gives the best performance. An aggressive
approach to contain the output quality with thresh-
old settings TS4 and TS5 would result in frequent
switching. With frequent switching, prediction is
mostly based on Enc_BB and this is very close to
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traditional coder approach. With a liberal ap-
proach, i.e., threshold sets TS1 and TS2, switching
occurs less often and takes a longer time to offset
the decrease in quality introduced by drift.

5.1.4. Results

The average PSNR of the received frames for
the ‘‘Foreman’’, ‘‘Susie’’, ‘‘Carphone’’, ‘‘Akiyo’’,
‘‘Container’’ and ‘‘Salesman’’ sequences are plotted
in Figs. 8–13, respectively, for different values of p

at 64 kbps. For the ‘‘News’’ sequence in Fig. 14, we
used 128 kbps as the channel rate. The threshold set
is selected as ð1:2; 1:5Þ dB and base rate correspond-
ing to Prbase ¼ 0:999 is used for the proposed coder.
From the plots we can infer that the adaptive
selection of the buffer case always performs slightly
better than the threshold case for all sequences.
When compared to the ‘‘Ideal’’ case, different
sequences show different performance. For the
‘‘Akiyo’’ and ‘‘News’’ sequences, both the adaptive
and threshold cases lose in compression efficiency
when compared to the ‘‘Ideal case’’. Traditional
‘‘Base case’’ does not suffer from drift but the
PSNR is less for the considered cases. The results
also show that the proposed coder is very close to
the ‘‘Ideal case’’ (unrealizable) and outperforms the
‘‘Base case’’ by 0.4–0.5 dB. From the plots, we can
infer that the drift has been regulated without
compromising on coding efficiency and quality.

The base layer rate and the thresholds that were
used with the ‘‘Foreman’’ and ‘‘Susie’’ sequences
were also tested on the ‘‘Carphone’’ sequence. The
figures reiterate that the proposed coder performs
better than the traditional ‘‘Base case’’ and manages
drift efficiently. This also confirms that our selection
of the thresholds and the base rates suits all the
other sequences considered, which have different
motion content.

5.2. Heterogeneous network

The user rate is set to be in the range of 32 to
320 kbps. The base rate is fixed at 32 kbps for both
the ‘‘Base case’’ and the ‘‘Proposed case’’. The
encoder generates a bitstream at 320 kbps and the
encoded bitstream is decoded at f32; 64; 96; 128;
192; 224; 256; 294; 320gkbps. The following cases are
considered:
�
 ‘‘Base case’’: The prediction is always based on
base layer only at 32 kbps and the enhancement
layers are added to improve the video quality for
the rate of interest.

�
 ‘‘Drift case’’: The video is encoded at 320 kbps

and all the bits are used for prediction.
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�
 ‘‘Proposed case’’: The adaptive method described
in Section 4.2 is used to generate a bitstream at
320 kbps.

�
 ‘‘Ideal case’’: The encoder generates separate

bitstreams for the decoder rates considered.

Figs. 15 and 16 show the performance of the
proposed coder operating at 32 to 320 kbps for the
‘‘Foreman’’ and ‘‘Susie’’ sequences, respectively.
The ‘‘Drift case’’ loses almost 5 dB compared to the
‘‘Proposed case’’ for both sequences. The proposed
scheme outperforms the base only prediction case
for bitrates greater than 64 kbps and performs very
close to the ‘‘Ideal case’’ for rates near the average
rate. At bitrates less than 64 kbps, the proposed
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coder does not perform as well as the ‘‘Base case’’.
This is expected since all the bits that were used for
prediction for the ‘‘Proposed case’’ will not be
available at the lower channel rates. It is to be noted
that the ‘‘Ideal case’’ matches the ‘‘Base case’’ at
32 kbps. At higher bitrates, the proposed method
outperforms the ’’Base case’’ by almost 1.5 db for
the ‘‘Susie’’ sequence and 2.5 dB for the ‘‘Foreman’’
sequence.

6. Conclusion

The drift problem in traditional motion compen-
sated predictive coders can be completely eliminated
by using the base layer prediction only as in the
MPEG4-FGS case. Also, a periodic introduction of
intra frames will erase drift. But in both cases, we
need more bits to eliminate drift. In wavelet based
video coders using 3D subband coding methods,
drift is eliminated and high compression efficiency is
also achieved. But, the 3D scheme has to process a
group of frames to take wavelet transforms and it
introduces high coding delays in transmission. We
proposed a novel scheme that gives a performance
better than the traditional ME/MC coders and
without any delays in transmission. Our proposed
coder controls drift without significant loss in
compression efficiency. Two different channel mod-
els were considered and we showed that the
proposed encoder and decoder perform efficiently
for the considered channel models. Hence, for a
given transport channel mechanism, the proposed
192 224

Proposed

Base

Drift

Ideal

 in kbps

320294256

annel rates for the ‘‘Foreman’’ sequence.
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scheme offers a drift-free output with high compres-
sion efficiency.
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