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In this paper, we address the problem of the efficient encoding of
object boundaries. This problem is becoming increasingly impor-
tant in applications such as content-based storage and retrieval,
studio and television postproduction, and mobile multimedia appli-
cations. The MPEG-4 visual standard will allow the transmission
of arbitrarily shaped video objects. The techniques developed for
shape coding within the MPEG-4 standardization effort are de-
scribed and compared first. A framework for the representation of
shapes using their contours is presented next. Such representations
are achieved using curves of various orders, and they are optimal
in the rate-distortion sense. Last, conclusions are drawn.
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I. INTRODUCTION

With video being a ubiquitous part of modern multimedia
communications, new functionalities in addition to the con-
ventional compression provided by existing video-coding
standards like H.261, MPEG-1, H.262, MPEG-2, and H.263
are required for new applications. Applications like digital
libraries or content-based storage and retrieval have to allow
access to video data based on object descriptions, where
objects are described by texture, shape, and motion. Studio
and television postproduction applications require editing of
video content with objects represented by texture and shape.
For collaborative scene visualization like augmented reality,
we want to place video objects into the scene. Mobile
multimedia applications require content-based interactivity
and content-based scalability in order to allocate a limited
bit rate to different semantic parts of a scene and to fit the
individual needs. All these applications share one common
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requirement: video content has to be easily accessible on
an object basis.

Given the application requirements, video objects have
to be described not only by texture but also by shape. The
importance of shape for video objects has been realized
early on by the broadcast and movie industry by employing
the so-called chroma-keying technique. Coding algorithms
like object-based analysis-synthesis coding [1] use shape as
a parameter in addition to texture and motion for describing
moving video objects. Second-generation image coding
segments an image into regions and describes each region
by texture and shape [2]. The purpose of using shape was to
achieve better subjective picture quality, increased coding
efficiency as well as an object-based video representation.

MPEG-4 visual will be the first international standard
allowing the transmission of arbitrarily shaped video objects
(VO’s) [3]. A frame of a VO is called a video object plane
(VOP). Following an object-based approach, MPEG-4 vi-
sual transmits texture, motion, and shape information of one
VO within one bitstream. The bitstreams of several VO’s
and accompanying composition information can be multi-
plexed such that the decoder receives all the information to
decode the VO’s and arrange them into a video scene. This
results in a new dimension of interactivity and flexibility
for standardized video and multimedia applications.

After a review of object-based coders and shape cod-
ing (Section II), this paper provides an overview of the
main algorithms for shape, as investigated within MPEG-
4, in Section III. Two types of VO’s are distinguished.
For opaque objects, binary shape information is transmit-
ted. Two bitmap-based (Section III-A), two contour-based
(Section III-B), and an implicit shape coder (Section III-
C) are presented. The evaluation criteria for measuring
coding performance and the test sequences are discussed
in Section III-D. The performance of the five shape coders,
verified by bitstream exchange, in terms of coding effi-
ciency, error resilience, and hardware implementation is
compared in Section III-E. Transparent objects are de-
scribed by grayscale-maps (8 bits/pel) defining the outline
as well as the transparency of an object (Section III-F).
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In Section IV, contour-based coding is revisited. A
framework is presented for obtaining optimal lossy
encoding results in the operational rate-distortion sense
(Section IV-A). In Section IV-B, different distortion
measures that can be used in boundary encoding are
described. In Section IV-C, issues concerning the rate
required to encode the boundary are discussed. More
specifically, we discuss prediction methods to encode the
control points or vertices and how this is related to the order
of the dynamic programming used to solve the problem.
In Sections IV-D and IV-E, we present several solution
approaches to the problem, followed by experimental
results in Section IV-F. Last, in Section V, we present
our conclusions.

II. REVIEW OF OBJECT-BASED VIDEO CODING

A. Concepts

Two concepts were developed that introduced shape
coding into image and video coding. In 1985, a region-
based image-coding technique was published [2]. To encode
an image, it is first segmented into regions of homogenous
texture. In a second step, each region is encoded by
transmitting its contour as well as one value for defining
the luminance of the region. Rate control is achieved by
controlling the number of segmented regions. The assump-
tion is that the contours of regions are very important
for subjective image quality, whereas the texture of the
regions is of lower importance. In [4], this concept is
extended to code video. Since the available data rate is
mostly used for the coding of region contours, contours
of image regions are very well preserved. The coder is
very well suited for coding of objects with flat textures,
since any discrete cosine transform (DCT)-based coder has
significant problems in representing sharp edges. However,
texture detail within a region gets lost. In the case where
a fairly homogenous region of the original image gets
coded by more than one region, contouring artifacts appear.
These coding artifacts did not compare favorably with
the block and mosquito artifacts of an H.261 coder. In
subjective tests, MPEG-4 confirmed that a block-based
coder compares favorably to a region-based coder [5] when
encoding rectangular video sequences.

Whereas a conventionalframe-based video coderlike
MPEG-1 or H.263 encodes a sequence of rectangular
frames, anobject-based video coderencodes an arbitrarily
shaped video object. This concept was inspired by the
development of the object-based analysis-synthesis coder
(OBASC) published in 1989 [1]. An OBASC divides an
image sequence into arbitrarily shaped moving objects. Ob-
jects are encoded independently. An object is defined by its
uniform motion and described by motion, shape, and color
parameters, where color parameters denote luminance and
chrominance reflectance of the object surface. The image
analysis of an OBASC estimates the current motion, shape,
and texture parameters of each object. Furthermore, image
analysis determines for which part of the object the object

does not behave according to the underlying source model
and hence cannot be predicted using motion-compensated
prediction alone. These regions are called model failures.
Parameter coding encodes the motion parameters. Using
these motion parameters, motion-compensated prediction
is employed to increase the coding efficiency of the shape
coder. Last, the shape and texture of the model failures are
coded.

The coding efficiency of OBASC mainly depends on the
selection of an appropriate source model and the availability
of an automatic image analysis, which estimates the model
parameters from the video sequence to be coded. Different
source models like two-dimensional (2-D) flexible object
with 2-D motion, 2-D rigid objects with three-dimensional
(3-D) motion, and 3-D rigid and flexible objects with 3-
D motion were investigated [6]–[10]. The source models
using flexible surfaces proved to be particularly successful
and outperformed the H.261 coder [8], [9] for video-phone
test sequences at 64 kbit/s and below. For shape coding,
a polygon approximation of the object was used. Lossy
shape coding was used in order to save bit rate. The degree
of lossiness was determined by subjective experiments.
However, OBASC was mainly successful for simple video
sequences due to lack of a robust image analysis. Therefore,
segmentation of moving objects within an object-based
coder was investigated [11]. It has to be noted that the
success of OBASC is due to the introduction of shape
coding and the use of a motion model able to describe
flexible deformation, thus allowing one to limit the areas
of model failure to small image regions. MPEG-4 only
implements a shape coder but does not allow modeling
of flexible motion due to the use of regular block-based
motion compensation. There are two reasons for this choice:
At the time of subjective testing, OBASC was not able
to outperform the block-based reference coder for scenes
with complex motion. Furthermore, the computational com-
plexity of source models allowing flexible motion [8], [9],
[12], [13] is significantly higher than block-based motion
compensation.

Since MPEG-4 defines a video decoder, the problem
of image analysis was avoided by using presegmented
video sequences named VO’s as coder input. This deci-
sion allowed the development of an object-based video
coder. Although automatic segmentation is still an open
research topic, segmentation is widely used in controlled
environments. Television (TV) and studio industries rely
to a large extent on the chroma-keying technique, which
provides a reliable segmentation of objects in front of a
uniform background in controlled studio environments.

B. 2-D Shape Coding

In computer graphics, the shape of an object is defined
by means of an -map of size pels

(1)
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Fig. 1. This image shows a scene composed of an object with constant and with arbitrary
transparency on a background.

The shape defines for each pel whether it belongs
to the VO or not . For
an opaque object, the corresponding-values are 255; for
transparent objects, they range from 1 to 255 (Fig. 1).
Coded parameters are indicated by, like .

Almost the entire literature on shape coding deals with
efficient coding of binary shapes with being
background and being the object. There are
two classes of binary shape coders. Abitmap-based coder
encodes for each pel whether it belongs to the object or not.
A contour-based coder encodes the outline of the object.
To retrieve the bitmap of the object shape, the contour is
filled with the object label. In the case where there is also
texture transmitted with the shape information, animplicit
shape coder can be used where the shape information can be
derived from the texture. The already mentioned chroma-
keying method would fall into this category. It is also
specified in GIF89a [14]. For each image, one number can
be used to define the value of the transparent pels. All pels
of this value are not displayed. Today, GIF89a is used in
Web applications to allow description of arbitrarily shaped
image and video objects.

Bitmap-based shape coders are used in the fax standards
G4 [15] and JBIG [16]. The modified read (MR) code used
in the fax G4 standard scans each line of the document and
encodes the location ofchanging pelswhere the scan line
changes its color. In this line-by-line scheme, the position of

each changing pel on the current line is coded with respect
to either the position of a corresponding changing pel in
the reference line, which lies immediately above the present
line, or with respect to the preceding changing pel in the
current line [17].

Extensive work has been published on contour-based
shape representation and coding. Different applications
nurtured this research. For lossless and lossy encoding
of object boundaries, chain coders [18], [19] and poly-
gon approximations [10], [20]–[23] were developed. For
recognition purposes, shape representations like Fourier
descriptors were developed to allow translation, rotation,
and scale-invariant shape representations [24].

A chain code follows the contour of an object and
encodes the direction in which the next boundary pel is
located (Fig. 2). Algorithms differ by whether they consider
a pel having four or eight neighbors for rectangular grids
or six neighbors for hexagonal grids. Some algorithms
define the object boundary between pels [25]. Freeman [18]
originally proposed the use of chain coding for boundary
quantization and encoding, which has attracted considerable
attention over the last 30 years [26]–[30]. The curve is
quantized using the grid intersection scheme [18], and the
quantized curve is represented using a string of increments.
Since the planar curve is assumed to be continuous, the
increments between grid points are limited to the eight
grid neighbors, and hence an increment can be represented
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Fig. 2. A chain code follows the contour of an object by describing the direction from one boundary
pel to the next. Each arrow is represented by one out of four or one out of eight symbols, respectively.
On the right, the symbols for differentially encoding the shape are given.

by 3 bits. For lossless encoding of boundary shapes, an
average 1.2 bits/boundary pels and 1.4 bits/boundary pels
are required, respectively, for a four- and an eight-neighbor
grid [19]. There have been many extensions to this basic
scheme, such as the generalized chain codes [26], where
the coding efficiency has been improved by using links of
different length and different angular resolution. In [29],
a scheme is presented that utilizes patterns in a chain
code string to increase the coding efficiency. In [30],
differential chain codes are presented, which employ the
statistical dependency between successive links. There has
also been interest in the theoretical performance of chain
codes. In [27], the performance of different quantization
schemes is compared, whereas in [28], the rate-distortion
characteristics of certain chain codes are studied. In this
paper, we are not concerned with the quantization of
the continuous curve since we assume that the object
boundaries are given with pixel accuracy. Some chain
codes also include simplifications of the contour in order
to increase coding efficiency [31], [32]. This is similar to
filtering the object shape with morphological filters and then
coding with a chain code. The entropy coder may code a
combination of several directions with just one code word.

A polygon-based shape representation was developed for
OBASC [8], [20]. As a quality measure, the Euclidean
distance between the original and the approximated
contour is used. During subjective evaluations of common
intermediate format (CIF) (352288 pels) video sequences,
it was found that allowing a peak distance of
pel is sufficient to allow proper representations of objects
in low-bit-rate applications. Hence, the lossy polygon ap-
proximation was developed. The polygon approximation
is computed by using those two contour points with the
maximum distance between them as the starting point.
Then, additional points are added to the polygon where the
approximation error between the polygon and the contour
are maximum (Fig. 3). This is repeated until the shape
approximation error is less than . In a last step,
splines are defined using the polygon points. If the spline
approximation does not result in a larger approximation

error between two neighboring polygon points, the spline
approximation is used. This leads to a smoother representa-
tion of the shape (Fig. 4). Vertex coordinates and the curve
type between two vertices are arithmetically encoded.

This polygon/spline representation is also used for coding
shapes in intermode. For temporal prediction, the texture
motion vectors are applied to the vertices defining the
predicted shape. Then, all vertices within the allowable
approximation error define the new polygon ap-
proximation. It is refined as described above such that
the entire polygon is within the allowable error . In
a final step, it is again decided whether a polygon or
spline approximation is used. The reason for not using
a complete spline approximation is due to the fact that
temporal prediction using splines is less efficient because
the refinement of a predicted spline representation requires
the definition of many more new vertices when compared
to a polygon representation.

In [33], B-spline curves are used to approximate a
boundary. An optimization procedure is formulated for
finding the optimal locations of the control points by
minimizing the mean squared error between the boundary
and the approximation. This is an appropriate objective
when the smoothing of the boundary is the main problem.
When the resulting control points need to be encoded,
however, the tradeoff between the encoding cost and the
resulting distortion needs to be considered. By selecting the
mean squared error as the distortion measure and allowing
for the location of the control points to be anywhere on the
plane, the resulting optimization problem is continuous and
convex and can be solved easily. To encode the positions
of the resulting control points efficiently, however, one
needs to quantize them, and therefore the optimality of the
solution is lost. It is well known that the optimal solution to
a discrete optimization problem (quantized locations) does
not have to be close to the solution of the corresponding
continuous problem.

The above methods for polygon/spline representation
achieve good results but they do not claim optimality.
In Section IV, we describe polygon/spline representation
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Fig. 3. Successive polygon approximation of a contour (from [7]). The initial polygonAB is
extended by pointsB and C. The iteration from a four-point to a five-point approximation is
shown here.

approaches that provide optimality in the operational rate-
distortion sense.

Fourier descriptors were developed for applications in
recognition, where shape is an important key. Fourier de-
scriptors allow a translation-, rotation-, and scale-invariant
representation [34]. In a first step, the coordinates of the
contour are sampled clockwise in the-plane. This list of
2-D coordinates is transformed into an ordered list

, with being
the contour point number and
the change of direction of the contour. Since the samples
are periodic over the object boundary perimeter, they can
be expanded into a Fourier series. To preserve the main
characteristics of a shape, only the large Fourier coefficients
have to be maintained. Fourier descriptors are not very
efficient in reconstructing polygon-like shapes with only a
few coefficients. This is one of the reasons why they never
became very competitive in coding efficiency.

III. SHAPE CODING IN MPEG-4

The goal of shape coding is to encode the shape informa-
tion of a moving video object in order to enable applications
requiring content-based video access (Fig. 1). It is assumed
that texture and motion information is transmitted for the
video object to code its texture efficiently. In this section,
bitmap-based, contour-based, and implicit shape coders
developed within MPEG-4 for coding of binary shapes
are presented. The evaluation leading to the selection of
a binary shape coder is also reviewed. In a last section, the
coding of grayscale -maps is described.

A. Binary Bitmap-Based Shape Coder

In the following sections, two bitmap-based shape coders
encoding the shape information on a macroblock basis are
described. The first coder uses a nonadaptive context-based
arithmetic encoder for encoding the shape information and
motion compensation for exploiting temporal redundancies.
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Fig. 4. Approximation using a polygon/spline approximation (from [64]).

(a) (b)

Fig. 5. Templates for defining the context of the pel to be coded
(o). (a) The intramode context. (b) The intermode context. The
alignment is done after motion compensating the previous frame
of the video object.

The second coder is based on an adaptation of the MR coder
that is used in place of the arithmetic encoder. Other aspects
of the algorithms are identical.

1) Context-Based (CAE) Shape Coder:Within a mac-
roblock, this coder exploits the spatial redundancy of the
binary shape information to be coded. Pels are coded
in scan-line order and row by row. In the following
paragraphs, shape encoding in intramode is described [35].
Then, this technique is extended to include an intermode
[35], [36].

a) Intramode: In intramode, three different types of
macroblocks are distinguished. Transparent and opaque
blocks are signaled as macroblock type. The macroblocks
on the object boundary containing transparent as well as
opaque pels belong to the third type. For these boundary
macroblocks, a template of 10 pels is used to define the
causal context for predicting the shape value of the current
pel [Fig. 5(a)]. For encoding the state transition, a context-
based arithmetic encoder is used. The probability table of
the arithmetic encoder for the 1024 contexts was derived
from sequences that are outside of the test set used for
comparing different shape coders. With two bytes allocated
to describe the symbol probability for each context, the
table size is 2048 bytes. To avoid emulation of start codes,
the arithmetic coder stuffs one “1” into the bitstream
whenever a long sequence of “0”’s is sent.

The template extends up to 2 pels to the left, to the
right, and to the top of the pel to be coded [Fig. 5(a)].
Hence, for encoding the pels in the two top and left rows
of a macroblock, parts of the template are defined by the
shape information of the already transmitted macroblocks
on the top and on the left side of the current macroblock.
For the two right-most columns, each undefined pel of the
context is set to the value of its closest neighbor inside the
macroblock.

To increase coding efficiency as well as to allow lossy
shape coding, a macroblock can be subsampled by a factor
of two or four, resulting in a subblock of size 88 or
4 4 pels, respectively. The subblock is encoded using
the encoder as described above. The encoder transmits to
the decoder the subsampling factor such that the decoder
decodes the shape data and then upsamples the decoded
subblock to macroblock size. Obviously, encoding the
shape using a high subsampling factor is more efficient
but the decoded shape after upsampling may or may not
be the same as the original shape. Hence, this subsampling
is mostly used for lossy shape coding and for rate-control
purposes.

Depending on the upsampling filter, the decoded shape
can look somewhat blocky. Several upsampling filters were
investigated. The two best performing filters were a simple
pel replication filter combined with a 33 median filter and
an adaptive nonlinear upsampling filter. The context of this
upsampling filter as standardized by MPEG-4 is shown in
Fig. 6.

The efficiency of the shape coder differs depending on
the orientation of the shape data. Therefore, the encoder can
choose to code the block as described above or transpose
the macroblock prior to arithmetic coding.

b) Intermode: To exploit temporal redundancy in the
shape information, the coder described above is extended by
an intermode requiring motion compensation and a different
template for defining the context.
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Fig. 6. The upsampled pels(x) lie between the location of the
subsampled pels(o). Neighboring pels (boldo) defining the values
of the pels to be upsampled (boldx).

For motion compensation, a 2-D integer pel motion
vector is estimated using full search for each macroblock
in order to minimize the prediction error between the pre-
viously coded shape and the current shape . The
shape motion vectors are predictively encoded with respect
to the shape motion vectors of neighboring macroblocks. If
no shape motion vector is available for prediction, texture
motion vectors are used as predictors. The shape motion
vector of the current block is used to align a new template
designed for coding shape in intermode [Fig. 5(b)]. The
template defines a context of 9 pels, resulting in 512
contexts. The probability for one symbol is described by
2 bytes, giving a probability table size of 1024 bytes. Four
pels of the context are neighbors of the pel to be coded; 5
pels are located at the motion-compensated location in the
previous frame. Assuming that the motion vector
points from the current to the previous coded ,
the part of the template located in the previously coded
shape is centered at , with being
the location of the current pel to be coded.

In intermode, the same options as in intramode, like
subsampling and transposing, are available. For lossy shape
coding, the encoder may also decide that the shape rep-
resentation achieved by just carrying out motion com-
pensation is sufficient, thus saving bits by avoiding the
coding of the prediction error. The encoder can select
one of seven modes for the shape information of each
macroblock: transparent, opaque, intra, inter with/without
shape motion vectors, and inter with/without shape motion
vectors and prediction error coding. These different options
with optional subsampling and transposition allow for en-
coder implementations of different coding efficiency and
implementation complexity.

2) Modified MR (MMR) Shape Coder:The MMR shape
coder is a macroblock-based shape coder [36]. In com-
parison to the CAE shape coder, the MMR shape coder
mainly replaces the context-based arithmetic encoder and
the templates by a MMR coder. Therefore, the description
of the MMR shape coder is limited to the MMR coder. This
MMR coder is derived from the modified read coder in the
fax G4 standard [15].

Fig. 7 is used for describing the encoding procedure. For
simplicity, it is assumed that the macroblock to be coded
is subsampled by a factor of two, resulting in a subblock
of size 8 8 pels to be coded. Each block is coded in raster-
scan order. Within each line, the position of pels on the
object boundary is encoded. In Fig. 7, it is assumed that

(a) (b)

Fig. 7. Changing pels are used in modified MMR shape coding
to define object boundaries.

the top five rows of the block have already been coded;
hence, the coder knows the position of the pelsand

in the current block as well as pels and in the
motion-compensated block when coding in intramode and
intermode, respectively.

a) Intramode: The unknown point on the object
boundary is encoded with reference to the two pels,
and . is the last changing pel encoded prior to.
is the first changing pel on the line above, to the right of

, and with the opposite color of , if such a point exists
(Fig. 7). If not, then is the left-most changing pel on the
same line as . To encode the distance between and

, one of the three modes—vertical, horizontal, or vertical
pass—is selected. Assuming that all pels are numbered in
raster-scan order starting with zero in the top-left corner
of the block, i.e., in Fig. 7 , and columns
are numbered from left to right, i.e., , a mode is
selected according to

mode
Vertical if
Horizontal if width
Vertical Pass otherwise

(2)

with the threshold for no subsampling, for a
subsampling factor of two, for a subsampling factor
of four, andwidth is the width of the block to be coded.

In vertical mode, the distance is encoded
using one of eight variable-length coder (VLC) tables that
is selected according to the object boundary direction, as
defined by a template positioned above pel(Fig. 8).

In horizontal mode, the position of is encoded as its
distance to . Just due to the fact that the horizontal and
not the vertical mode is selected, the decoder can sometimes
deduct the minimum distance between and . In this
case, only the difference with respect to this minimum
distance is encoded.

In vertical pass mode, one code word is sent for each line
without an object boundary. One last code word codes the
remaining distance to the next point on the object boundary.

in Fig. 7 (subsampling factor of two) is encoded using
vertical pass mode.

The efficiency of the shape coder differs depending on
the orientation of the shape data. Therefore, the encoder can
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Fig. 8. For intracoding, a template positioned relative tob1 is
used for selecting VLC tables in vertical mode.

choose to code the block as described above or transpose
the macroblock prior to MMR coding. In both cases, the
encoder also has the choice of scanning each line from left
to right or vice versa.

These adaptations of MMR to macroblock-based shape
coding increased the performance by 30–70% compared to
the MMR of the fax G4 standard.

b) Intermode: In intermode, the previously decoded
shape is motion compensated as described in Section III-
A1. Fig. 7(b) shows the motion-compensated shape infor-
mation. A pel is defined as the first changing pel with
a color opposite to the color of in the same row as

, if such a pel exists. If not, is the first changing pel
in the remaining lines of the block. The mode is selected
according to (2), with replaced by (Fig. 7). The
codes for transmitting the distance in vertical mode are not
switched by the template but by the mode with which the
previous boundary pel was coded.

B. Binary Contour-Based Shape Coder

Within MPEG-4, two methods were developed: a vertex-
based polynomial shape approximation based on work in
[10], [20], and [23] and a baseline-based shape coder [37].

1) Vertex-Based Shape Coding:Vertex-based shape cod-
ing codes the outline of the shape. This shape is approx-
imated using a polygon approximation for lossy shape
coding. The placement of vertices allows an easy control
of local variations of the shape approximation error. For
lossless shape coding, the polygon approximation “degener-
ates” to a chain code [19], [31], [38], [39]. In the following,
the encoding of shapes in intramode is described first. In a
second step, the algorithm is extended to exploit temporal
redundancy.

a) Intramode: The efficiency of this shape-coding
method depends to a large extent on the encoder. The
art of lossy vertex-based shape coding lies in selecting
the appropriate vertices for the polygons. The approach
chosen by the experimenters [10], [23], [40] starts with
finding the longest axis of the shape and uses the two end
points as the initial polygon. Let us assume that
approximates the original contour between the vertices

and . The original contour segment associated with
this approximation segment is called with the
contour points , with identifying the segment and
the number of contour points of . With
being the Euclidean distance between contour pointand
the line , the approximation error for a segment
of the original contour is given by

(3)

For each side of the polygon, it is checked whether the
approximation lies within a given tolerance

(Fig. 3). If not, a new vertex is inserted at the point of
the largest approximation error. Then, for each new polygon
side, it is decided whether it lies within the allowable shape
approximation, and the process is repeated until the peak
approximation error is lower than .

The described vertex selection method selects all vertices
on the object boundary. For lossy shape coding, however,
this might not be optimal. Therefore, the vertices can be
shifted by 1 pel within an 8-pel neighborhood (Fig. 9). The
process can be repeated until an optimum approximation
given the number of initially selected vertices is reached.
This process minimizes the average shape approximation
error for two neighboring contour segments
and with contour points and , respectively.
Given a vertex shifted by with
, the average shape approximation error is given by (4),

shown at the bottom of the page, withand the number of
contour points of the segments and , respectively.
Vertex is shifted to the position that resulted in the
smallest . In the case where this shift results in the
shifted ’s being equal to or , is deleted.
After this vertex selection and adjustment, the vertex
positions are encoded.

Vertices are located counterclockwise around the object.
To save bits, the vertices are renumbered such that the
largest difference in - or -coordinates appears between
vertex and . After encoding the position of , each
remaining vertex position is encoded differentially to its
predecessor. For lossless coding, a differential chain code is
used (Fig. 2). For lossy coding, the difference vector

is computed. Similar to the relative direction
used for encoding of lossless shape, relative directions are
used in the lossy case, with the exception that the eight
directions are replaced by eight octants in the 2-D plane.
The octant in which the next vertex is located is defined
by and transmitted to the receiver (Fig. 10). The octant
defines whether the- or the -coordinate of is larger.
The ranges of the major and the minor component ofare
transmitted, and finally the values of the two components
are coded using VLC tables that are selected according to
the range of the major and minor component. The decoder

(4)
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Fig. 9. Example of vertex adjustment (from [63]).

Fig. 10. The differenceVd betweenVk�1 and the vertexVk to
be coded determines the octant whereVk is located.

reconstructs the vertex positions, creates the polygon, and
then fills the interior of the polygon with the opaque label
of the -map.

In Section IV, we present a framework for the develop-
ment of vertex-based shape-coding algorithms, which are
optimal in the rate-distortion sense. That is, if polygons are
used for approximating the original boundary, their vertices,
which may belong on the boundary or lie outside of it, are
chosen in such a way that the distortion is minimized while
the rate for encoding the location of the vertices satisfies a
given bit budget. In other words, the selection of the vertices
and their encoding is done simultaneously and optimally.
Various ways to define the segment distortion and the total
distortion are applicable, also including the definitions used
above. The framework accepts curves of any order, such as
B-splines.

b) Intermode: To exploit temporal redundancy, one
motion vector is estimated for each contour. The vector
is estimated such that the number of overlapping pels
between the current shape and the motion-compensated
previous shape is maximum. The motion vector can
compensate for object motion of up to 24 pels in horizontal
and vertical direction.

Fig. 11 shows the previously coded shape and the
current shape . The gray area shows the overlapping area
of the two shapes after motion compensation. The bottom
of Fig. 11 shows those contour segments that are aligned
after motion compensation and those that are unmatched.

In the case of lossless shape coding, the encoder transmits

the positions of the unmatched segments and refines the
shape approximation for these segments as described in the
intramode.

In the case of lossy shape coding, the encoder checks
where the unmatched segments leave the band around
the current shape that is defined by the allowable shape
approximation error (Fig. 12). Now, unmatched seg-
ments are those that are located outside of the band.
As for lossless shape coding, the encoder transmits the
positions of the unmatched segments and then refines the
shape approximation for these segments as described in the
intramode.

It appears that this motion compensation can still be
improved. Localized motion compensation allowing one
vector for each vertex or segment as defined by a boundary
macroblock should result in further improvements of this
technique.

2) Baseline-Based Shape Coding:A baseline shape coder
also encodes the contour of an object. It places the shape
into a 2-D coordinate system such that the projection of
the shape onto the-axis is longest [37]. The -axis is
called the baseline, from which the distance (-coordinate)
between the baseline and a point on the shape outline is
measured. The shape contour is sampled clockwise. Neigh-
boring contour points usually have increasing or decreasing

-coordinates. Those contour points where the direction
changes are called turning points. They are signaled to the
decoder (Fig. 13). The contour is subdivided into segments
of 16 pels in length.

a) Intramode: The contour points within one segment
can be subsampled by factors of two, four, or eight.
For upsampling, the missing contour points are linearly
interpolated from the -values of the samples. To minimize
the approximation error, coded contour points can be shifted
vertically by 1 pel. A contour segment is subsampled if
the approximation error due to the subsampling is within
given limits. For each segment, the-coordinates are dif-
ferentially encoded.

b) Intermode: The baseline-based shape coder allows
for global and local motion compensation. Global motion
compensation aligns the previously coded shape with
the current shape such that the number of overlapping
pels is maximized. In a second step, a 2-D motion vector
is searched for each segment of the current contour such
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Fig. 11. Vertex-based shape coding. Motion compensation aligns the previous and current shape
parameters. Unmatched segments of the contours are identified, here(B1; A2), (B2; A3), and
(B3; A1) for lossless shape coding.

Fig. 12. For lossy shape coding, a band with the allowable shape distortion reduces and shortens
the unmatched segments, here(B1; A2) and (B2; A3) (compare with Fig. 11).

that the number of misaligned pels is minimum. If the
motion-compensated prediction error is above a threshold,
the prediction error is encoded the same way as contour
points are encoded in intramode.

C. Binary Chroma-Key Shape Coder

This shape-coding technique [41] was inspired from
the blue-screen technique used in film and TV studios.
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Fig. 13. Baseline-based shape coder. Clockwise contour tracing from a baseline using turning
points and the distance from the baseline to the contour points.

The color of a pel is used to distinguish between object
and background. The object to be coded is placed on a
static one-colored background. The color of the background
(chroma-key) has to be outside of the color space occupied
by the texture of the object. Usually, highly saturated
colors fulfill this requirement. The image or sequence
of images with the object in front of this one-colored
background is then encoded using a conventional coder
(here, MPEG-4 video in full frame mode). To the decoder,
the chroma-key is transmitted. The decoder decodes the
images. For each pel, the weighted distance between
the chroma-key and the corresponding
values of the decoded pel is computed
according to

(5)

where , , are the weighting factors. For
lossless coding, is zero for the background (chroma-
key) and nonzero for the pels of the object.

When a sequence is coded using quantization,be-
comes different from zero also for the background. To
allow a good separation of the object from the background,
the chroma-key should be chosen such that the distance

becomes large for all pels of the object. Pels of the
decoded images with a color similar to the chroma-key

threshold are considered to be background. To
extract the object shape, the decoder considers all pels
of the background as transparent. The other pels belong
to the object [41]. In experiments, it was found that it is
not necessary to consider the luminance of the background

for the object/background separation. For a chroma-key
of (128, 220, 100), weights of (0, 1, 1) are appropriate.
This segmentation of object and background might become
erroneous when very coarse quantization of the images is
allowed.

The color of pels at the object boundary inside the object
is influenced by the chroma-key because of the quantization
of the DCT coefficients. To reduce this color-bleeding
effect, the color can be shifted away from the chroma-key
toward the color space occupied by the object.

The implicit shape coding does not allow the extraction
of the object shape without decoding the entire frame.
Since the shape information is typically carried by the
subsampled chroma signal, this technique is not suited for
lossless shape coding. Because the shape information is
embedded in the texture, the shape coding is lossy as long as
there is quantization of the texture. An important advantage
of this method is its low computational and algorithmic
complexity. The low computational complexity becomes
especially apparent if the location of boundary macroblocks
is signaled to the decoder such that the shape extraction has
to be performed only on this small number of boundary
macroblocks.

D. Evaluation Criteria for Coding Efficiency

To compare the performance of different shape coders,
evaluation criteria have to be defined. Within MPEG-4,
there are two quality measures for objectively assessing the
quality of coded shape parameters. One is the maximum
of the minimal Euclidean distance (peak deviation)
between each coded contour point and the closest contour
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(a) (b) (c)

Fig. 14. Three of the test sequences for evaluation of shape coders. (a) Weather. (b) Children.
(c) Robot.

point on the original contour, as described in Section II-
B. This measure allows for an easy interpretation of the
shape quality. However, if lossy shape coding results in
changing the topology of an object due to opening, closing,
or connecting holes, the peak deviation is not a useful
measure. Therefore, we used a second measurethat is
the number of erroneously represented pels of the coded
shape divided by the total number of pels belonging to
the original shape. Since different objects can have very
different ratios of contour pels to interior pels, a given value
for only allows comparison with other of different
approximations of the same video object. The measure
by itself does not provide sufficient information about the
shape quality.

Subjective evaluation of several sequences indicated that
a shape representation with an approximation error of

pels is not useful at all for video. All the
test sequences were encoded with pel, and
the corresponding for the sequences was computed. In
the following, each sequence was lossily encoded with
between zero and .

To obtain reliable results, seven test sequences (Cycla-
men, Weather (woman), Kids from sequence Children,
Logo from sequence Children, Robot from sequence
Destruction, Rain Drops from sequence Destruction, and
Speakers from test sequence News) with natural and
synthetic content ranging from simple scenes like a news
speaker to scenes with deforming objects and camera
motion were used as the test set (Fig. 14). The sequence
Weather shows a person explaining the current weather
situation along the Japan Sea. The woman turns and
partially leaves the picture. The segmentation of the person
was obtained using chroma-key studio equipment. The
sequence Kids shows two children playing ball. Again, the
sequence was recorded in a studio and the segmentation
of the persons and the ball was obtained using chroma-
key equipment. The sequence Robot was generated using
animation software. The robot is moving quickly, the
ammunition belt consisting of many little pieces moving
fast.

It was found that the objective measures truthfully re-
flected subjective quality when comparing different bitmap-

based shape coders or different contour-based shape coders.
For lossy shape coding, the bitmap-based shape coders
create blocky object shapes, whereas contour-based shape
coders create an object shape showing polygon edges. Since
the two classes of shape coders gave different distortions
(Fig. 15), a comparison between these two types had to
be done subjectively. Decoded video objects (lossy shape
coded at a given average bit rate for shape; texture coded
using a quantizer step size of 12) were displayed on TV
monitors and informally evaluated by approximately 30
experts.

E. Comparison of Binary Shape Coders

The shape-coding algorithms described above were thor-
oughly investigated with respect to their coding efficiency,
subjective quality for lossy shape coding, hardware and
software complexity, and performance in scalable shape
coders. Coding efficiency was compared in rate-distortion
diagrams, subjective quality was measured using long ses-
sions to compare coded video sequences, and software
complexity was measured using tools developed within
the MPEG-4 implementation study group, which count the
number of operations and measure the memory bandwidth
that a shape coder required on an Ultra-SPARC processor
[42], [43].

1) Error Resilience: MPEG-4 wants to enable multime-
dia communications over different networks like satellite
and terrestrial broadcast, telephone networks, Internet, and
wireless communication links. Although each communi-
cation channel has a network interface that provides a
certain protection from errors, it is expected that wireless
communication channels will contain a significant amount
of residual errors after channel error detection and cor-
rection. To have video-coding algorithms cope with the
corrupted bitstream, MPEG-4 video set up a group to
develop an error-resilient mode of the video coder. The
work of that group focused mainly on the frame-based video
coder and low bit rates between 24 and 48 kbit/s. The bit
error patterns used for developing an error-resilient decoder
include random bit errors at a rate of 10, burst errors of
1–20 ms in length with an average bit error rate between
10 and 10 , and loss of packets with 96–400 bits.
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(a) (b)

Fig. 15. Lossy encoding using a bitmap-based (a) and a contour-based (b) shape coder. The
bitmap-based shape coder used pel replication as the upsampling filter (from [65]).

To ensure that the selected shape coder will also be of
use in error-prone environments, a group of error-resilience
experts evaluated the five proposals over a period of two
months [44], [45]. To do error-resilient shape coding, the
decoder should be able to provide these four capabilities.

1) Error detection:This is the most fundamental require-
ment. The decoder can encounter a syntactic error,
i.e., an illegal code word of variable or fixed length,
or a semantic error, i.e., decoding a shape that does
not close. The error may not be detected until some
point after it actually occurs.

2) Error localization: After an error has been detected,
the decoder has to resynchronize with the bitstream
without skipping too many bits. One way of achieving
this is the introduction of additional resynchronization
markers [46].

3) Data recovery:After error localization, data recovery
tries to recover some information from the bitstream
between the location of the detected error and the
determined resynchronization point. Thus, data re-
covery minimizes information loss. Reversible VLC’s
(VLC’s that can be decoded forward and backward)
can be of help. In the case of shape coding, the use-
fulness of such a feature has yet to be demonstrated.

4) Error concealment:Last, error concealment tries to
hide the effects of the erroneous bitstream by re-
placing the lost shape information by meaningful
data, i.e., copying shape data from the previous
frame into the current frame. The smaller the
spatial extent of the error, the more accurate the error
concealment that can be achieved.

Of general concern was that arithmetic decoding itself
does not provide any syntactic error-detection capabilities.
The same is true for VLC tables unless they were designed
to be incomplete. The equivalence of incomplete VLC
tables would be the insertion of marker bits into the
arithmetically coded data. After a given run length of “0”
or “1” symbols, the decoder inserts a marker bit of opposite
value. If the decoder cannot detect the marker bits at the

Fig. 16. Comparison of rate-distortion curves in intramode.
Bit-rate and distortion averages are given for 100 frames.

Fig. 17. Comparison of rate-distortion curves in intramode.
Bit-rate and distortion averages are given for 100 frames.

right position, it can detect the error. Incomplete VLC’s as
well as marker bits decrease the efficiency of the coder.

A list of priorities was assigned to different parts of the
bitstream in order to help focus on the critical issues of
error resilience:

• shape mode (most important);

• shape motion vectors;

• texture motion vectors;

• shape data;

• texture data (least important).

Errors in the decoded shape can change the number of
macroblocks within a VOP. This would bring the update
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Fig. 18. Comparison of rate-distortion curves in intramode.
Bit-rate and distortion averages are given for 100 frames.

of the texture and shape information out of alignment
with respect to the previously decoded VOP. To limit
the damage that an erroneous shape can induce to the
picture quality, it is important to localize the error in
the shape. This is a prerequisite for error concealment.
The block-based shape coders propose that macroblock
shape is decoded independently of neighboring blocks. A
contour-based shape coder adds resilience by protecting
the sensitive data. For the vertex-based shape coder, a
syntax was proposed that allowed the shape of a VO to be
encoded in independent slices of macroblocks. By coding
the starting point of the contour approximation twice, i.e., as
starting point and as end point of the contour, contour-based
shape coders provide additional semantic error-detection
capabilities since the coded contours have to be closed.

The experts concluded that all the proposed schemes
would be able to provide sufficient error-resilience capa-
bilities for transmission of VO’s over wireless channels.
Differences in terms of efficiency would be expected, but
without experiments, none of the proposed coders seemed
to be better suited than another.

2) Coding Efficiency:The proposed shape coders were
evaluated on several sequences in intramode and intermode.
Figs. 16–18 compare the four explicit shape coders when
coding shapes in intramode. The bit rate and distortion are
averaged over 100 frames. As can be seen, the baseline-
based shape coder provides the highest coding efficiency,
using 0–30% fewer bits than the bitmap-based shape coders.
The vertex-based shape coder comes second. The two
bitmap-based shape coders perform very similarly. The
CAE shape coder is slightly more efficient for lossless shape
coding compared to the MMR shape coder.

In intermode, the comparison of the different shape
coders gave a different ranking. Figs. 19–21 show bit-rate
and distortion averages for three test sequences. For lossless
and subjectively lossless coding, the bitmap-based shape
coder outperformed the contour-based shape coder by up
to 20%. Again, CAE shape coding is more efficient than
MMR shape coding. For larger distortions, the vertex-based
shape coder performs similarly to or better than the bitmap-
based methods. The motion compensation employed in the
baseline method does not perform as well as the motion
compensation of the other methods, causing this coder to
perform worst in terms of coding efficiency in intermode.

Fig. 19. Comparison of rate-distortion curves in intermode.
Bit-rate and distortion averages are given for 100 frames.

Fig. 20. Comparison of rate-distortion curves in intermode.
Bit-rate and distortion averages are given for 100 frames.

Fig. 21. Comparison of rate-distortion curves in intermode.
Bit-rate and distortion averages are given for 100 frames.

When comparing the different shape-coding techniques,
chroma-keying was not considered as a candidate for
MPEG-4 shape coding because for complex shapes, the
topology of the shape was not stable enough and color
bleeding was visible along some boundaries. Figs. 22 and
23 show a comparison between the chroma-key shape
coder based on video verification model VM 5 and the
video verification model VM 5 using its explicit shape
coder. Since chroma-keying codes the shape in the chroma
signal, the measure SNR for objective picture quality
was used, as shown in (6) at the bottom of the next page,
with , , and the number of pels of the
and component that belong to the object.

VM5 uses a simplified version of the MMR shape coder
presented in Section III-A2 [47]. Both coders encode tex-
ture, motion, and shape. They use the same texture motion-
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Fig. 22. Comparison of chroma-key shape coder and MPEG-4 VM5 with lossless shape coding
(dn = 0:0). Quantizer step sizes of 8, 12, and 20 are used (from [66]).

Fig. 23. Comparison of chroma-key shape coder and MPEG-4 VM5 with lossless shape coding
(dn = 0:0). Quantizer step sizes of 8, 12 and 20 are used (from [66]).

estimation algorithm and the same quantizer step sizes of
8, 12, and 20 for the quantization of DCT coefficients.
Whereas VM5 codes the shape losslessly, the chroma-key
shape coder was not able to do so; for the higher quantizer,
the shape-coding error was significant. When comparing
the bit rates, VM5, with its explicit MMR shape coder, is

always more efficient than the implicit chroma-key shape
coder at the price of the higher complexity of the explicit
shape coder.

After evaluation of the objective shape-coding perfor-
mance, the main decision to be taken was whether a
bitmap-based or a contour-based shape coder should be

mse

SNR
mse

(6)
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Table 1 Comparison Between the Block-Based CAE Shape Coder and the Contour-Based
Vertex-Based Shape Coder Based on Seven Test Sequences. Relative Statements Are Always with
Respect to the Other Shape Coder. Please Note that This Is a Snapshot as of April 1997

selected for the MPEG-4 standard. To ease this decision,
the group working on shape coding first selected the best
contour-based and best block-based shape coders.

As far as bitmap-based shape coding is concerned, the
CAE shape coder outperformed the MMR shape coder.
For the contour-based shape coding, the vertex-based coder
was chosen. It outperformed the baseline-based coder in
coding efficiency for intermode as well as in terms of
computational complexity. Furthermore, the baseline coder
was implemented only once, whereas all the other shape
coders had two independent implementations.

3) Hardware Implementation:The Implementation Stud-
ies Group of MPEG-4 evaluated the vertex-based and
context-based shape coders with respect to hardware-
implementation implications. It is assumed that most of
the computations will be done using programmable logic
like video signal processors.

When comparing a VLC decoder as used for the vertex-
based methods with the arithmetic decoder used in the
context-based shape coder, an arithmetic decoder was found
to be more difficult to implement and to require more chip
surface.

However, the real bottleneck of a video decoder will
be the required bandwidth for off-chip memory access
and caching [48]. Here, the block-based, context-based
shape coder has the advantage that the entire shape block
can be loaded into on-chip cache and processed. At the
end of decoding, the decoded block can be written to
memory. Since blocks are processed in predefined order,
address generation for memory access is straightforward.
The vertex-based shape coder does not allow for predefined

memory access since no prior knowledge is available as
to how the polygon will extend from one vertex to the
next. Hence, cache prefetching will not work efficiently,
and loading the entire shape image into on-chip cache is
not an option due to the size limitation of the cache. A
further disadvantage of the vertex-based shape coder is that
the decoding time depends on the number of vertices and
the shape of the object. This is in contrast to the fixed
processing time required for context-based shape coding,
allowing for easier task scheduling on the processor.

4) Summary:As far as shape-coding requirements are
concerned, all explicit shape coders are able to provide
lossless, subjectively lossless, and lossy shape coding.
The algorithms can be extended to scalable shape coders,
bitstream editing, shape-only decoding, and low-delay ap-
plications, as well as applications using noisy transmission
channels. Table 1 compares the context-based and vertex-
based shape coders, as done at the Bristol MPEG meeting
in April 1997. None of the algorithms clearly outperforms
the other. However, it was felt that the simple hardware
implementation of the context-based shape coder was a
reason to reject the vertex-based shape coder. After that
meeting, the competitive phase of shape coding ended, and
MPEG-4 focused on optimizing the selected context-based
shape coder mainly by developing the adaptive upsampling
filter (Fig. 6) and an error-resilient shape coding mode.

F. Grayscale Shape Coder

Grayscale alpha maps allow 8 bits for each luminance
pel to define the transparency of that pel. Transparency is
an important tool for composing objects into scenes and
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special effects (Fig. 1). Two types of transparencies are
distinguished: binary alpha maps for objects with constant
transparency and arbitrary alpha maps for objects with
varying transparency.

1) Objects with Constant Transparency:For a transparent
object that does not have a varying transparency, the shape
is encoded using the binary shape coder and the 8-bit value
of the alpha map. To avoid aliasing, grayscale alpha maps
usually have lower transparency values at the boundary.
Blending the alpha map near the object boundary can be
supported by transmitting the coefficients of a 33 pel finite-
duration impulse response filter that is applied to the alpha
map within a stripe on the inner object boundary. The stripe
can be up to 3 pels wide.

2) Objects with Arbitrary Transparency:For arbitrary al-
pha maps, shape coding is done in two steps [49]. In the
first step, the outline of the object is losslessly encoded
as a binary shape. In the second step, the actual alpha
map is treated like the luminance of an object with binary
shape and coded using the MPEG-4 texture-coding tools of
padding, motion compensation, and DCT.

IV. OPTIMAL CONTOUR ENCODING IN

THE RATE-DISTORTION SENSE

A. Introduction

We now present a framework for contour encoding that
is optimal in the rate-distortion sense. We formulate the
problem in various ways. The contour approximation can
be done using a polygon, B-splines, or higher order curves.
In all cases, the problem reduces to finding the shortest path
in a directed acyclic graph (DAG).

Before continuing, it is worthwhile to present a review of
B-splines. These are a family of parametric curves that have
proven to be very useful in boundary encoding [50]–[52].
In the following discussion, we will concentrate on second-
order B-splines. However, this theory can be generalized to
higher order curves. Also, it should be noted that first-order
B-splines are equivalent to polygons.

A B-spline is a specific curve type from the family of
parametric curves [53]. A parametric curve consists of one
or more curve segments. Each curve segment is defined
by control points,where defines the degree of
the curve. The control points are located around the curve
segment, and together with a constant base matrix, the
control points solely define the shape of the curve. A 2-D
curve segment with control points

is defined as follows:

for
otherwise.

(7)

The points at the beginning and end of a curve segment
are called knots and can be found by setting and

. The following is the definition for a second-degree
curve segment, with as index for the different curve
segments and and , respectively, as the horizontal

and vertical coordinates of control point :

(8)

Both the base matrix , with specific constant param-
eters for each specific type of parametric curve, and the
control point matrix , with control points, define
the shape of in a two-dimensional plane. Every point
of the curve segment can be calculated with (8) by letting

vary from zero to one. Every curve segment can be
calculated independently in order to calculate the entire
curve , consisting of curve segments, which is of
the following form:

(9)

Among common parametric curves are the Bezier curve and
the B-spline curve. For the proposed shape-coding method
in this section, we chose a second-order (quadratic) basis
uniform nonrational B-spline curve [53] with the following
base matrix:

(10)

Fig. 24 shows such a second-order B-spline curve. The
shape-coding method presented in this section is indepen-
dent of the matrix and degree , that is, parametric
curves of higher order can be used.

1) Double Control Points:The beginning and the end of
the boundary approximation have to be treated as special
cases if the first curve segment should start exactly from the
first boundary point and the last curve segment should end
exactly at the last boundary point. When we use a double
control point (such as ), the curve segment

will begin exactly from the double control point (see
Fig. 24). We apply this property to the beginning and end
of the curve, so that and . These two
special cases can easily be incorporated into the boundary
approximation algorithm.

B. Distortion

To motivate the distortion measures presented here, we
mathematically formulate an example where the boundary
approximation is done using polygons and the vertices of
the polygons must lie on the original boundary. We change
the notation used earlier in the paper for convenience
purposes. Let denote the connected
boundary, which is an ordered set, where is the th
point of and is the total number of points in .
Note that in the case of a closed boundary, .
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Fig. 24. A second-degree B-spline curve with eight curve seg-
mentsQu and a double control point at the beginning of the
curve.

Let denote the polygon used to
approximate , which is also an ordered set, with the
th vertex of , the total number of vertices in , and

the th segment starting at and ending at . Since
is an ordered set, the ordering rule and the set of vertices
uniquely define the polygon. We will elaborate on the fact
that the polygon is an ordered set later on.

In general, the polygon that is used to approximate the
boundary could be permitted to place its vertices anywhere
on the plane. In this example, as mentioned earlier, we
restrict the vertices to belong to the original boundary. Let

be the set of points that are admissible
as vertices. Clearly, in this case, .

The th polygon segment that connects two consecutive
vertices, and , is an approximation to the partial
boundary , which con-
tains boundary points. Therefore, we can measure
the quality of this approximation by a segment distortion
measure, which we denote by . The polygon
distortion measure can then be expressed as the sum or the
maximum of all segment distortion measures.

There are several different distortion measures that can
be employed. One popular distortion measure for curve
approximations is the maximum absolute distance, which
has also been employed in [20], [27], [28], and [54].

Besides its perceptual relevance, this distortion measure
has the advantage that it can be computed efficiently. Let

be the shortest distance between the line that
goes through and and an arbitrary point. This
distance can be expressed as shown in (11) at the bottom
of the page, where the subscriptsand indicate the -
and -coordinates of a particular point.

Then the maximum absolute distance between the partial
boundary and the

Fig. 25. Definition of the distortiond(4; 14) that corresponds to
the edge(4;14).

segment is given by

(12)
An example is shown in Fig. 25. Another popular distortion
measure is the mean squared distance (error), which has
been used in [33] and [55] and is of the following form:

(13)

So far, we have only discussed the segment distortion
measures, i.e., the measures that judge the approximation
of a certain partial boundary by a given polygon segment. In
general, we are interested in a polygon distortion measure
that can be used to determine the quality of approximation
of an entire polygon. We will treat two different classes
of polygon distortion measures. The first class is based on
the maximum operator (or, equivalently, on the minimum
operator) and is of the following form:

(14)

where is defined to be zero. We will denote all
distortion measures based on the above definition as “class
one” distortion measures.

The second class of distortion measures is based on the
summation operator and is of the following form:

(15)

where again, is set equal to zero. We will denote
all distortion measures based on the above definition as
“class two” distortion measures.

(11)
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The main motivation for considering these two classes
of distortion measures stems from the popularity of the
maximum absolute distance distortion measure, which is
a class one measure, and the mean squared distance distor-
tion measure, which is a class two measure. If we select
the maximum absolute distance as the polygon distortion
measure, then we have to use (12) for the segment distortion
and (14) for the polygon distortion. On the other hand, if we
select the mean squared distance as the distortion measure,
then we have to use (13) for the segment distortion and (15)
for the polygon distortion. Note that there are many other
polygon distortion measures that fit into this framework,
such as the absolute area or the total number of error pels
between the boundary and the polygon.

1) Admissible Vertex Set Different than Set of Boundary
Points: We now extend our discussion on distortion mea-
sures so that the set of admissible vertex pointsis
not equal to the set of boundary points. Also, the
boundary approximation is done using curves of any order.
Usually, , i.e., is a superset of and all
original boundary points are eligible to become polygon
vertex points. This is not necessary, however, since we
can eliminate some boundary points from being candidates
for vertex points through a preselection procedure in order
to reduce the computational complexity of our algorithm.
The preselection procedure indicates which boundary points
are unlikely to be selected as optimal vertex points by the
boundary encoding algorithm.

Let us now concentrate on the more usual case where
. Thus, we now relax the restriction that the

admissible vertices for the polygon belong to the original
boundary. The main drawback of this restriction is that
one can easily construct an example where for a given
maximum polygon distortion, the polygon with the smallest
bit rate uses vertices that do not fall onto boundary points.
The problem with using vertices that do not belong to the
boundary is that for a given polygon segment, no direct
correspondence exists between the segment and a subset
of boundary points. Hence, the polygon distortion cannot
be formulated as the maximum or sum of the segment
distortions unless we define segment distortion in a new
way, as we will do in Section IV-B3.

2) Definition of the Admissible Vertex Set:From a theo-
retical point of view, the set of admissible vertices should
contain all the pels in the image plane. On the other hand,
the DAG shortest path algorithm, which we will be using,
has a time complexity that is polynomial in the number
of admissible vertices, and hence we would like to keep
that number as small as possible without sacrificing coding
efficiency. In this approach, the set of all admissible vertices
is defined as all the pels that are within a given maximum
distance from a boundary point (see Fig. 26). Hence,
the set of admissible vertices forms a “band” of width

around the original boundary.

Fig. 26. The set of admissible vertices (polygon) or admissible
control points (B-spline) forms a band of width2 � DM around
the boundary.

3) Distortion Measures:As mentioned earlier, in the
case under consideration, there is no obvious correspon-
dence between a segment and a subset of boundary
points. Thus, (14) and (15) cannot be used directly. A
straightforward distortion measure that does not have to be
expressed in the form of (14) and (15) is the area between
the original boundary and the polygon approximation.
However, we would prefer to have a distortion measure
that can be expressed using these equations because then
we can use the DAG shortest path algorithm to find the
optimum approximation.

To achieve this in the polygonal approximation case,
every admissible vertex (for example, in Fig. 26) is
associated with the closest boundary point (which isin
Fig. 26). Thus, the approximation curve segment
is associated with the original boundary segment .
Then, we can define the segment distortion in any one of
the previously mentioned ways, such as maximum absolute
distance, mean squared distance, etc.

Let us now consider the second-order B-spline approx-
imation case. As mentioned before, a second-order B-
spline curve segment is defined by three control points

. The points at the beginning and the end
of a curve segment are called knots. It can be shown that
for the class of B-splines in which we are interested, the
knots are in the midpoints of the straight-line segment that
connects two consecutive control points. This straight-line
segment is tangent to the B-spline. Thus, we need to define
a correspondence between a curve segment (the portion of
the B-spline that is between two knots) and a portion of
the original boundary. Again, we associate every knot (for
example, in Fig. 27) with the closest boundary point (
in Fig. 27). Then, the approximation curve segment
is associated with the original boundary segment, and
we can define the segment distortion in any suitable way.
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Fig. 27. Definition of the correspondence between B-spline seg-
ments and original boundary segments. Round bullets: control
points; rectangular bullets: knots.

Of course, the segment distortion will now be a function
of three points, the control points that correspond to the
segment .

It should be pointed out that we could have defined the
correspondence between an approximation curve segment
and an original boundary segment in a different way. The
above definition, however, is in our opinion the most natural
one.

The same correspondence can be defined in the same way
for B-splines of order three or higher. Again, we associate
each knot of the B-spline (which can be found for specific
values of the parameter) with the closest boundary point.
We then proceed as before.

4) The Distortion Band:In this section, we present an
alternative way of defining the distortion for the maxi-
mum approach of the previous section, which is easier
to implement. We define a distortion band around the
original boundary of width , the desired maximum
allowable distortion. Thus, for a faster implementation of
the algorithm, we can calculate the locations of the points
from where the boundary approximation is allowed to pass
in a preliminary step of our algorithm. Then, it is very
easy and fast to see if a candidate segment satisfies the
distortion requirement.

C. Rate

As mentioned earlier, we assume that the vertices of the
polygon are encoded differentially, which is an efficient
method for natural boundaries since the location of the
current vertex is strongly correlated with the location of the
previous one. This is the only restriction that we impose on
the encoding of the vertices of the polygon or the control
points of the parametric curve. We denote the required bit
rate for the differential encoding of vertex given vertex

by . Hence, the bit rate
for the entire polygon is

(16)

where is set equal to the number of bits needed
to encode the absolute position of the first vertex. For a
closed boundary, i.e., the first vertex is identical to the last

one, the rate is set to zero since the last
vertex does not need to be encoded.

As mentioned earlier, we use a DAG shortest path
algorithm in order to determine the optimal control points
for our boundary approximation. The DAG shortest path
algorithm is a dynamic programming (DP) algorithm. A
parametric curve of order requires control points
per segment. A straight-line segment, which is a first-order
parametric curve, is defined by two control points, the
vertices of the polygon. Three control points are required
for a second-order B-spline. Thus, in the case of B-splines,
the rate required for a segment depends on three control
points. Thus

(17)

where is set equal to the number of bits
needed to encode the absolute position of the first control
point . Note that in the formulation we use for second-
order B-splines, there are control points in the
approximation curve. It is straightforward to generalize the
above discussion to higher order parametric curves.

The order of the DP algorithm will be equal to the
maximum of the order of the curve and the number of
vertices used for the prediction of the current vertex. We
are interested in minimizing the order of the DP to reduce
computational complexity. Thus, it is advantageous for us
to use for the prediction of the current vertex a number of
vertices that is equal to the order of the curve.

In the remainder of this paper, we introduce fast and
efficient algorithms for both classes of polygon distortion
measures that solve the following constrained optimization
problem:

subject to

(18)

where is the maximum bit rate permitted for the
encoding of the boundary. We also present algorithms that
solve the dual problem

subject to

(19)

where is the maximum distortion permitted. Note
that there is an inherent tradeoff between the rate and the
distortion in the sense that a small distortion requires a high
rate, whereas a small rate results in a high distortion. As we
will see, the solution approaches for problems (18) and (19)
are related in the sense that the algorithms are symmetric
with respect to the rate, and the distortion or the algorithm
developed to solve problem (19) is used iteratively to solve
problem (18).
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D. An Algorithm for Distortion Measures
Based on the Summation Operator

In this section, we derive a solution to problem (18) for
a distortion measure based on (15), such as the maximum
absolute distance. The solution is based on the Lagrange
multiplier method [56]–[58] and the shortest path algorithm.
It should be noted that the algorithm is symmetric in the
rate, and the distortion and hence the same technique can
be employed for the minimum distortion case (18) and
the minimum rate case (19). We will therefore only solve
the minimum distortion case, and the minimum rate case
can be solved be applying the following relabeling to the
function names:
and .

We will present the method for the polygonal approx-
imation case where only boundary points are admissible
as polygon vertices. We will, however, discuss how the
method is extended to the more general case.

The Lagrange multiplier method is extremely useful for
solving constrained resource-allocation problems. In this
application, we will use the Lagrange multiplier method
to relax the constraint so that the relaxed problem can be
solved using the shortest path algorithm.

We first define the Lagrangian cost function

(20)

where is called the Lagrange multiplier. It has been shown
in [56] and [57] that if there is a such that

(21)

and which leads to , then
is also an optimal solution to (18). It is

well known that when sweeps from zero to infinity, the
solution to (21) traces out the convex hull of the operational
rate-distortion function, which is a nonincreasing function.
Hence, bisection [59] or the fast convex search we pre-
sented in [60] can be used to find . Therefore, if we
can find the optimal solution to the unconstrained problem
(21), then we can find the optimal and the convex hull
approximation to the constrained problem of (18).

We can find a very efficient way of minimizing the
Lagrangian cost function if we note that

(22)

where

(23)

are graph weights. It is clear from the above equations that
the problem of minimizing the Lagrangian cost function
can be formulated in the form of a directed graph (see
Fig. 28). The vertices of the graph correspond to the
admissible vertex points (control points in the higher order

Fig. 28. A specific example of a directed acyclic graph for the
polygonal approximation case. The optimal path is shown in bold.

case), and the edges correspond to the possible segments
of the approximation polygon. The edges have weights

. The ’s in this figure are the admissible
vertex points. For the time being, let us assume that only
original boundary points are eligible to become vertex
points. Thus, our problem reduces to finding the shortest
path between the first and last vertex of the graph. This will
give us the optimal vertices of the approximation polygon,
since it will give us the path that minimizes the Lagrangian
cost function.

We need to start the search for an optimal polygon at
a given vertex. If the boundary is not closed, has to
be selected as the first vertex. For a closed boundary,
the selection of the first vertex is less obvious. Ideally, the
algorithm should find all the optimal vertices, including
the first one. Unfortunately, the above DAG requires a
starting vertex. Hence, we need to fix the first vertex,
even for a closed boundary. Therefore, the found solution
is optimal, given the constraint of the predetermined first
vertex. Clearly, we can drop this constraint by finding all
optimal approximations using each boundary point as a
starting vertex and then selecting the overall best solution.
This exhaustive search with respect to the initial vertex
is computationally quite expensive. We therefore propose
to select the point with the highest curvature as the first
vertex, since it is the most likely point to be included in
any polygonal approximation. This heuristic almost always
results in the best possible selection of the initial vertex,
and, if not, the performance difference is negligible.

We relabel the boundary so that the first vertex of the
polygon coincides with the first point of the boundary

. Besides fixing the first vertex of the polygon, we also
require that the last vertex is equal to the last point
of the boundary . This leads to a closed polygonal
approximation for a closed boundary. For a boundary that
is not closed, this condition, together with the starting
condition, makes sure that the approximation starts and ends
at the same points as the boundary.

The classical algorithm for solving such a shortest path
problem is Dijkstra’s algorithm [61]. We can, however, use
a simpler algorithm by observing that it is very unlikely
for the optimal path to select a boundary point as a
vertex when the last selected vertex was, where .
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Fig. 29. Examples of polygons with rapid changes in direction.

In general we cannot guarantee that the optimal path will
not do this since the selection process depends on the
vertex encoding scheme, which we have not specified yet.
On the other hand, a polygon where successive vertices
are not assigned to boundary points in increasing order
can exhibit rapid direction changes even when the original
boundary is quite smooth (see Fig. 29). Therefore, we add
the restriction that not every possible combination of
represents a valid edge but only the ones for which .
Hence, the edge set is redefined in the following way:

(see Fig. 30). This restriction
results in the fact that a given vertex set uniquely specifies
the polygon.

If we impose the above restriction for the admissible
solution, our graph becomes a DAG. Thus, we can use
the DAG shortest path algorithm [61], which has a lower
computational complexity than Dijkstra’s algorithm.

1) Extension to the General Case:In this section, we ex-
tend the above algorithm to the more general case of
higher order approximation curves. Let us now assume that
we are using second-order B-splines instead of polygons.
For simplicity, let us assume that only boundary points
are eligible to become control points. We will revisit the
problem of Section IV-D for the case of second-order B-
splines.

Let us rewrite the Lagrangian cost function as

(24)

where

(25)

Note that now , , and depend on three control
points. Also note that as mentioned earlier, in the beginning
and end of the curve, we have double control points.

The above two points lead us to define the vertices of the
graph, which we will now call states, in a different way. The
states are now two dimensional, as shown in Fig. 31. Each
state now involves two possible control points . As
mentioned earlier, the weights involve three control points.

(a) (b)

Fig. 30. Interpretation of the boundary and the polygon approx-
imation as a weighted directed graph. Note that the set of all
segmentsE equalsf(bi; bj) 2 B2 : i < jg. Two representative
subsets are displayed. (a)f(b4; bj) 2 B2 : 8j > 4g. (b)
f(b8; bj) 2 B2 : 8j > 8g.

Except for these differences, the resulting graph is a DAG,
and the shortest path can be found using the DAG shortest
path algorithm.

The algorithm can be extended to higher dimensional B-
splines. In this case, the states of the DAG would have a
dimension equal to the order of the curves.

Let us now assume that the set of admissible vertices or
control points is a superset of the set of boundary points.
The above algorithm can be used intact if we order the
admissible vertices or control points in a systematic way.
This is necessary in order for the problem to be expressed
in the form of a DAG. Any reasonable way for ordering
the admissible vertices can be used. The interested reader
is referred to [62].

E. Algorithms for Distortion Measures
Based on the Maximum Operator

1) Minimum Rate Case:We now consider the minimum
rate case, which is stated in (19). We assume a distortion
measure that is based on the maximum operator. This
problem can be solved in exactly the same way shown in
Section IV-D by redefining as

(26)
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Fig. 31. An example of a DAG for the B-spline approximation case. One of these paths is the
optimal path.

Note that the above definition of the weight function leads
to a length of infinity for every path (polygon) that includes
a line segment, resulting in an approximation error larger
than . Therefore a shortest path algorithm will not
select these paths. Every path that starts at vertexand
ends at vertex and does not result in a path length
of infinity results in a path length equal to the rate of the
polygon it represents. Therefore, the shortest of all those
paths corresponds to the polygon with the smallest bit rate,
which is the solution to the problem in (19).

2) Minimum Distortion Case:We now consider the min-
imum distortion case, which is stated in (18). The goal
of the proposed algorithm is to find the polygon with the
smallest distortion for a given bit budget for encoding its
vertices. Sometimes this is also called a rate-constrained
approach. Recall that for class one distortion measures,
the polygon distortion is defined as the maximum of the
segment distortions [see (14)]. Hence, in this section, we
propose an efficient algorithm that finds the polygonal
approximation with the smallest maximum distortion for
a given bit rate.

We propose an iterative solution to this problem that
is based on the fact that we can solve the dual problem
stated in (19) optimally. Consider in (19) to be
a variable. We derived in Section IV-E1 an algorithm
that finds the polygonal approximation that results in the
minimum rate for any . We denote this optimal rate
by . It was proven in [62] that the rate
is a nonincreasing function of , which means that

implies .
Thus, we can use bisection [59] to find the optimal

such that . Since this is a
discrete optimization problem, the function is
not continuous and exhibits a staircase characteristic (see
Fig. 33). This implies that there might not exist a
such that . In that case, the proposed
algorithm will still find the optimal solution, which is of the

form , but only after an infinite number
of iterations. Therefore, if we have not found a such
that after a given maximum number of
iterations, we terminate the algorithm.

3) The Sliding Window:By using the distortion band
(Section IV-B4) for the maximum distortion approach, the
solution of the DAG shortest path algorithm may result in
a trivial solution (see Fig. 32). We need a way to force
the algorithm along the boundary in order to find a curve.
With the introduction of asliding window,we not only
avoid trivial solutions but also are able to control the
speed of the algorithm. The sliding window indicates the
admissible selections for the next control point (see
Fig. 32). Thus, trivial solutions are eliminated, and the
computational complexity of the algorithm is decreased.

F. Experimental Results

1) Polygonal Approximation Case:In this section, we
present experimental results of the proposed algorithms
using object boundaries from the “Miss America” sequence.
We first present results for class one distortion measures,
where the employed distortion measure is the minimum
absolute distance. In Fig. 34, we compare the original
segmentation, which is displayed in the left figure, versus
the optimal segmentation for a maximum distortion
of 1 pel, which is displayed in the right figure. The two
objects in the original segmentation require 468 bits if
encoded by an eight-connect chain code, whereas the
optimal segmentation can be encoded with only 235 bits.
By introducing a permissible maximum error of one pel,
we are able to reduce the total bit rate by about 50%.
As expected, some of the details have been lost, i.e.,
the boundary has been “straightened.” This smoothing of
the boundary might be desired since most segmentation
algorithms result in noisy boundaries. In Fig. 35, we show
the resulting segmentation for the minimum distortion case
for multiple boundaries. The maximum rate has
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Fig. 32. The sliding window restricts the selection of control pointpu+1 to all the admissible
control points within the sliding window. The introduction of a sliding window prevents trivial
solutions.

Fig. 33. The R�(Dmax) function, which is a nonincreasing function exhibiting a staircase
characteristic. The selectedRmax falls onto a discontinuity, and therefore the optimal solution
is of the formR�(D�

max) < Rmax instead ofR�(D�

max) = Rmax.

been set to 280 bits, and the optimal solution, which uses
274 bits for a pels, is displayed in the left
figure. Fig. 35(b) is a closeup of the lower boundary in
Fig. 35(a), and the stars indicate the original boundary
with the polygonal approximation drawn on top of it.

2) B-Spline Approximation Case:We encoded the same
boundaries as in the previous section using the B-spline
algorithm. The distortion bandwidth was also set to 1 pel.

The “neck” object required 127 bits, whereas the “mouth”
object required 84 bits for a total of 211 bits (Fig. 36). The
polygonal approximation required 235 bits.

We also encoded 100 frames of the Kids sequence and
averaged the resulting bit rates and. The experiments
were run for and pels. The
results are shown in Fig. 37. It can be seen that the
results are comparable with the best results achieved by
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(a) (b)

Fig. 34. (a) Original segmentation, which requires 468 bits using the eight-connect chain code.
(b) Optimal segmentation withDmax = 1 pixel, which requires a rate of 235 bits and results
in a distortion of 1 pixel.

(a) (b)

Fig. 35. (a) Optimal segmentation withRmax = 280 bits, which results in a distortion of 0.71
pixels and a bit rate of 274 bits. (b) Closeup of the lower boundary; the stars indicate the original
boundary and the line represents the polygonal approximation. The upper left corner has been
selected as the first vertex.

the baseline algorithm in MPEG-4 (Fig. 17). It should be
pointed out here that the control-point encoding scheme
used [62] is very simple, and hence further research will
very likely result in an overall scheme that is even more
efficient.

Fig. 38 shows the reconstructed frame 17 of the Kids
sequence using . The resulting was 0.0171,
and 979 bits were required for the encoding.

V. CONCLUSION

Within MPEG-4, several shape-coding algorithms were
evaluated. In terms of coding efficiency, a context-based
shape coder operating on a macroblock basis and a vertex-
based shape coder performed similarly, with the context-
based shape coder providing better coding efficiency for
lossless shape coding and the vertex-based shape coder
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Fig. 36. Results obtained using the B-spline approach. Dotted line: original boundary. Continuous
line: B-spline approximation. Stars: control points.

Fig. 37. Rate-distortion curve for the Kids sequence using the
B-spline approach in the intramode. Bit rates and distortion aver-
ages are given for 100 frames.

Fig. 38. Frame 17 of the Kids sequence encoded using
Dmax = 0:7. This encoding required 979 bits, resulting in
dn = 0:0171.

providing slightly better coding efficiency for lossy shape
coding. In terms of hardware-implementation complexity,
however, the block-based method allows for a regular
memory access to the shape information, whereas the
vertex-based method requires irregular access to an off-
chip cache. Therefore, the macroblock-based context-based
shape coder was selected as the base technology of MPEG-
4 shape coding. It integrates nicely with the block-based
texture motion compensation and coding. Within a mac-
roblock, the context-based shape coder defines a 9- or
10-pel causal context for encoding the binary shape infor-

mation of the current pel. An arithmetic encoder is used
to encode the current pel given the context. To exploit
temporal redundancies, shape motion vectors with integer
pel precision are estimated for shape motion compensation.
These vectors are encoded predictively with respect to the
texture motion vectors. Lossless shape coding of simple
head and shoulder scenes at CIF resolution may require 300
bits/frame for the head-and-shoulder object; complicated
objects may require an order of magnitude more bits. For
transparent objects, the object outline is encoded using the
binary shape-coding technique. If the object has constant
transparency, this transparency value gets transmitted along
with optional boundary filter information. For nonconstant
transparency information, the 8-bit -plane is encoded
using a hybrid coder with DCT and motion compensation.

The selection of the shape-coding algorithm was based on
information available in April 1997. Considering that shape
coding is a relatively new area within image processing,
more research is required to gain a complete understanding
of all the different aspects of shape coding. MPEG-4 will
serve as the baseline against which new shape-coding
techniques will have to compete.

As a first step toward this direction, we presented an
efficient vertex-based framework for the lossy encoding
of object shapes. The object shape is approximated by a
polygon or second-order B-spline curve, which leads to the
smallest bit rate for a given distortion. The polygon or B-
spline curve is found by a shortest path algorithm since
the problem can be described as a single-source DAG.
In our discussion, we did not elaborate on the encoding
of the vertices for the polygon and the control points for
the B-spline. We used a simple extension to eight-connect
chain codes in the experimental results. However, a more
sophisticated encoding scheme for the control-point vectors
might result in lower bit rates. Higher order curves as well
as distortion bands of variable width can be incorporated
into the proposed framework in a straightforward way.

MPEG-4 is the first international standard covering shape
coding. It will be finalized in November 1998. The main
purpose of the shape coder within MPEG-4 is not to
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increase coding efficiency for conventional video, although
that has also been shown to accomplish this for some video
sequences. Its primary purpose is to enable many new func-
tionalities and applications such as object-based data base
access, content-based image and video representation, video
editing, efficient storage of movies prior to composition,
and more.
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