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ABSTRACT

In this paper, we introduce a new methodology for SNR,
video scalability which is based on the partitioning of
the DCT coefficients. The partitioning is done in a
way that is optimal in the Rate-Distortion sense. The
optimization is performed using Lagrangian relaxation
and Dymamic Programming (DP). Experimental re-
sults are presented and conclusions are drawn.

1. INTRODUCTION

A scalable video codec is defined as a codec that is ca-
pable of producing a bit stream which can be divided
into embedded subsets. These subsets can be indepen-
dently decoded to provide video sequences of increasing
quality. Thus, a single compression operation can pro-
duce bit streams with different rates and reconstructed
quality. A small subset of the original bit stream can
be initially transmitted to provide a base layer quality
with extra layers subsequently transmitted as enhance-
ment layers.

There are three types of scalability supported in
the H.263 video compression standard: SNR, spatial
and temporal. In SNR scalability, the enhancement in
quality translates in an increase in the SNR of the re-
constructed video sequence, while in spatial and tem-
poral scalability the spatial and temporal resolution,
respectively, are increased.

A major application of scalability is in video trans-
mission from a server to multiple users over a hetero-
geneous network, such as the Internet. Users are con-
nected to the network at different speeds, thus, the
server needs to transmit the video data at bit rates
that correspond to these connection speeds. Scalabil-
ity allows the server to compress the data only once and
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serve each user at an appropriate bit rate by transmit-
ting a subset of the original bit stream.

Another important application of scalability is in
error resilience. It has been shown [1] that it is advan-
tageous to use scalability and apply stronger error pro-
tection for the base layer than for the enhancement lay-
ers (Unequal Error Protection). Thus, we can almost
guarantee a base quality even during adverse channel
conditions. Had we not used scalability and protected
the whole bit stream equally, there would be a much
higher probability of catastrophic errors that would re-
sult in a poor quality reconstructed video sequence.

In this paper, we present a new method for SNR
scalability. This method is based on the optimal parti-
tioning of the DCT coefficients of the Displaced Frame
Difference (DFD). We also discuss other methodologies
for SNR scalability and explain how our method differs
from them.

2. METHODS FOR SNR SCALABILITY

The traditional method for SNR scalability as utilized
by the video compression standards (MPEG-2, H.263)
is as follows. The base layer is created by quantizing
and encoding the DFD, as in a non-scalable encoder.
Then, the base layer is reconstructed and the difference
between the reconstructed and original frame is com-
puted. This residual error is then transmitted in the
same way as the DFD is transmitted in non-scalable
video encoders. In order to produce more enhance-
ment layers, the same procedure is repeated by recon-
structing the enhanced frame and transmitting the new
residual error. This method produces good results but
requires an extra forward and inverse Discrete Cosine
Transform (DCT) for each enhancement layer. Fur-
thermore, since the residual error is transmitted like a
regular frame, it also carries a significant bit overhead.

Another method we have proposed earlier [2, 3] in-
volves only a single DCT and quantization operation.
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Figure 1: Partition of the DCT coefficients in three
layers according to [2,3].

According to it, the coefficients are partitioned in a
number of sets which form the scalable layers. As
shown in Fig. 1 for the case of three layers, the base
layer involves the transmission of coefficients (actually
their quantization levels) 0 — X in a zig-zag scan, with-
out their A least significant bits. The first enhance-
ment layer consists of coefficients X + 1 to 63 without
their B least significant bits. All remaining bits of all
coefficients are transmitted with the second enhance-
ment layer. The parameters X, A and B are adjusted
by a rate control algorithm based on heuristics. This
SNR scalability algorithm has a much lower computa-
tional complexity and overhead than the method sup-
ported by the standards and described in the previous
paragraph. However, it makes the assumption that the
DFD data are lowpass, which is not always true. Also,
the three parameters X, A and B which control the
rate give us few degrees of freedom. Subsequently, re-
sults obtained with this algorithm exhibit lower PSNR
for the same bit rates than results obtained by the SNR,
scalability method described in H.263.

In this paper we propose a generalization of the
method in [2, 3] outlined above. Clearly, setting the
least significant bits of a coefficient to zero is equiva-
lent to subtracting a certain value from it. The Vari-
able Length Code (VLC) tables used in the standards
use fewer bits for smaller coefficient magnitudes. Thus,
subtracting a value from a coefficient quantization level
reduces the number of bits required for its transmis-
sion but clearly increases the distortion. The decoder
reconstructs the quantized DCT coefficients by adding
the subtracted values (if available) to the values it re-
ceived with the base layer. These observations show
us that we can propose a partitioning technique for
the DCT coefficients that is much more general than
the one proposed in the previous paragraph. The base
layer is constructed by subtracting a value from each
DCT coefficient. The subtracted values are then sent
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Figure 2: Proposed partitioning of DCT coefficients for
SNR scalability.

as enhancement (See Fig. 2). If more than two scal-
able layers are required, the values subtracted for the
creation of the base layer are further broken into other
values. For example, if we want to transmit a coeffi-
cient with magnitude of quantization level 9 using three
layers, we can transmit level 5 as base layer, 2 as first
enhancement layer and 2 as second enhancement layer.
Next, we present a formulation and optimal solution to
the problem of partitioning the DCT coeficients of this
scheme.

3. THE ALGORITHM

It is assumed that the DCT transform of the DFD (or
the intensity for intra blocks) is taken and quantized
according to the H.263 standard. Then, the proposed
algorithm takes over to create the scalable layers. The
quantized coefficients are coded as follows in H.263. A
triplet (LEVEL,RUN,LAST) is transmitted using suit-
able VLC tables, where LEVEL is the quantization
level, RUN is the number of zero-valued coefficients
that precede it and LAST specifies whether the cur-
rent coefficient is the last in the block.

The problem is formulated as follows. Given a set of
DCT coefficients X and their quantized version X, find
a set X by subtracting a certain value ! from each co-
efficient quantization LEVEL, so that a bit constraint
is satisfied. It should be pointed out that X as well
as X are the “dequantized” values and not the quan-
tization levels. We will call X a trimmed version of
X. Let us denote by C the set of the quantization
levels that correspond to the quantized coefficients X
and C the set of quantization levels that correspond to
trimmed coefficients X. The set of quantization levels



C is transmitted as the base layer (along with motion
vectors and overhead information). Then, given a bit
budget for the base layer, our problem is to find X as
the solution to the constrained problem

min[D(X, X)|X] subject to R(X) < Rpuaget; (1)

where D(.,.) and R(.) are the distortion and rate func-
tions, respectively.

The problem of Eq. 1 can be solved using La-
grangian relaxation. The problem now becomes the
minimization of the Lagrangian cost

J\) = D(X, X) 4+ AR(X). (2)

In our implementation of the algorithm, we deter-
mine a bit budget for the base layer for a whole Group
of Blocks (GOB). In H.263 with QCIF-sized frames,
one GOB consists of one line of 16 x 16 macroblocks (11
macroblocks). Each macroblock consists of four lumi-
nance and two chrominance 8 x 8 blocks. Since the en-
coding of the DCT coefficients is done independently at
each block (except for the dc coefficient of intra blocks
which is transmitted with the base layer anyway), it is
well-known that it is possible to express J()\) as a sum
of individual Lagrangian costs (one for each block) and
perform the minimization individually for each block.
The same X should be used for all blocks. Then, if the
bit budget for the whole GOB is met for a specific A, we
are guaranteed that the minimization of the individual
Lagrangian costs results in an optimal bit allocation
across the whole GOB.

The problem now reduces to finding the set of quan-
tization levels C' and corresponding trimmed DCT co-
efficients X for every block that would minimize the
Lagrangian cost of the block

Jotock = Ditock + ARbiock (3)

for a given A\. We assume that each admissible can-
didate set C' is constructed as follows. Each non-zero
coefficient in the block with quantization level u is ei-
ther dropped completely or a value [ wherel =0,..., L
is subtracted from it. Clearly, | < u and L is an ap-
propriate constant. Therefore, there is a finite num-
ber of admissible sets C' and the minimization of the
Lagrangian cost in Eq. 3 could be done using exhaus-
tive search. However, the computational cost would
be prohibitive. Luckily, the problem has a structure
can be exploited using a Dynamic Programming (DP)
solution. The Dynamic Programming algorithm is de-
scribed in the next section. A similar algorithm has
been proposed in [4] for the quality enhancement in
JPEG or MPEG and in [5] for the optimization of
the enhancement layer in SNR, scalability as defined in
MPEG-2. In this work, however, the same principles
are applied to a completely different context.

3.1. Dynamic Programming Algorithm

As noted previously, the 2-D DCT coefficients are or-
dered in one dimension using the zig-zag scan and en-
coded using Variable Length Codes (VLCs) that cor-
respond to the triplets (LEVEL,RUN,LAST). Let us
assume for a moment that the coefficients are coded
using pairs (LEVEL, RUN), i.e. the same VLC is used
whether the coefficient is the last non-zero coefficient
in the block or not. We will explain the modifications
to the algorithm for (LEVEL,RUN,LAST) later. Then,
let us suppose that we consider the problem of mini-
mizing the Lagrangian cost given that coefficient k is
the last non-zero coefficient in the block to be coded
and coefficients k£ + 1 to 63 are all dropped from the
base layer. Assuming that we have the solution to this
problem where k is the last non-zero coefficient, this
solution can be used to help us solve the problem of
coefficient k' being the last one, where k' > k. Clearly,
in the problem where k' is the last coefficient, if we
determine that coefficient k& should be included, then
all coefficients between 0 and k would be trimmed as
in the problem where k was the last coefficient. There-
fore, the solution to the smaller problem can be used
as part of the solution to a larger problem. This is a
characteristic of problems which can be solved using
Dynamic Programming techniques. We next describe
the basic characteristics of the algorithm.
The proposed algorithm uses incremental Lagrangian

costs AJ;  which are defined as

AJl,=-E,+ AR}, for j<kandl1=0,...,L. (4)
In the above equation,
B = Xj — (Xi — X})? ()

where X, is the original kth unquantized coefficient
and X,é is the quantized coefficient which corresponds
to quantization level CL = C}, — [ where C}, is the orig-

inal quantization level. R, is the rate (in bits) that

would be required to encode quantization level CN',Zc given
that the previous non-zero coefficient was coefficient j.
R§-7k can be found from the VLC table and is simply
the length of the corresponding code.

If coefficient k is dropped completely, the increase
in mean squared error is X? where X}, the unquantized
coefficient. If the quantized and trimmed coefficient is
transmitted instead, the increase in mean squared error
is (Xj, — X})2. Therefore, EL represents the difference
in mean squared error between dropping coefficient k
from the base layer and transmitting the quantized co-
efficient trimmed by .

AJ]Z.JC represents the incremental Lagrangian cost
of going from coefficient j to coefficient k (dropping



the coefficients between them) and subtracting ! from
quantization level Cj. The algorithm keeps track of
the minimum Lagrangian cost for each coefficient k as-
suming that it is the last coefficient to be coded in the
block. We will denote this cost as J;;. For intra blocks
we assume that the dc coefficient is transmitted intact
with the base layer while for inter blocks, it is treated
like every other coefficient. Therefore, for intra blocks,
J§ is the Lagrangian cost of encoding only the dc coef-
ficient and dropping all other coefficients. Since the dc
coefficient is not encoded using the same VLCs as the
rest of the coefficients, we will not count the bits used
for the encoding of the base layer in the minimization.
Therefore, if we drop all ac coefficients of a block, the
rate will be zero and the distortion will be equal to

63
JS = Eintra = ZXfa (6)
i=1

since the DCT transform is unitary and we can calcu-
late the mean squared error in either the spatial domain
or the frequency domain. For inter blocks, we allow for
the possibility of dropping all coefficients, including the
dc. Then, we define

63
Jil - Einter = ZXE (7)
=0

As mentioned earlier, we need to take into account
the fact that different VLCs are used depending on
whether the coefficient to be encoded is the last one
in the block or not. Therefore, we define a second

: 1 — _ gl !
incremental cost AJ; ., = —Ej + ARj .o, Where
Rl | 1 is the number of bits that are required to en-

code quantization level CN',’c given that j was the previ-
ous non-zero coefficient and coefficient & is the last one
to be encoded in the block. We also keep the minimum
Lagrangian costs Jy; ,,, for each coefficient £ given that
it is last coefficient to be encoded in the block.

A more detailed description of the proposed algo-
rithm can be found in [6] and [7].

4. EXPERIMENTAL RESULTS

We tested the above algorithm with the “Akiyo” and
“Foreman” sequences for a base layer bit rate of 14 kbps
and an enhancement layer of a total bit rate of 18 kbps
and compared it with the H.263 standard algorithm
results in [3]. The results are shown in Table 1. We
also made the same comparison for a base layer bit rate
of 28.8 kbps and an enhancement layer of 56 kbps. The
results are shown in Table 2.

We can see that the proposed algorithm clearly out-
performs H.263 in the case of the “Akiyo” sequence

Bit rate (kbps) 14 18

Proposed Algorithm PSNR (Akiyo) 36.10 | 36.40
H.263 Algorithm PSNR (Akiyo) 35.50 | 35.61
Proposed Algorithm PSNR (Foreman) | 28.10 | 29.19
H.263 Algorithm PSNR (Foreman) 29.00 | 29.26

Table 1: Comparison of the average PSNR of the pro-
posed algorithm and the H.263 standard SNR scalabil-
ity algorithm at 14-18kbps.

Bit rate (kbps) 28.8 56

Proposed Algorithm PSNR (Akiyo) 38.70 | 40.66
H.263 Algorithm PSNR (Akiyo) 38.17 | 39.06
Proposed Algorithm PSNR (Foreman) | 29.92 | 32.79
H.263 Algorithm PSNR (Foreman) 30.79 | 32.53

Table 2: Comparison of the average PSNR of the pro-
posed algorithm and the H.263 standard SNR scalabil-
ity algorithm at 28.8-56 kbps.

while for the “Foreman” sequence, the results are com-
parable.

Figs. 3 and 4, show representative frames of the
“Foreman” sequence encoded using the H.263 SNR scal-
ability method at 28.8-56 kbps.

Figs. 5 and 6, show representative frames of the
“Foreman” sequence encoded using the Optimal Single-
Pass Codec at 28.8-56 kbps.

It can be observed that, in agreement with the nu-
merical results, the quality of the frames from the two
scalable algorithms are comparable. The H.263 scal-
able codec yields a slightly better result for the base
layer frame, while for the enhancement layer, the pro-
posed algorithm gives a higher quality frame.

5. CONCLUSIONS

In this paper, we proposed an algorithm for SNR video
scalability which is based on the partitioning of the
DCT coefficients into layers. The partitioning is done
in an optimal manner. The proposed algorithm re-
quires only a single DCT and quantization operation
and a smaller bit overhead. Experimental results show
that the proposed algorithm performs at least compara-
bly or better than the H.263 scalable codec depending
on the type of the video sequence and the target bit
rates.
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Figure 3: Frame 82 of the “Foreman” sequence encoded
using the H.263 scalable codec at 28.8-56 kbps (28.8
kbps layer).

I

Figure 4: Frame 82 of the “Foreman” sequence encoded
using the H.263 scalable codec at 28.8-56 kbps (56 kbps
layer).

Figure 5: Frame 81 of the “Foreman” sequence encoded
using the Optimal Single-Pass Codec at 28.8-56 kbps
(28.8 kbps layer).
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Figure 6: Frame 81 of the “Foreman” sequence encoded
using the Optimal Single-Pass Codec at 28.8-56 kbps
(56 kbps layer).
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