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ABSTRACT 

 

In this work, we investigate an asymptotically optimal blind 

zero-bit watermark detector in the wavelet domain. More 

specifically, assuming that the marginal distribution of detail 

coefficients is non-Gaussian, we model it with the Student’s 

t probability density function. Furthermore, we assume that 

the embedding power of the hidden information is unknown, 

suggesting in this way a new test statistic based on the Rao 

hypothesis test. The proposed detector exhibits better 

performance in terms of detection sensitivity and robust 

properties compared with other known methods in the 

framework of non-Gaussian environment. Additionally, we 

investigate a fixed-parameterization approach towards a 

lightweight detection with regard of time complexity. 

 

Index Terms— Watermarking, wavelet domain, Rao 

hypothesis, Student’s t, lightweight detection. 

 

1. INTRODUCTION 

 

The need for copyright protection and the prevention of 

unauthorized infringement of intellectual property has 

highlighted the need for efficient solutions. Digital image 

watermarking has been proved a candidate for such a 

protection mechanism, proposing models that satisfy 

conflicting requirements like imperceptibility, robustness 

and capacity [1], [2]. Thus, a piece of additional hidden 

information, the watermark, resides in image data in an 

imperceptible manner. Working in a statistical framework, 

we detect its presence or absence based on the appropriate 

statistical test, resorting to known concepts from statistical 

decision theory [11]. Applying blind watermarking, we have 

no knowledge of the original image, and each proposed 

scheme should be robust against processing under legitimate 

use or even under adverse efforts known as attacks [1]-[3]. 

The problem of watermarking is a fairly mature field 

with a substantial understanding of the limits and the 

capabilities of the various methodologies that have been 

proposed all these years. But certain issues continue to be 

investigated, such as the even finer control of the parameters 

that determine the compromise between them [3], the better 

application of the image model [4]-[9], security issues [17] 

and the implementation of watermarking in the compressed 

domain [18]. 

Transform domain methods have been proved particularly 

useful because of their inherent robustness properties e.g. 

due to better HVS (Human Visual System) exploitation. 

Thus, various approaches towards optimal detection have 

been proposed.  Many of them use appropriate probability 

distributions with the basic criterion of better fitting the 

empirical distribution of transform coefficients. Based on 

the DCT (Discrete Cosine Transform) or DWT (Discrete 

Wavelet Transform) domains, various blind watermark 

detectors have been proposed. Viewing the watermarking 

problem as the transmission of a weak signal through a 

noisy channel, we consider wavelet detail coefficients as 

noise. 

It is well recognized that the Gaussian noise model is 

not an appropriate choice when trying to detect the hidden 

information [10]. Thereby, over the years researchers have 

proposed optimal solutions based on appropriate statistical 

models showing better results than the linear correlator 

detector [1]-[3], [11]. The most widely used models are 

Generalized Gaussian Density (GGD) and Cauchy 

distribution [4]-[9]. Alternatively, other models have been 

proposed depending on more parameters e.g. Gauss-Hermite 

expansion and Bessel-K-form distributions or different 

domain like Weibull distribution in DFT domain [23]. 

Recently, SNIG (Symmetric Normal Inverse Gaussian) has 

also been proposed [4]. All these works assume that the 

strength factor is known at the receiver’s side. 

Notice that, in essence we have very weak signals 

hidden in the noise through which they are transmitted. Rao 

detector is an asymptotically optimal detector which is 

independent of the knowledge of the embedding strength 

factor. The initial application of this particular test in the 

framework of non-Gaussian noise was discussed by Kay in 

[15].  In the work of Nikolaidis et. al. [8], for the first time 

in watermarking, a new watermark detector was proposed, 

which assumes no knowledge of the value of the embedding 

power. Authors suggested the usage of Rao hypothesis in 

additive watermarking through a GGD noise model. Then, 

based on the known Cauchy member of the SaS (Symmetric 
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Alpha Stable) family of distributions, Kwitt. et. al. [7] 

proposed a new detector based on the same hypothesis.They 

also proposed lightweight versions of their proposals and 

they investigated the computational and time complexity of 

known detectors using various methods of parameter 

estimation [9]. The investigation of the Rao-Cauchy detector 

in the NSCT (non-subsampled contourlet transform) domain 

has also been presented [14]. 

Recently, we considered the application of another 

statistical modeling the framework of the additive 

watermarking problem in the wavelet domain, the Student-t 

distribution [16]. The t-distribution has similar form to the 

normal distribution but longer tails. This model was found 

to provide good fit of the empirical data along with a new 

class of watermark detectors. As a consequence, we 

improved detection sensitivity along with robustness against 

attacks. In this work, we consider a new class of DWT 

based watermark detectors based on the Rao hypothesis test 

and the Student’s t probability density function (pdf). By 

taking advantage of this prior’s characteristics, we consider 

the improved performance of the proposed image model in 

the wavelet domain. In addition, we provide a fixed-

parameterization implementation, towards a lightweight 

version of the GLRT (Generalized Likelihood Ratio) 

detector [16]. 

The structure of the article is as follows. In Section 2, we 

describe the proposed statistical model, whereas in Section 3 

we describe the watermark detection problem in the wavelet 

domain. Based on the aforementioned definitions, in Section 

4, we propose the Rao-hypothesis test using the t-prior 

model. In Section 5, we investigate the detection 

performance of the proposed Rao-test and in Section 6, we 

propose a light version of the basic GLRT detector. In 

Section 7, we provide experimental results. Finally, in 

Section 8, we present our conclusions. 

 

2. STATISTICAL MODEL 

 

In our effort to adapt to the behavior of wavelet coefficients 

and define new suitable detectors for our problem, we 

propose the use of Student’s-t probability density function 

[16].  

The definition of the t-distribution is given by:  
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where   is the mean and 
2  the known scale parameter. 

Parameter   defines the degrees of freedom where 

(0, )   and is responsible for the control of the tail 

length. This means that for small values of   we have 

considerable weight in the tails. For larger values of

( )   , the distribution increasingly resembles the 

normal distribution giving less weight in the tails. The 

variance of the distribution, is ( 2)    for 2   and 

infinite if 0 2  .  The t-distribution can be thought of as 

a weighted sum of normal distributions with the same mean, 

but variance that depends inversely on the gamma 

distribution. The Student-t pdf may take the form of a 

marginalization of the joint distribution with respect to a 

hidden variable h  meaning that: 

( | , , ) ( , | ) ( 2, 2)St x N h G           (2) 

where with N we denote the Normal distribution and G is 

the Gamma distribution defined by: 

  1( , ) exp
( )

a
ab

G a b bh h


 


  (3)  

In order to estimate the aforementioned parameters, we 

resort to the known EM (Expectation Maximization) 

algorithm, where we can find the ML (Maximum 

Likelihood) solution [16]. Since the lengths of the tails are 

parameterized, the effect of this choice is the improved 

description of wavelet detail subband marginal coefficients. 

Based on this parameterization of the tail, we can fit the 

empirical data even better. Thus, we can uncover the small 

differences, which will help us detect the weak energy of 

watermark information. 

 

3. WATERMARK DETECTION PROBLEM 

 

Working in the wavelet domain, we consider N detail 

subband coefficients, without loss of generality. These 

coefficients have the role of host noise and are assumed to 

be independent identically distributed random samples from 

a probability density function (pdf). We can define them in a 

vector notation by 1 2[ , ,..., ]Nx x xx . Following an additive 

embedding rule and given that the hidden information is 

given by 1 2[ , ,..., ]Nw w ww , then the watermarked 

coefficients in some subband is given by the relation: 

a y x w    (4) 

where a  is the strength factor and  1 2[ , ,..., ]Ny y yy  is the 

watermarked data vector.  The presence or absence of the 

watermark enables us to define our problem as a binary 

hypothesis testing [11]: 
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  (5) 

where 0H  denotes the null hypothesis and 1H  denotes the 

alternative hypothesis. In case complete knowledge of the 

parameters of the distributions is not available, we can 

define the composite hypothesis testing [11].  

 

4. RAO HYPOTHESIS 

 

Based on statistical decision theory, we can apply three 

known test statistics: GLRT, Wald and Rao test [11]. The 

advantage of the Rao test against the alternatives lies in the 

hypothesis testing problem for non-Gaussian noise [15]. It 

also has the same asymptotic ( )N   detection 
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performance as the GLRT and its main advantage stems 

from the fact that it is easier from a computational point of 

view. This happens because it is not necessary to perform 

parameter estimation under the alternative hypothesis. Thus, 

we could consider the problem at hand as: 
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The unknown parameters of the noise (called nuisance 

parameters) 
0,s H  and 

0,s H  are not directly related to the 

problem of detection, but they have an impact in the form of 

the distribution in both cases under consideration. Thus, we 

resort to the Rao hypothesis test which requires only the ML 

estimates under the null hypothesis. In addition, we assume 

that the host noise follows the Student-t distribution.  

Notice also, that this is an important degree of freedom, 

since it allows the embedding side to adapt the embedding 

strength to the signal at hand [2],[7], [9]. In what follows, 

we introduce a Rao hypothesis test conditioned on a 

Student’s-t signal noise model. The Rao test decides 1H if: 
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where ( )I  is the Fisher information matrix. Notice that 

0,[0, ]s  


denotes the ML estimates under 0 .H
 
The term 
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consists of the elements 1, , ,
s s s s     


Ι Ι I Ι which denote the 

partitions of the Fisher information matrix, which are 

defined in [7], [9]. After some calculus, we can shave the 

form of the proposed detector as [8], [11], [15]: 
2

1

2

2

1 1

'( )

( )
( )

1 '( )

( )

N

i

i

RAO T
N N

i

i i

p y
w

p y
T y thr

p y
w

N p y





 

 
 
 

 
 
 
 



 

 (9) 

where (.), (.) 'p p  denotes the pdf and its derivative of host 

noise.  Applying this test using the t-prior we can define the 

Rao-t detector which is given by: 
2
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where we omitted the term with the watermark in the 

denominator since doesn’t affect the results. 

 

5. DETECTION PERFORMANCE 

 

Assuming that we have large data records, it is known from 

Kay [11] that the proposed detector follows a chi-squared 

distribution under both detection hypotheses, meaning that: 
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where 2

1  denotes a Chi-Square distribution with one degree 

of freedom and 2

1,  denotes a noncentral Chi-Square 

distribution with one degree of freedom and noncentrality 

parameter  . We know that if a random variable follows a 

non-central  2

1, then it is equivalent to ( ,1)N   

The noncentrality parameter   is defined as: 
2 1(0, ) (0, ) (0, ) (0, )

s s s ss s s s             Ι I Ι Ι (12) 

Eventually we end up in the form,  
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since we know that due to the existence of a symmetric pdf, 

0
s I and Eq. (8) remains with only one term [9], [11], 

[15]. In Figs. 1, 2 we can observe the superiority of the 

proposed Rao-t based watermark detector compared with 

the known Rao-GGD [8] and Rao-Cauchy [7] detectors in 

the wavelet domain with (JPEG attack) and without attacks.  

 

6. FIXED-PARAMETER LIGHTWEIGHT 

DETECTION  

 

Motivated by Hernandez et al. [4] and Kwitt et al. [7] a 

critical question was raised, meaning whether the detection 

process actually benefits from an accurate estimate of the 

pdf’s parameters or if it is possible to apply approximate or 

fixed parameter settings. Their findings point to the fact that 

we can find a fixed value setting. Thus, we can have high 

detection sensitivity over a whole set of natural images, with 

small deviations from the optimal performance.  

Here, in the same spirit as [7], we investigate the detection 

performance of the proposed detector. Our target is to 

examine the detector’s performance in accordance to 

runtime complexity with more or less accurate estimates of 

parameters or fixed parameter settings. In order to escape 

effort in the estimation of parameters e.g. based on ML 

estimation, the value of 0.8c   has been proposed for 

DWT coefficients [4] using GGD prior.  According to Kwitt 

et al., 1c   is another proposed value that works efficiently. 

Based on the Cauchy distribution, we don’t have any known 

reference to indicate which value may be a good approach 

except of the work of Kwitt et al. [7]. For an image 

independent value, 8   seems to be a very good 

suggestion, while the value of 3  seems to be impractical. 

With regard to the Bessel-K detector, we resort to the work 

of Bian and Liang [12] where, in order to alleviate the usage 

of estimated parameters for acceleration of the calculations, 

a value of 0.85   is suggested. Following a similar 

approach to [7], we derived the histogram of the values of 

the degrees of freedom parameter, using ML estimates. We 

created the corresponding histograms and we computed the 

mean values, describing the distribution of degrees of 

1700



TABLE II. AUROC (AUROC2, AUROC1)  RESULTS FOR   

LIGHTWEIGHT VERSIONS OF GLRT BASED DETECTORS 

WDR 
GGD  

(c=0.8) [4], [7] 

Cauchy 

(γ=8) [7] 

Bessel – K 

(δ=0.85) [12] 

Student t 

(mean value:  

ν=1.25) 

Student t 

(Cauchy member 

λ=1, ν=1)[16] 

-58 0.9855, 0.0905 0.9972, 0.0964 0.9039, 0.0939 0.9947, 0.0942 0.9868, 0.0907 

-59 0.9690, 0.0862 0.9836, 0.0868 0.8836, 0.0819 0.9877, 0.0912 0.9722, 0.0846 

-60 0.9475, 0.0817 0.9659, 0.0777 0.8391, 0.0690 0.9559, 0.0744 0.9478, 0.0728 

-61 0.8644, 0.0514 0.9022, 0.0550 0.7748, 0.0515 0.8922, 0.0566 0.8761, 0.0494 

-62 0.7079, 0.0229 0.8232, 0.0337 0.6333, 0.0234 0.7821, 0.0310 0.7399, 0.0248 

-63 0.6337, 0.0156 0.6932, 0.0161 0.5764, 0.0161 0.6692, 0.0159 0.6212, 0.0123 

 

freedom values based on three different datasets that we can 

see in Table I. The values are related with the first and 

second level of wavelet transform for the referred sizes. 

 

 

 

 

 

 

 

 

 

 

 

 

7. LIGHTWEIGHT DETECTION PERFORMANCE 

 

Viewing watermark detection in the framework of 

lightweight detection, we control the performance of the 

detector when we predefine the parameter values (e.g., 

keeping them on a fixed value) and obtain a reduction in 

time complexity. Keeping some values fixed, we achieve a 

reduction (in a total of 1000 images) of about half of the 

total time of the proposed experiment. In Table II we 

observe that the proposed lightweight version of the 

proposed detection scheme verifies the results in [8]. More 

specifically, when we demonstrate the results in the table 

form, we utilize the area under the ROC (AUROC1) curve 

in the range of [0-0.1] describing the detector’s performance 

at low false-alarm rates and we also make use of the total 

area under the ROC (AUROC2) describing the overall 

performance of the detector [12], [16]. For the quantification 

of the watermark’s power in our experiments we used the 

known WDR (Watermark to Document ratio) definition 

[12], [16]: 
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where the term ―document‖ refers to the original host data 

[5] and sx  is the original host data in spatial domain. Thus, 

we can find fixed parameter settings for the proposed host t-

based noise model, which result in competitive or superior 

detection performance compared with other similar 

lightweight versions of known GLRT detectors. Notice that, 

in this framework, we suggest 1.25   as a practical  

solution for a lightweight version of our proposal. The 

proposed value consists in a candidate value which its 

validity is verified from the extended experimental results of 

the proposed work in Table II. 

 

8. CONCLUSIONS 

In this work, we investigated the Rao hypothesis using the 

Student’s t distribution and we verified its detection 

superiority compared with the known Rao-GGD and Rao-

Cauchy based watermark detectors. In addition, we provided 

a fixed parameterization for Student’s t distribution and we 

also verified its detection performance compared with other 

known detectors. By proposing a lightweight version we 

manage to alleviate the ML estimation of parameters 

without significantly sacrificing detection performance. 

Such a detection approach is a good match when the 

resources of the embedding side are constrained and thus 

allow only a simple embedding strategy [7]. Thus, 

depending on the application environment, one has the 

option to select the lightweight version due to the usefulness 

of the fast detector. 

 
Fig. 1. Comparison of detectors using the Rao hypothesis 

(UCID images, 256x256), without attacks, WDR=-61dB. 

 
Fig. 2. Comparison of detectors using the Rao hypothesis 

(UCID, 256x256) under JPEG attack, WDR=-55dB. 

 

 

 

 

 

 

 

 

 

 

 

 

TABLE I. ESTIMATED VALUES OF DEGREES OF FREEDOM 

PARAMETER  FOR THE HORIZONTAL DETAILS SUBBANDS 

dataset (number of 

images) 
size 

1st 

level 

2nd 

level 

UCID (1000) [21] 256x256 1.18 1.25 

Microsoft db (200) [20] 512x512 1.40 1.63 

BOWS (10000) [22] 512x512 1.30 1.21 
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