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ABSTRACT

A method for the efficient encoding and decoding of a shape
with application to edge map image compression is proposed.
The method relies on the modeling of the manifold of a shape
by line segments. Then, encoding is performed by collect-
ing the characteristic features of each line segment, namely
the starting and ending points and the number of points con-
tributing to the computation of the corresponding segment.
The reconstruction of the shape may be obtained by uniform
sampling of points from each line segment computed in the
encoding process. Experimental analysis demonstrates that
in case of employing a robust and efficient line segment de-
tection algorithm, the proposed encoding/decoding scheme
exhibits high compression rates, compared to widely used
lossless compression methods, while providing low distortion
values.

Index Terms— Binary image compression, image repre-
sentation, line segments, shape encoding, shape reconstruc-
tion.

1. INTRODUCTION

Shape representation is a significant task in image storage
and transmission, as it can be used to represent objects at
a lower computational cost, compared to non-encoded rep-
resentations. For example, the widely used MPEG4 Part 2
object-based video standard uses shape coding for describ-
ing regions, called video object planes, that represent an ob-
ject [1]. In that case, accurate shape encoding leads to better
preservation of contour details.

The pioneering work in [2], where sequences of line seg-
ments of specified length and direction are represented by
chain codes was proposed for the description of digitized
curves, contours and drawings and it was followed by numer-
ous techniques. Shape coding is a field that has been studied
extensively in the past but it is still very active. Various meth-
ods have been studied in [3], including the context-based
arithmetic encoding (CAE), which has been adopted by the
MPEG4 Part 2 standard.

The digital straight line segments coder (DSLSC) was in-
troduced in [4] for coding bilevel images with locally straight

edges, that is, single binary shape images and bilevel layers of
digital maps. DSLS models the edges by digital straight line
segments (DSLS) [5]. Compared to standard algorithms like
JBIG [6], JBIG-2 [7] and MPEG4 CAE [1],[3] DSLSC pro-
vides better results, as it fully exploits the information given
by the local straightness of the boundary, which is not the case
for the other methods.

DSLSC is further improved in [8], where the segmenta-
tion of the alpha plane in three layers (binary shape layer,
opaque layer, and intermediate layer) is employed. Exper-
imental results demonstrated substantial bit rate savings for
coding shape and transparency when compared to the tools
adopted in MPEG4 Part 2.

Discrete straight lines were also employed in [9] for shape
encoding and improvement of the compression rate is reached
by carrying out a pattern substrings analysis to find high re-
dundancy in binary shapes.

A lossless compression of map contours by context tree
modeling of chain codes is described in [10]. An optimal
n-ary incomplete context tree is proposed to be used for im-
proving the compression rate.

A JBIG-based approach for encoding contour shapes is
introduced in [11], where a method is presented that manages
to efficiently code maps of transition points, outperforming,
in most cases, differential chain-coding.

In this work, we propose a scheme for efficiently com-
pressing edge map images. The rationale is to model the
manifold of the edge map image by fitting line segments to it.
Then, each line segment is encoded by its starting and ending
points and the number of points contributing to its computa-
tion. The reconstruction of the contour is achieved by uni-
formly sampling points, along the direction of each encoded
line segment. In the remainder of the paper, the compression
and decompression algorithms base on line segment fitting are
presented along with extensive experimental evaluation of the
method.

2. ENCODING SHAPES

Line segments are important features in computer vision, as
they can encode rich information with low complexity. We
take advantage of this feature for encoding a 2D set of points



describing a shape as a collection of line segments that ap-
proximate the manifold of the shape, by assuming that the
manifold is locally linear. The initial and ending points of
each line segment may be considered as the characteristic
points carrying the compressed information that can repro-
duce the initial shape. The larger the number of characteristic
points is, the better shape information is preserved.

A line segment ϵ may be described by its starting and end-
ing points xs

ϵ and xe
ϵ respectively. The collection of the

starting and ending points of all the segments modeling the
shape manifold are the characteristic points of the shape. Note
that the characteristic points are ordered. Moreover, since the
traversal of the line segments is known, the line segment can
be described by its starting point and the transition vector to-
wards the ending point. The ending point of one segment is
the starting point of its successor in the traversal order. Even-
tually, the shape can be encoded by selecting an arbitrary ini-
tial point from the characteristic points and by the correspond-
ing transition vectors after visiting each segment based on the
traversal order, in a similar manner described in [12].

To reconstruct the image we need to reconstruct all the
points contributing to the computation of each line segment ϵ
based on the characteristic points. In principle, a line is mod-
eled by the parametric equation Ax + By + C = 0. where
x, y, A, B, C ∈ R and (x, y) is a point laying onto the line.
If the starting (xs

ϵ) and ending (xe
ϵ) points of a line segment

ϵ are given, determining A, B, C is trivial. Thus, starting from
point xs

ϵ and following the direction of the line segment with
a predefined step λ ∈ R+ each time, we may reconstruct (ap-
proximate) the initial points. The value of the step λ controls
the density of the result: the higher its value is, the larger is
the number of extracted points. In case of points laying on an
image grid, integer arithmetics need to be considered and se-
lecting λ = 1 yields the algorithm of Bresenham [13] which
may reconstruct the line segment pixels efficiently and handle
the aliasing effect.

Algorithms 1-2 describe the proposed framework for
compression/decompression of bi-level images of edge maps.

Algorithm 1 Image compression
input: An edge map image I, representing shapes.
output: A set of features S that encodes image I.
Detect the line segments that describe I. Let K be the num-
ber of line segments detected.
Detect the traversal order of the line segments.
Refine shape, i.e. close gaps between line segments. Ex-
tract the characteristic point P = pi, i = 1 . . .K, based
on the shape traversal.
S = {p1}.
for i=2:K do
S = S ∪ {dx, dx = pi−1 − pi}.

end for

Algorithm 2 Image decompression
input: A set of features S that encodes an image I.
output: The reconstructed image I.
Recover the characteristic points P = {pi, i = 1 . . .K},
based on initial point and transitions encoded in S.
for i=2:K do

Produce the set of points R, e.g. [13], containing the
points of the line segment from pi−1 to pi.
Set the pixels of I corresponding to coordinates of points
in R on.

end for

3. EXPERIMENTAL RESULTS

In this section, the experimental investigation of the proposed
method is presented regarding its robustness and efficiency.
To that end, a compression-distortion study was carried out.

Compression was computed as the ratio of the file size be-
tween the compressed and the original files. Various lossless
methods were considered and the corresponding size of the
output files they produced was used as the reference original
file size. The methods against which we compared the pro-
posed framework are the CCITT G4 standard [14] (denoted
as FAX4 herein), adopted amongst others by the TIFF image
file format for binary images, and the widely used standards
JBIG [6] and JBIG2 [7].

As far as the distortion is concerned, a twofold compu-
tation was performed in terms of measuring the loss of in-
formation and the similarity between the initial and the final
edge map images. Therefore, the distortion index adopted by
MPEG4 [15], given by

DR =
Number of pixels in error
Number of interior pixels

, (1)

was also used in this work. The Hausdorff distance between
the original edge map X and the reconstructed edge map Y s,
given by

DH(X,Y ) = max
x∈X

min
y∈Y

{|x− y|1}, (2)

was used to measure the similarity between X and Y .
As mentioned in section 2, the proposed compression

method uses a line segment fitting algorithm. There are a lot
of methods that have been proposed in the related literature.
A widely used method is the Hough Transform (HT) [16]
and its variants [17]. However, the principal goal of HT is to
detect lines or line segments in a coarse level. Thus, it cannot
be used for detailed description of shapes. This fact has also
been observed for some variants of HT in our previous work
[18].

Another method for line segment detection is polygon ap-
proximation [19]. Having the ordering of the points, line
segment computation begins from an arbitrary point, and by



traversing the shape, fits a line segment to all the points that
have been visited. When a new point that deviates from the
currently computed line segment is visited, it is regarded as
the starting point of a new segment. The computation iter-
ates until all shape points are visited. In our experiments, we
used the implementation of the toolbox provided by Kovesi
[20]. Polygon approximation is the method used in [12] for
describing the contour.

Recently, we have proposed a direct split-and-merge
framework (DSaM) for detecting line segments in unordered
point clouds [18]. The algorithm operates in two phases. It
initiates by assuming that all points are collinear, i.e. they be-
long to the same group. Then, it iteratively splits the groups
that are modeled by non elongated ellipses or are not tight.
A criterion for splitting is the minimum eigenvalue of the
corresponding covariance matrix. Then, iteratively it merges
neighboring ellipses, which after merging also provide highly
elongated ellipses. According to our study, the DSaM algo-
rithm is a robust framework for line segment detection. In
[18], we also proposed a method for automatic tuning of the
various parameters of the DSaM algorithm. This configura-
tion was used in our experimental study.

For the experimental study, we used two datasets. The
Gatorbait dataset [21] contains the silhouettes of 38 fishes,
belonging to 8 categories. The MPEG7 dataset [22] con-
tains 1400 object contours belonging to 70 categories, with
20 members per each category. All datasets consist of binary
images. In the case of the Gatorbait100 dataset, the images
were initially thinned so as to extract the contour line. Let us
note that in this case, there are some inner structures that were
also considered in our experiments.

The overall results of our experimental analysis are
demonstrated in Tables 1 and 2, with results for various
configurations of the line segment detection algorithms con-
sidered. The values next to the method prefix in the first
column of the Tables indicates the corresponding configu-
ration of the method. The DSaM algorithm imposes two
thresholds controlling the deviation of linearity of a set of
points and the neighborhood of a point respectively. In
our study the values considered for these thresholds were
{[0.3, 2.0], [0.4, 2.0], [0.5, 2.0], [0.8, 2.0], [1.3, 2.0], [2.3, 2.0]}.
The second threshold was measured in pixels. As far as the
polygon approximation (PA) is concerned, this algorithm
applies one threshold controlling the deviation of a set of
points from linearity. In that case, the thresholds used were
{1, 2, 5, 7, 10} pixels. The percentages regarding the com-
pression values in Tables 1 and 2 refer to the file size produced
by the proposed compression scheme compared to the cor-
responding file size produced by the related lossless method
as mentioned on the second row of the tables. More specif-
ically, in Table 1, in the first row, we may conclude that the
proposed scheme, using DSaM for line modeling, provides
a compressed shape, which on average (over the whole data
set) employs 10% of the bits employed when compressed

by FAX4 [14], 25% of the bits used when compressed by
JBIG [6] and 32% of the bits employed by a JBIG2 com-
pression [7]. Moreover, the average distortion in terms of
information loss is DR = 10% and the average Hausdorff
distance between the original shape and the compressed shape
is DH = 8 pixels. Recall that FAX4, JBIG and JBIG2 are
lossless compression algorithms.

Table 1: Experimental results for the Gatorbait dataset [21]
(38 shapes).

Method Compression Distortion
FAX4 [14] JBIG [6] JBIG2 [7] DR (1) DH (2)

DSaM#1 10% 25% 32% 10% 8
DSaM#2 10% 23% 30% 8% 7
DSaM#3 9% 22% 28% 5% 8
DSaM#4 8% 20% 26% 5% 8
DSaM#5 8% 19% 25% 3% 10
DSaM#6 7% 17% 22% 3% 12
PA#1 17% 40% 51% 11% 4
PA#2 11% 27% 35% 1% 4
PA#3 8% 18% 23% 2% 8
PA#4 7% 16% 20% 2% 12
PA#5 6% 14% 18% 6% 17

Table 2: Experimental results for the MPEG7 dataset [22]
(1400 shapes).

Method Compression Distortion
FAX4 [14] JBIG [6] JBIG2 [7] DR (1) DH (2)

DSaM#1 16% 30% 30% 9% 5
DSaM#2 15% 28% 28% 10% 6
DSaM#3 14% 27% 26% 10% 6
DSaM#4 13% 24% 24% 10% 7
DSaM#5 12% 23% 22% 10% 7
DSaM#6 10% 20% 19% 12% 10
PA#1 25% 47% 46% 7% 3
PA#2 16% 32% 32% 4% 3
PA#3 11% 21% 21% 7% 6
PA#4 10% 18% 18% 9% 9
PA#5 8% 16% 16% 12% 12

Figures 1-2 demonstrate some representative results of the
proposed method with various line segment detection algo-
rithms. One may observe that the compression based on the
DSaM line segment detection preserves more details of the
initial set, compared to the polygon approximation algorithm,
whose result is more coarse.

Finally, the rate-distortion curves for the above experi-
ments are presented in Figure 3. The blue line corresponds
to the compression results based on DSaM [18], while the red
line refers to the results based on a compression using poly-



gon approximation [12]. As it can be observed, the DSaM
method provides a clearly better performance. Note that the
bits needed to encode the information for each method can-
not be fixed directly, as they are affected by the tuning of the
associated thresholds and parameters. Thus, equal bit rates
cannot be established for DSaM and polygon approximation.

(a) (b)

(c) (d)

Fig. 1: Representative results of the reconstruction method on
the Gatorbait [21] dataset. (a) The original image. Results ex-
tracted with (b) DSaM [18], (c) polygon approximation [19]
with automatic tuning (d) polygon approximation [19] with
threshold value set to 5 pixels.

(a) (b)

(c) (d)

Fig. 2: Representative results of the reconstruction method on
the MPEG7 [22] dataset. (a) The original image. Results ex-
tracted with (b) DSaM [18], (c) polygon approximation [19]
with automatic tuning (d) polygon approximation [19] with
threshold value set to 5 pixels.

One may observe that the proposed encoding framework
provides satisfactory results in terms of compression, while
offering low distortion. The DSaM method provides simi-
lar or better results compared to the polygon approximation
that is used in the MPEG standard, in terms of compression,

(a) (b)

Fig. 3: Rate-distortion curves for (a) the Gatorbait dataset
[21] and (b) the MPEG7 dataset [22]. The blue line corre-
sponds to the compression results based on DSaM [18] and
the red line refers to polygon approximation [12].

but with far lower distortion. Also, DSaM manages to sig-
nificantly improve the compression rate providing an image
quality (in terms of distortion) similar to the lossless algo-
rithms.

4. CONCLUSION

A method for the efficient encoding and decoding of 2D point
sets describing shapes, based on line segments fitting, is intro-
duced in this article. The experimental analysis demonstrated
that the proposed scheme offers high compression rates com-
pared to widely used lossless algorithms, while the incurred
distortion is low. Finally, the method can be easily modified
to handle 3D points. In that case, the analogous 2D plane
should be computed and then the reconstruction of the shape
should be performed by sampling points on that plane. Since
the compression method is regarded as the encoding of transi-
tions, a Kalman filter could be employed to handle the errors
incurred due to integer arithmetics and further lower the dis-
tortion. This is a direction of the future work regarding the
proposed method.
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