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ABSTRACT

We propose a low-delay low-complexity end-to-end video transmis-
sion system that integrates the latest scalable H.264 codec and the
full-rate full-diversity quasi-orthogonal space-time block codes. At
the encoder of the scalable H.264 codec, we have developed a low-
delay low-complexity method for the estimation of the video dis-
tortion at the receiver for given channel conditions. The distortion
estimation algorithm is validated using experimental results. In this
work, we show clearly the advantage of using the quasi-orthogonal
space-time block codes (STBC), which provide a higher rate com-
pared to the orthogonal space-time block codes in a wireless video
transmission system. This is in spite of the use of a non-optimal
signal constellation structure. The performance results are obtained
after addressing the bandwidth allocation problem that employs the
scalable decoder distortion estimation algorithm for the optimal se-
lection of the application layer and physical layer parameters.

Index Terms—Scalable H.264, SVC, Distortion estimation, Wire-
less MIMO systems, Optimal bandwidth allocation.

1. INTRODUCTION
Diversity techniques, such as space-time coding (STC) have been
proven to help overcome the degradations due to wireless channels
by providing the receiver with multiple replicas of the transmitted
signal over different channels. Orthogonal space-time block codes
(O-STBC) [1], [2], exploit the orthogonality property of the code
matrix to achieve the full diversity gain and have the advantage of
low complexity maximum-likelihood (ML) decoding. Later in [3],
Su and Xia proposed a full-rate full-diversity quasi-orthogonal STBC
by appropriately choosing the signal constellations of the symbols
in the block codes. The full-rate quasi-orthogonal codes guaranteed
fast maximum likelihood (ML) decoding for each pair of transmit-
ted symbols instead of single symbols as in the O-STBC. The resul-
tant code outperformed the O-STBC considering equal spectral ef-
ficiency and optimal signal constellations selection [3]. The end-to-
end video transmission scheme proposed here employs STBC codes
over a multiple-input multiple-output (MIMO) system. The indepen-
dent transmission and decoding of symbols (individual or pair-wise)
in a given STBC enables us to independently choose the elements of
the codeword from different constellations and an additional unequal
error protection can be provided for the elements of the codeword.

The scalable extension of H.264/AVC (SVC) has an error-resilient
network adaptation layer (NAL) structure and provides superior com-
pression efficiency [4], [5]. The combined scalability provided by
the codec is exploited here to improve the video transmission over
error-prone wireless networks by protecting the different layers with
unequal error protection (UEP). In [6], progressive video transmis-
sion is proposed over a space-time differentially coded OFDM sys-

tem with optimal rate and power allocation. In [7], an integrated sys-
tem of data-partitioned video coding, layered space-time block cod-
ing and OFDM modulation is proposed but no optimization for re-
source allocation is addressed. However, in all the above-mentioned
work, the orthogonal or quasi-orthogonal structure of STBC codes
has not been exploited by independent transmission of the layered
video over different symbols of the STBC code world. In [8], we
presented a bandwidth optimization algorithm for SVC video trans-
mission using O-STBC.

In this paper, we show the advantage of using full-rate full-
diversity quasi-orthogonal STBC over O-STBC for high rate video
transmission systems, even for non-optimal signal constellation choices
for block code symbols. We consider the bandwidth constrained op-
timization problem for both types of codes and propose specific allo-
cations of the temporal and quality scalable layers to different STBC
symbols. The bandwidth allocation problem is addressed by mini-
mizing the expected end-to-end distortion (for one group of pictures
(GOP) at a time) and optimally selecting the quantization parame-
ter (QP), rate-compatible punctured convolutional (RCPC) code rate
and the constellation(s) for STBC symbols. A good knowledge of
the total end-to-end decoder distortion at the encoder is necessary
for such optimal allocation. In [9], a recursive per-pixel based de-
coder distortion estimation algorithm, ROPE was proposed for non-
scalable and scalable H.263+ codec. In this paper, we develop a
low-delay low-complexity method for the accurate estimation of the
distortion of scalable SVC coded video at the receiver. The algo-
rithm has a lower complexity than the algorithm in [8] and takes
into account loss of both temporal and SNR scalable layers as well
as error concealment at the decoder. The performance of the algo-
rithm is validated by comparing it with simulated decoder distortion
estimation results using different packet loss rate values.

2. SCALABLE H.264 CODEC AND DECODER
DISTORTION ESTIMATION

SVC is based on a hierarchical prediction structure in which a GOP
consists of a key picture and all other pictures temporally located be-
tween the key picture and the previously encoded key picture. These
key pictures are considered as the lowest temporal resolution of the
video sequence and are called temporal level zero (TL0) and the
other pictures encoded in each GOP define different temporal lev-
els (TL1, TL2, so on). Each of these pictures is represented by a
non-scalable base layer (FGS0) and zero or more quality scalable en-
hancement (FGS) layers. Also, the priority of the base layer (FGS0)
of each temporal level decreases from the lowest to the highest tem-
poral level, and each FGS layer for all the frames is considered as
a single layer. Further, each layer of each frame is packetized into
constant size packets (γ = 100 bytes for this work) for transmission.
At the receiver, any unrecoverable errors in each packet would re-
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sult in dropping the packet and hence would mean loss of the layer
to which the packet belongs. We assume that the base layers of all
the key pictures are received error free. Using the fact that SVC en-
coding and decoding is done on a GOP basis, it is possible to use the
frames within a GOP for error concealment purposes. In the event of
losing a frame, temporal error concealment at the decoder is applied
such that the lost frame is replaced by the nearest available frame in
the decreasing as well as increasing sequential order but from only
lower or same temporal levels. We start towards the frames that have
a temporal level closer to the temporal level of the lost frame. For
the frame in the center of the GOP, the key picture at the start of the
GOP is used for concealment.

In the following derivation of the proposed low-complexity low-
delay scalable decoder distortion estimation algorithm (SDDE TrueRef ),
we consider a base layer and two FGS layers. We assume that the
frames are lexicographically ordered and the distortion of each mac-
roblock (and hence, each frame) is the summation of the distortion
estimated for all the pixels in the macroblock of that frame. Let f i

n

denote the original value of pixel i in frame n and f̂ i
n denote its en-

coder reconstruction. The reconstructed pixel value at the decoder is
denoted byf̃ i

n. The mean square error for this pixel is defined as

di
n = E

{(
f i

n − f̃ i
n

)2
}

=
(
f i

n

)2

− 2f i
nE

{
f̃ i

n

}
+ E

{(
f̃ i

n

)2
}
(1)

where di
n is the distortion per pixel. As mentioned earlier, the base

layers of all the key pictures are guaranteed to be received error free.
The sth moment of the ith pixel of the key pictures n is calculated
as

E
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f̃ i
n

)s}
= PnE1

(
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nB

)s

+ (1− PnE1) PnE2
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(2)
where f̂ i

nB , f̂ i
n(B,E1), f̂

i
n(B,E1,E2) are the reconstructed pixel values

at the encoder using only the base layer, the base along with the first
FGS layer and the base layer with both of the FGS layers of frame
n, respectively. PnE1 and PnE2 are the probabilities of losing the
first and the second FGS layer of frame n, respectively.

For all the frames except the key pictures of a GOP, let us de-
note f̂ i

nB unvn
as the ith pixel value of the base layer of frame n

reconstructed at the encoder. Frames un(< n) and vn(> n) are the
reference pictures used in the hierarchical prediction structure for
the reconstruction of frame n. We will refer to these frames (un and
vn) as the “true” reference pictures for frame n. In the decoding
process of SVC, the frames of each GOP are decoded in the order
starting from the lowest to the highest temporal level. At the de-
coder, if either or both of the true reference frames are not received
correctly, the non-key picture(s) will be considered erased and will
be concealed.

For the SDDE TrueRef algorithm, the sth moment of the ith

pixel of frame n when at least the base layer is received correctly is
defined as

E
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f̃ i
n (un, vn)

)s}
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(3)
where, Pun and Pvn are the probabilities of losing the base layer
of the reference frames un and vn, respectively. Now to get the
distortion per-pixel after error concealment, we define a set Q =

Table 1. Average PSNR comparison for the proposed SDDE TrueRef
algorithm.

Foreman Akiyo Carphone
363 kbps 268 kbps 612 kbps

Actual P1 (dB) 36.20 45.11 40.85
SDDE TrueRef P1 (dB) 36.46 45.81 41.12

Actual P2 (dB) 30.61 40.74 35.32
SDDE TrueRef P2 (dB) 30.52 41.47 35.27

Actual P3 (dB) 33.46 42.84 38.03
SDDE TrueRef P3 (dB) 34.10 43.67 38.78

{fn, fq1, fq2, fq3, ..., fGOPend}, where fn is the frame to be con-
cealed, fq1 is the first frame, fq2 is the second frame to be used for
concealment of fn, and so on till one of the GOP ends is reached.
The sth moment of the ith pixel using the setQ is defined as

E
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where P̄n = (1 − Pn)(1 − Pun)(1 − Pvn) is the probability of
correctly receiving the base layers of frame n and the base layers of
its reference pictures.

The performance of the SDDE TrueRef algorithm is evaluated
by comparing it with the actual decoder distortion estimation aver-
aged over 200 channel realizations. Different video sequences en-
coded at 30 fps, GOP size of eight frames and six layers are used in
packet-based video transmission simulations. Each of these layers is
considered to be affected with different loss ratesP = {PTL0, PTL1,
PTL2, PTL3, PE1, PE2}, where PTLx is the probability of losing
the base layer of a frame that belongs to TLx and PE1, PE2 are the
probabilities of losing FGS1 and FGS2 of each frame, respectively.
The performance of the SDDE TrueRef algorithm is evaluated for
packet loss rates of P1 = {0%, 0%, 5%, 5%, 10%, 20%}, P2 =
{0%, 10% , 20%, 30%, 50%, 60%} andP3 = {0%, 0%, 10%, 20%,
30%, 40%}. In Table 1, the average PSNR performance is presented
for the “Foreman”, “Akiyo” and “Carphone” sequences. As can
be observed, the SDDE TrueRef algorithm results in good average
PSNR estimates and hence is used to solve the optimization problem
as discussed in the following sections.

3. SYSTEMDESCRIPTION
After video encoding, the base and FGS layers of each frame are di-
vided into packets of constant size γ, which are then channel coded
using combined 16-bit CRC for error detection and RCPC codes
for UEP. These packets are then transmitted using space-time block
codes (STBC) over the MIMO system. A Rayleigh flat-fading chan-
nel with AWGN is considered between each transmit and receive
antenna pair. ML decoding is used to detect the transmitted sym-
bols which are then demodulated and channel decoded for error cor-
rection and detection. All the error-free packets for each frame are
buffered and then fed to the source decoder with error concealment
for video reconstruction. For the MIMO system, we considerMt =
4 transmit and Mr = 1 receive antennas. For the purpose of this
work we consider two STBCs:

• O-STBC: we consider the code matrixG4(x1, x2, x3) of rate
3/4 (as proposed by Tarokh et. al [2]), where x1, x2 and x3
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are codeword symbols transmitted in T = 4 time slots.

G4 (x1, x2, x3) =

⎡
⎢⎣

x1 x2 x3 0
−x∗2 x∗1 0 x3

−x∗3 0 x∗1 −x2

0 −x∗3 x∗2 x1

⎤
⎥⎦ (5)

• Quasi-orthogonal STBC: we consider the full-rate full-diversity
quasi-orthogonal STBC as proposed by [3]. This quasi-orthogonal
STBC improves the symbol transmission rate by employing
the code matrixG4(x1, x2, x3, x4) of rate 1:

G4 (x1, x2, x3, x4) =

⎡
⎢⎣

x1 x2 x3 x4

−x∗2 x∗1 −x∗4 x∗3
x3 x4 x1 x2

−x∗4 x∗3 −x∗2 x∗1

⎤
⎥⎦ (6)

where x1 ∈ A, x2 ∈ B, x3 ∈ ejθA and x4 ∈ ejφB for
some signal constellations A and B and are transmitted in
T = 4 time slots. It is necessary to emphasize that A and B
could be the same or different constellations. The constella-
tion rotation angles θ and φ are determined according to the
corresponding signal constellation as proposed in [3].

For both the STBCs described above, the signal model is given as
Y =

√
ρ

Mt
CH+N, whereCT×Mt =

√
T
K

GMt(x1, x2, . . . , xK)

is the energy-normalized transmitted signal matrix;K is the number
of different symbols in a codeword. HMt×Mr is the channel coef-
ficient matrix;YT×Mr is the received signal matrix andNT×Mr is
the noise matrix. The noise samples and the elements ofH are inde-
pendent samples of a zero-mean complex Gaussian random variable
with variance 1. The fading channel is assumed to be quasi-static.
We assume that perfect channel state information is known at the re-
ceiver and the ML decoding is used to detect each of the symbols,
i.e. x1, x2, x3 independently for O-STBC. However, for the quasi-
orthogonal STBC, the symbol pair x1, x3 is detected jointly using
the ML decoding, and so is the symbol pair x2, x4. The decoding of
these two symbol pairs is carried out independently.

4. OPTIMAL BANDWIDTH ALLOCATION
The bandwidth allocation problem for the two systems is defined as
the minimization of the expected end-to-end distortion by optimally
selecting the application layer parameter (QP) and the physical layer
parameters (RCPC coding rate and symbol constellation choice). In
both the cases the optimization is considered on a GOP-by-GOP ba-
sis and is constrained on the total available bandwidth (symbol rate)
Bbudget. We consider the combined temporal and FGS scalability
and define a total of L layers, which are unequally protected by opti-
mally selecting the physical layer parameters. The first L− 2 layers
(μ1, . . . , μL−2) are the base layers (FGS0) of the frames associ-
ated with the lowest to the highest temporal level in decreasing order
of importance for video reconstruction. The other two FGS layers
(FGS1 and FGS2) of all the frames in a GOP are defined as indi-
vidual layers (μL−1, μL) of even lesser importance. The bandwidth
allocation problem is described as:

{QP
∗, R

∗
c , M

∗} = arg min
{QP, R∗

c , M}
E {Ds+c} s.t. Bs+c ≤ Bbudget

(7)
whereBs+c is the transmitted symbol rate,Bbudget is the total avail-
able symbol rate and E {Ds+c} is the total expected end-to-end dis-
tortion which is accurately estimated using the SDDE TrueRef al-
gorithm. QP, Rc and M are the admissible set of values for QP,
RCPC coding rates and symbol constellations, respectively. For

Table 2. Layer allocation for O-STBC symbols.
x1 x2 x3

A1 μ1, μ2, μ3, μ4 μ5 μ6

A2 μ1, μ2, μ3 μ4, μ5 μ6

A3 μ1, μ2 μ3, μ4, μ5 μ6

A4 μ1 μ2, μ3, μ4, μ5 μ6

Table 3. Layer allocation for quasi-orthogonal STBC symbols.
x1,3 x2,4

A1 μ1, μ2, μ3, μ4 μ5

A2 μ1, μ2, μ3 μ4, μ5

A3 μ1, μ2 μ3, μ4, μ5

A4 μ1 μ2, μ3, μ4, μ5

all the layers of each GOP, QP∗ = {QPμ1
, . . . , QPμL

}, R∗c =
{Rc,μ1

, . . . , Rc,μL
} and M∗ = {Mμ1

, . . . , MμL
} define the QP

values, the RCPC coding rate values and the symbol constellations,
respectively obtained after optimization. The transmitted symbol
rate Bs+c can be obtained as

Bs+c =
L∑

l=1

Rs,μl

Rc,μl
× log2(Mμl

)
×

T

K
(8)

where Rs,μl
, Rc,μl

and Mμl
are the source coding rate, channel

coding rate and signal constellation, respectively used for layer μl.
T is the number of time slots required to transmitK symbols in each
codeword over the MIMO system.

4.1. Optimal bandwidth allocation for O-STBC
For the O-STBC system, the problem defined in (7) is solved by
taking advantage of the independent transmission of each symbol in
the O-STBC. This is done by allocating L layers to three different
groups corresponding to O-STBC symbols, x1, x2 and x3 as shown
in Table 2 and solving for the bandwidth allocation problem one O-
STBC symbol at a time. Table 2 shows the possible allocations (A1,
A2, A3, A4) considered here for GOPsize = 8 where each of the six
layers is associated with one of the O-STBC symbols. It is necessary
to emphasize that here the optimal selection is done on a GOP-by-
GOP basis for each allocation structure and the best allocation is
selected after considering the expected distortion (PSNR) criteria for
all the O-STBC symbols. This is defined in more detail as follows:

• Based on (9), the optimal parameter set X∗1 = {QP∗x1
,R∗c,x1

,
M∗x1

} for all the layers transmitted over the O-STBC symbol
x1 is obtained by using the admissible set of values of each
of the parameter. PSNRx1

andBx1
are the estimated PSNR

and the symbol rate allocated for x1, respectively.
X∗1 = arg max

{QP,Rc,M}
PSNRx1

s.t. Bx1
≤ Bbudget (9)

• Given X∗1, the optimal parameter set X∗2 is obtained using
(10).
X∗2 = arg max

{QP,Rc,M}/X∗

1

PSNRx2
s.t. Bx2

≤ Bbudget (10)

• Finally, having obtained X∗1 and X∗2 the optimal set X∗3 is ob-
tained using (11).
X∗3 = arg max

{QP,Rc,M}/{X∗
1

,X∗

2
}

PSNRx3
s.t. Bx3

≤ Bbudget

(11)
where Bxa , a ∈ {1, 2, 3} is the symbol rate allocated to each O-
STBC symbol and is obtained as

Bxa =
∑

μl∈xa

Rs,μl

Rc,μl
× log2 (Mμl

)
× T (12)
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4.2. Optimal bandwidth allocation for quasi-orthogonal STBC
To solve the optimization problem for the quasi-orthogonal STBC,
the independence between the symbol pairs x1, x3 and x2, x4 is ex-
ploited by considering independent transmission and decoding of
each symbol pair. In this case, we combine both FGS layers (μL−1

and μL) into a single layer μL−1 and allocate the L−1 layers to the
two independent pairs. Table 3 shows the possible allocations (A1,
A2, A3, A4) considered here for GOPsize = 8. As in the previous
case, the optimal parameter selection is done on a GOP-by-GOP ba-
sis for each allocation structure and the best allocation is selected as
per the PSNR criteria as explained below:

• Based on (13), the optimal parameter set X∗1,3 = {QP∗x1,3
,

R∗c,x1,3
,M∗x1,3

} for all the layers transmitted over the quasi-
orthogonal STBC symbols x1 and x3 is obtained.

X∗1,3 = arg max
{QP,Rc,M}

PSNRx1,3 s.t. Bx1,3 ≤ Bbudget (13)

• Given X∗1,3, the optimal parameter set X∗2,4 is obtained using
(14).
X∗2,4 = arg max

{QP,Rc,M}/X∗

1,3

PSNRx2,4 s.t. Bx2,4 ≤ Bbudget

(14)
where Bxb

, b ∈ {(1, 3), (2, 4)} is the bandwidth (symbol rate) al-
located to each pair of the quasi-orthogonal STBC symbols and is
obtained as

Bxb
=

∑
μl∈xb

Rs,μl

Rc,μl
× log2 (Mμl

)
×

T

2
(15)

PSNR values in (9), (10), (11), (13) and (14) is calculated using the
SDDE TrueRef algorithm. It is clear from section 2 that the accu-
rate estimation of decoder distortion is dependent upon the prob-
abilities of losing each layer (Pn, PnE1 and PnE2). Let us de-
fine the packet error rate for the constant size packets (= γ bytes)
as PER(Rc,μl

, Mμl
), which depends on the channel parameters.

Now, the probabilities Pn, PnE1 (Pn(l = L−1)) andPnE2 (Pn(l =
L)) are obtained as:

Pn = 1−(1− PER (Rc,μl
, Mμl

))

⌈
Nn,μl

γ

⌉
, l ∈ {1, . . . , L−2}

(16)
where Nn,μl

is the size of the layer of the frame n which belongs
to the layer μl; Nn,μL−1

and Nn,μL
are the size of the layers FGS1

and FGS2 of frame n, respectively. The problems defined in (9),
(10), (11), (13) and (14) are constrained optimization problems and
are solved using the Lagrangian method.

5. EXPERIMENTAL RESULTS
For experimental results, various video sequences are encoded at 30
fps, GOP=8 and constant Intra-update (I) at every 32 frames. We
consider the video encoding QP values in the range of 16 to 50 and
RCPC coding rates of Rc = 8/N : N ∈ {32, 28, 24, 20, 16, 12}.
Rectangular quadrature amplitude modulation (QAM) is used with
the possible constellation sizes M={4, 8, 16}. In Figure 1 (a), we
compare the performance of the quasi-orthogonal STBC and the
O-STBC systems for the transmission of “Foreman” sequence af-
ter the optimal selection of the application layer and physical layer
parameters. The comparison in this figure is shown for multiple
target symbol rate values and it is clearly shown that the full-rate
full-diversity quasi-orthogonal STBC system outperforms the full-
diversity O-STBC system in spite of the use of non-optimal signal
constellations. Similar results are shown in Figure 1 (b) for the “Car-
phone” video sequence.
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Fig. 1. Performance comparison for O-STBC and quasi-orthogonal
STBC Systems for (a) “Foreman”, (b) “Carphone” video sequences.

6. CONCLUSIONS
We developed an accurate low-delay low-complexity decoder distor-
tion estimation algorithm and validated its accuracy experimentally.
Using the distortion estimation algorithm, we employed the full-rate
full-diversity quasi-orthogonal STBC in an optimal bandwidth al-
location framework for wireless video transmission over a 4 × 1
MIMO system. We have shown that using this code, which achieves
a higher rate than the O-STBC, results in a better end-to-end video
system performance in the PSNR sense. This is in spite of the use of
non-optimal signal constellations.
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