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ABSTRACT

In this paper, we present a rate-distortion optimal hybrid scalable/
multiple-description video codec. Traditional scalable codecs pro-
duce bitstreams which can be partitioned into layers that form a
hierarchy. Thus, in order for a particular layer to be useful to the
decoder, all hierarchically higher layers also need to be available.
Conversely, traditional multiple description codecs produce layers
with no hierarchy. Thus, any of the layers can be decoded by it-
self and produce a video sequence of a certain quality. The more
layers are available to the decoder, the better the corresponding
video quality. The drawback of multiple description coding is that
layers need to be correlated at the expense of compression effi-
ciency. We propose a hybrid scalable/multiple description codec
which produces a base layer and two multiple description enhance-
ment layers. The base layer is required for decoding. If one or two
of the multiple description enhancement layers are also received,
the SNR of the received video sequence is improved. There is
no hierarchy in the multiple description enhancement layers. The
layers are constructed using a rate-distortion optimal partitioning
of the DCT coefficients. Experimental results are presented and
conclusions are drawn.

1. INTRODUCTION

There are two main paradigms for layered video coding: Scalable
Coding (SC) and Multiple Description Coding (MDC). A scalable
codec produces a bitstream that can be partitioned into layers that
form a hierarchy. One of the layers is called the base layer and
is required for video reconstruction. The other layers, called en-
hancement layers, can be decoded along with the base layer and
produce a video sequence of improved quality. However, in order
for an enhancement layer to be useful in decoding, the base layer
and all hierarchically higher enhancement layers also need to be
available to the decoder. Thus, if a scalable encoder produces one
base layer and two enhancement layers and the decoder receives
only the base layer and the second enhancement layer, the latter
cannot be used in the decoding and the decoder is only able to
reconstruct a video sequence of base layer quality.

In contrast with scalable codecs, multiple description codecs
produce layers that do not form a hierarchy. Thus, any of the lay-
ers can be decoded independently and produce a video sequence
of a certain quality. Furthermore, the more layers are available to
the decoder, the better the reconstructed video quality. As there is
no hierarchy, any layer that is received by the decoder is used in
the reconstruction. In order for this to be possible, the multiple de-
scription layers need to share some information, thus the layers are

correlated. This correlation causes a decrease in coding efficiency.
We propose a Hybrid Scalable/ Multiple-Description Codec

(HSMDC) that combines the advantages of the SC and MDC
paradigms. The HSMDC codec produces a bitstream that consists
of a base layer and several multiple description enhancement lay-
ers. The base layer is required for video reconstruction. If one
or more multiple-description enhancement layers are received in
addition to the base layer, they can be used in the decoding and
improve video quality. Thus, there is no hierarchy in the enhance-
ment layers and any received enhancement layer is useful in de-
coding as long as the base layer has been successfully received.
The compression efficiency of HSMDC is better than that of MDC,
since only the enhancement layers need to be correlated. Further-
more, as we show in the experimental results, the compression
efficiency of HSMDC is close to that of SC, since the correlation
between enhancement layers doesn’t need to be as high as in the
case of MDC. This is due to the fact that the most important in-
formation is transmitted with the base layer, which needs not be
correlated with any other layer. Thus, HSMDC relaxes the hier-
archy of SC by only requiring the base layer to be successfully
received and provides non-hierarchical enhancement layers at the
expense of a small reduction in compression efficiency.

Scalability is supported by most of the current Motion- Com-
pensated DCT-based (MC-DCT) video compression standards such
as MPEG-2, MPEG-4 and H.263. Version 2 of the H.263 standard
(also known as H.263+) [1, 2] supports SNR scalability as well as
spatial and temporal scalability. SNR scalability implies that the
enhancement in quality translates in an increase of the SNR of the
reconstructed video sequence, while spatial and temporal scalabil-
ity imply that the spatial and temporal resolution, respectively, are
increased.

The MPEG-4 standard also supports Fine Granularity Scala-
bility (FGS) [3]. In FGS, the video sequence is encoded into a
base layer and an enhancement layer. For the enhancement layer,
the difference between the original picture and the base layer re-
constructed picture is encoded using bit-plane coding of the DCT
coefficients. Thus, the enhancement layer bitstream can be trun-
cated at any point while still being able to be decoded (yielding
lower video quality).

It has been shown in [4] that, for transmission over error-prone
channels, it is advantageous to use scalability and apply stronger
error protection to the base layer than to the enhancement layers
(Unequal Error Protection). Thus, we can expect a basic recon-
structed quality with high probability even during adverse channel
conditions. Had we not used scalability but instead protected the
whole bitstream equally, there would be a much higher probabil-
ity of catastrophic errors that would result in a reconstructed video
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Fig. 1. Proposed partitioning of DCT coefficients for SNR scala-
bility.

sequence of poor quality.
Some of the early theoretical work on multiple description

coding appears in [5, 6, 7]. The most recent multiple description
image and video coding techniques include, pairwise correlating
transforms [8, 9, 10, 11], scalable coding in conjunction with un-
equal error protection [12, 13], correlating filter banks [14] and
coefficient splitting in the DCT domain [15]. Video Redundancy
Coding (VRC), which is supported by the H.263 standard [2], can
also be seen as a multiple description coding technique.

The proposed Hybrid Scalable/Multiple-Description algorithm
operates in two steps. It is first assumed that the DCT of the Dis-
placed Frame Difference (DFD) (or the intensity for intra blocks)
is taken and quantized. Then, during the first step, the base layer
layer is constructed for each block by subtracting a suitable value
from each quantized coefficient (see Fig. 1). The subtracted values
then become the enhancement layer. The determination of the sub-
tracted values is optimal in the operational rate-distortion sense. In
the second step of the algorithm, the enhancement layer obtained
in the first step is converted into two multiple description enhance-
ment layers by selecting a threshold for each block and duplicating
into both descriptions the quantized coefficients with values equal
to or greater than the threshold while alternating between descrip-
tions the other coefficients, in a fashion similar to the algorithm
in [15]. Again, the determination of the threshold is done is opti-
mal in the operational rate-distortion sense. The rest of the paper is
organized as follows. In section 2, the algorithm for the determina-
tion of the base layer is presented, while in section 3, the determi-
nation of the multiple description enhancement layers is discussed.
In section 4, experimental results are presented. Finally, in section
5, conclusions are drawn.

2. STEP ONE: DETERMINATION OF THE BASE LAYER

The proposed codec is based on the architecture of the H.263 video
compression standard. However, any Motion-Compensated DCT
codec can be used as a basis. We assume that the DCT transform
of the DFD (or the intensity for intra blocks) is taken and quan-
tized. That is, a triplet (LEVEL,RUN,LAST) is transmitted using
suitable VLC tables, where LEVEL is the quantization level of

the coefficient, RUN is the number of zero-valued coefficients that
precede it and LAST specifies whether the current coefficient is
the last in the block. An extra bit is appended to the VLC to de-
note the sign of LEVEL. Therefore, in the following discussion,
LEVEL will refer to the absolute value of the quantization index.

In forming an SNR scalable bitstream the following problem
is formulated and solved. Let

�
be the set of original (unquan-

tized) DCT coefficients in a frame and � the set of quantization
levels that results from the quantization of

�
with quantization

parameter ��� .
Our goal is, given a set of DCT coefficients

�
with corre-

sponding quantization levels � and “dequantized” values �� , to
find a set of quantization levels �� by subtracting a certain value �	�
from each coefficient quantization level � � , so that a bit constraint
is satisfied. The value �	� can be different for each coefficient quan-
tization level �
� . The set of “dequantized” values that corresponds
to �� is �� . We will call �� a trimmed version of �� . The set of
quantization levels �� is transmitted as the base layer (along with
motion vectors and overhead information). Then, given a bit bud-
get for the base layer, our problem is to find �� as the solution to
the constrained problem

�������� ��� ��� ������ ��� subject to � � �� � � �"!$#&%('*),+ � (1)

where �-�/. � . � and � �/. � are the distortion and rate functions, re-
spectively, and �0!$#&%('*)1+ is the available bit budget for the base
layer.

The problem of Eq. (1) can be solved using Lagrangian re-
laxation. The problem now becomes the minimization of the La-
grangian cost 243 �$5 �76 ��� ��� ��8� � �:9 5 � � �� �;� (2)

and the specification of the Lagrange multiplier 5 so that the bud-
get constraint is satisfied.

Without lack of generality, in our implementation of the algo-
rithm, we determine a bit budget for the base layer for a Group of
Blocks (GOB). This is done because an outside rate control mech-
anism updates the Quantization Parameter (QP) at the beginning of
each GOB and thus determines the total available bit budget for the
GOB (for all scalable layers). The bit budget for the base layer is a
fixed percentage of the total available bit budget for the GOB. This
percentage is determined by the target bit rates for each scalable
layer. In H.263 with QCIF-sized frames, one GOB consists of one
line of <�=>?<�= macroblocks (11 macroblocks). Each macroblock
consists of four luminance and two chrominance @A>8@ blocks.
Since the encoding of the DCT coefficients is done independently
for each block (except for the dc coefficient of intra blocks which
is differentially encoded and transmitted with the base layer any-
way),

243 �$5 � is expressed as the sum of individual Lagrangian costs
(one for each block) and the minimization is performed individu-
ally for each block, using the same 5 [16, 17]. Then, if the bit
budget for the whole GOB is met for a specific 5 , we are guar-
anteed that the minimization of the individual Lagrangian costs
results in an optimal bit allocation across the whole GOB. The 5
for which the bit budget is met is found iteratively. A large 5 re-
sults in a point in the rate-distortion curve with low rate and high
distortion. Conversely, a small 5 results in a point with high rate
and low distortion. Therefore, a simple method, such as bisection,
can be used to find the desired 5 iteratively. More sophisticated
algorithms, such as, the fitting of a Bezier curve [17], can also be
used.



The problem now reduces to finding the set of quantization
levels �� and corresponding trimmed DCT coefficients �� for every
block that would minimize the Lagrangian cost of the block

243CB !1DFE(G/H �$5 �I6 � !1DFEJG/H � ��� ��K� � �:9 5 � !1DFE(G,H � �� �;� (3)

for a given 5 . The admissible candidate set �� is constructed as
follows. Each non-zero coefficient in the block with quantization
level � � is either dropped completely or a value � �ML � � is sub-
tracted from it. Although there is a finite number of admissible
sets �� , the minimization of the Lagrangian cost in Eq. (3) using
exhaustive search is computationally prohibitive. The problem has
however a structure which can be exploited using Dynamic Pro-
gramming (DP) for its solution. The details of the DP algorithm
can be found in [18].

3. STEP TWO: DETERMINATION OF THE MULTIPLE
DESCRIPTION ENHANCEMENT LAYERS

We have thus far presented an optimal algorithm for partitioning
a set of quantized DCT coefficients into two layers. We are now
ready to split the second layer into two multiple description en-
hancement layers, by also adding an appropriate amount of redun-
cancy.

Let us assume that we have already partitioned the DCT coef-
ficients into two layers and the set of coefficient quantization levels
for the second layer is �N),OQP . We now want to partition �N),ORP into
two sets of coefficients, namely �NS and �
T . The coefficients of the
base layer � 3 have already been selected during the partitioning
of the coefficients into two layers. Let

�U3/V S be the “dequantized”
DCT coefficients when layer 1 (base layer) and layer 2 (first mul-
tiple description enhancement layer) are utilized. Similarly, let�W3/V T be the “dequantized” DCT coefficients when layer 1 (base
layer) and layer 3 (second multiple description enhancement layer)
are utilized. In order to construct

�X3/V S and
�W3/V T , the decoder

adds up the corresponding quantization levels before “dequantiza-
tion”, as in the case of the scalable video codec in [18, 19]. The
two sets of coefficients �NS and �
T are constructed from �N)/OQP by
determining a threshold Y for each @�>K@ image block and du-
plicating on both �NS and �
T those coefficient quantization levels
that are equal to or greater than the threshold, while alternating
between layers the remaining coefficients. Thus, the first coeffi-
cient that is below the threshold will go to �ZS , the second one to� T and so on. Clearly, the smallest the threshold Y , the greater
the redundancy introduced. Let YI[:\^] be the set of thresholds for
a whole Group of Blocks (GOB). Given the algorithm of the cre-
ation of the multiple description enhancement layers, it is expected
that both multiple description enhancement layers will have simi-
lar rate and distortion. Thus, we choose to define the problem of
determining the multiple-description enhancement layers as fol-
lows: Determine the set of thresholds Y [:\^] such that

����_a`cbed � ��� ���/�X3,V S ��� � )/OQP � subject to � � �NS �J9 � � �
T �
� � !$#&%('*)1+ B ),ORP .
(4)

where ��!$#&%('*),+ B )/OQP 6 � � �f),ORP �hg�i , where < �jik�ml determines
the added redundancy.

ik6 < corresponds to � � �ZS �^9 � � �
T �
6� � �f),ORP � (no added redundancy) while
in6ol

corresponds to�fS 6 �
T 6 �f),ORP .
As in Step One, the constrained optimization problem of Eq.

(4) can be converted to an unconstrained optimization problem

Layers Decoded PSNR (dB)
Layer 1 (32 kbps total) 28.97
Layers 1+2 (48 kbps total) 30.00
Layers 1+3 (48 kbps total) 30.01
Layers 1+2+3 (64 kbps total) 31.43

Table 1. Performance of the HSMDC for the “Foreman” sequence
using

iA6 < .

through the use of Lagrangian multipliers. Thus, we have the La-
grangian cost

2 S �	p �I6 ��� ���J�W3/V S ��� �f)/OQPq� 9 p � � �fS � . (5)

As before,
2 S can be broken into a sum of individual Lagrangian

costs, one for each block:
2 S B !1DFE(G,H �	p �76 � !1DFEJG/H � ���J�W3/V S ��� �f),OQPr� 9 p ��!1DFEJG/H � �fS � . (6)

Then, the appropriate p that will meet the target bit rate can be
determined using a method like the bisection method, as in Step
One.

The HSMDC decoder works as follows. If only the base layer
is available, it is decoded by itself, just like nonscalable H.263.
If the base plus one of the two multiple description enhancement
layers are available, the decoder adds up the corresponding quan-
tization indices before inverse quantization. If the base plus both
multiple description enhancement layers are available, the decoder
first processes the multiple description enhancement layer in or-
der to reconstruct the original enhancement layer produced in Step
One. The decoder compares the values of the coefficients of the
two layers. If the value of a particular coefficient is the same in
both layers, this means that this coefficient was duplicated on both
layers in Step Two. If the value of a particular coefficient is zero
in one layer and nonzero in the other, this means that the cofficient
was alternated in Step Two. This way, the decoder is able to re-
cover the enhancement layer produced in Step One. Then, it adds
that layer to the base layer and performs “inverse quantization”.

4. EXPERIMENTAL RESULTS

We next present experimental using the proposed Hybrid Scal-
able/Multiple Description Coder. In order to gauge the perfor-
mance penalty incurred in utilizing multiple description enhance-
ment layers instead of hierarchical enhancement layers, we com-
pare the proposed HSMDC codec with the three-layer scalable
codec in [18, 19]. The “Foreman” sequence was used in the ex-
periments. For both codecs, an external rate control was used
to maintain the total rate for all layers at 64 kbps. The resulting
frame rate was 7 frames per second. For both encoders, the base
layer rate was set to 32 kbps. The HSMDC codec is designed to
produce equal-rate multiple description enhancement layers, thus,
each multiple description enhancement layer was of rate 16 kbps,
making the total rate for all layers s lt9 <�= 9 <q= 6vu @ kbps. We
also set the first enhancement layer rate of the scalable codec to 16
kbps. Tables 1 and 2 show the results of the HSMDC using a

i
of

1 and 1.2, respectively. Since the most important video informa-
tion goes to the base layer, the multiple description enhancement
layers need not be as correlated as in traditional multiple descrip-
tion coding. An increase in

i
translates in an increase of the PSNR



Layers Decoded PSNR (dB)
Layer 1 (32 kbps total) 28.89
Layers 1+2 (48 kbps total) 30.13
Layers 1+3 (48 kbps total) 29.98
Layers 1+2+3 (64 kbps total) 31.31

Table 2. Performance of the HSMDC for the “Foreman” sequence
using

iA6 < . l .
Layers Decoded PSNR (dB)
Layer 1 (32 kbps total) 29.05
Layers 1+2 (48 kbps total) 30.58
Layers 1+2+3 (64 kbps total) 31.46

Table 3. Performance of the scalable codec in [18, 19] for the
“Foreman” sequence.

of decoding layers 1+2 and layers 1+3 (since the redundancy is in-
creased) and in a decrease of the PSNR of decoding layers 1+2+3.
It should be emphasized that the rate control keeps all rates approx-
imately equal for all choices of

i
. Table 3 shows the performance

of the scalable codec of [18, 19]. It can be seen that the extra func-
tionality of having multiple description enhancement layers comes
at the expense of a slight decrease of the PSNR when using all lay-
ers in the decoding.

5. CONCLUSION

We have presented a hybrid scalable multiple description video
codec. We have shown that the functionality of having multiple
description enhancement layers comes at the expense of a slight
decrease of the PSNR when using all layers in the decoding. We
are currently working on the application of the proposed codec on
wireless video transmission.
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