Navigation of inertial forces driven mini-robots using reinforcement learning
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Abstract—In this paper we propose a reinforcement learning (RL) framework for the autonomous navigation of a pair of mini-robots that are driven by inertial forces. The inertial forces are provided by two vibration motors on each mini-robot which are controlled by a simple and efficient low-level speed controller. The action of the RL agent is the direction of the velocity of each mini-robot, and it based on the position of each mini-robot, the distance between the mini-robots, and the sign of the distance gradient. Each mini-robot is considered as a moving obstacle to the other that must by avoided. We have introduced a suitable reward function that results into an efficient collaborative RL approach. A simulation environment is created using the ROS framework, that include the dynamic model of the mini-robot and of the vibration motors. Several application scenarios are simulated, and the presented results demonstrate the performance of the proposed framework.

Index Terms—reinforcement learning, moving obstacles avoidance, mini-robots, autonomous navigation

I. INTRODUCTION

The design of micro/mini robotic platforms has become a very active field of research, with several areas of application, such as microsurgery, micro-manufacturing, and micro-assembly. The MINIMAN micro-robot, presented in [12], is based on the stick-slip principle. The impact drive principle, a variant of stick-slip principle, is employed by the 3DOF micro-robotic platform Avalon [3]. A different motion mechanism based on piezo-tubes is utilized by the Nano Walker micro-robot [4]. MiCroN is a micro-robot, employing piezoelectric actuators with an integrated micro-manipulator [2]. The centralized control architecture of MiCroN is presented in [15]. Kilobot, a low-cost robot designed for testing and validating algorithms for a swarm of robots, is presented in [11]. AMiRo, a modular robot platform that can be easily extended and customized in hardware and software is presented in [6].

Although piezoelectric actuators provide the required positioning resolution and actuation response, they usually suffer from complex, expensive, and cumbersome power units. Small-scale piezoelectric drivers and amplifiers that could be accommodated on board are custom made and thus do not allow for cost effective designs [7]. A simple and autonomous mini-robot (with dimensions of a few centimeters), driven by two vibration motors that is able to perform translational and rotational sliding with micrometer positioning accuracy, is presented in [16]. In [18] the formulation and practical implementation of positioning methodologies for the same mini-robot that compensate for the nonholonomic constraints are presented.

Reinforcement Learning (RL) aims at controlling an autonomous agent in unknown stochastic environments [13]. Typically, the environment is modelled as a Markov Decision Process (MDP), where the agent receives a scalar reward signal that evaluates every transition. The objective is to maximize its long-term profit that is equivalent to maximizing the expected total discounted reward. Thus the learning process is designed on selecting actions with the optimum expected reward. Discovering optimal policy for agent is conducted with the notion of value function which associates every state with the expected discounted reward when starting from this state and all decisions are made following this policy. Q-learning algorithm [19] that belongs to the temporal difference family of methods constitutes one of the most popular mechanisms for building a RL agent among other [14].

In the literature there are several works with RL application to various robotic platforms, such as a marine robotic platform presented in [1]. A recent work is presented in [9] using a pair of AMiRo mini-robots with various sensor modalities that employs a RL-based distributed sensing framework based on latent space from multi-modal deep generative models.

In this paper, we present the development of a reinforcement learning framework with the goal to simultaneously navigate a pair of mini-robots toward known targets. Each mini-robot is considered, from the other, as a moving obstacle that must by avoided. A capable state space and reward function are introduced in order to build an efficient collaborative reinforcement learning framework under an unknown dynamic environment. Simulation examples, for various scenarios, are presented that show the effectiveness of the proposed framework. The output of the reinforcement learning framework is the desired velocity for each mini-robot. The required forces for the realization of the commanded velocities are provided by two vibration motors on each mini-robot. The dynamic model of the mini-robot, including the vibration motors dynamics, is integrated into the simulation environment. In order to compensate for unknown disturbances, and improve the motion resolution and the bandwidth of the mini-robot, a simple and low-cost PI
the gravity is denoted with $g$, and $r$ is the eccentricity of the rotating mass.

Above a critical value of the rotational velocity of the mini-motor, the actuation forces overcome the frictional forces at the contact points A and B, and the platform slides. Simulated results of the platform’s trajectory are depicted in Fig. 3, where it is shown that during one cycle of operation, i.e. the eccentric mass has described an angle of $360^\circ$, the platform exhibits a net displacement in the Y-axis. The magnitude of the net displacement (step size) depends on the rotational velocity of the mini-motor [16].

2) Dynamics of the mini-robot: An older prototype of the mini-robot is shown in Fig. 4a, see [17]. A new version of the mini-robot, based on the same actuation principle, is under construction. Some physical parameters of the mini-robot are presented in Table I.

The dynamic model of the mini-robot is described by the
where \( \sum \) are given by the following equations:

\[
M \ddot{\mathbf{v}} = \mathbf{R} \sum_i b_i \mathbf{f}_i + b_i \omega_p \times \mathbf{b} \omega_p = \sum_i (b_i \times b_i) + \sum_j b_j \mathbf{n}_j
\]

(2)

where \( i = \{ A, B, C, D, E \} \), \( j = \{ D, E \} \), see Fig. 4b. In (2), \( M \) denotes the mass of the mini-robot, \( \mathbf{v} = [\dot{x}, \dot{y}, \dot{z}]^T \) is the linear velocity of the center of mass of the mini-robot, and \( \mathbf{R} \) is the rotation matrix from the body frame, \( \{ b \} \), to the inertial frame, \( b_i \) is a vector that includes the actuation forces generated by the two vibration motors and the friction forces at the three contact points of the mini-robot, and \( b_j \) includes the moments exerted by the vibration motors. The moment of inertia of the mini-robot is denoted by \( I \), and \( \omega_p \) is the angular velocity of the mini-robot. Finally, \( b_i \) is the position vector of point \( i \) expressed in the body frame. The actuation forces generated by each vibration motor when its eccentric load rotates are given by the following equations:

\[
\begin{align*}
& b_{f_iX} = (mr \dot{\theta} \cos \theta - mr \dot{\theta}^2 \sin \theta) \sin \phi_j \\
& b_{f_iZ} = -mg - mr \dot{\theta} \sin \theta - mr \dot{\theta}^2 \cos \theta
\end{align*}
\]

(3)

where \( \phi_j \in \{ 90^\circ, -90^\circ \} \) is the angle between the motor axis and the \( X \)-axis of the body frame, see Fig. 4b.

### III. REINFORCEMENT LEARNING FOR MINI-ROBOTS NAVIGATION

The Reinforcement Learning (RL) agent constitutes the basic building block of the proposed decision support system. The RL agent receives a state related to the position of the mini-robot and performs an action which corresponds to the direction of its velocity. Note that the desired magnitude of the mini-robots velocity is constant and not affected by the RL agent.

The RL framework can be formally described as a Markov decision process (MDP) given by a five-tuple \((S, A, T, R, \gamma)\):

- \( S \) denotes the set of agent’s states. In our case we have considered the mini-robot inertial coordinates, i.e. \( s = (x, y) \) as the states of the agent. However, as it will be shown later the state vector will be enriched with other features in the case of having a pair of mini-robots.
- \( A \) is the set of possible agent’s actions. We have considered eight (8) discrete values: \( A = \{ 0^\circ, 45^\circ, 90^\circ, 135^\circ, 180^\circ, 225^\circ, 270^\circ, 315^\circ \} \) that correspond to eight different directions of mini-robot velocity. It must be noted that the selected size of the action set seems to be enough in our application with satisfactory performance. However, any other set of actions can be also used.
- \( T \) denotes the state transition function where \( T(s, a, s’) \) specifies the probability \( P(s’|s, a) \) of visiting a new state \( s’ \) from state \( s \) by taking action \( a \). In this study we consider deterministic transitions for simplicity.
- \( R: S \rightarrow \mathbb{R} \) is the reward function for a state-action pair, \( R(s, a) \), describing the immediate reward of executing action \( a \) in state \( s \), and finally, \( \gamma \) is the discount factor range in \([0, 1]\) used for \( \gamma \)-discounted future rewards.

Policy \( \pi: S \rightarrow A \) constitutes the decision mechanism of the agent. It reflects a map from state space to actions and it is designed so as to maximize the expected sum of future rewards (called return). This is denoted by the state-action \( Q \)-value function, \( Q(s, a) \) which describes the expected discounted reward received by starting from state \( s \), executing the action \( a \) and following the policy \( \pi \):

\[
Q^\pi(s, a) = E_{\pi} \{ R_t|s_t = s, a_t = a \} = E_{\pi} \left\{ \sum_{k=0}^{\infty} \gamma^k r_{t+k+1} \right\}
\]

(4)

Training an RL agent can be made by minimizing the Bellman’s equation error given by:

\[
E_{\pi}(\theta) = \frac{1}{2} \sum_{s,a} \| R(s_t, a_t) + \gamma \max_a Q(s_{t+1}, a) - Q(s_t, a_t) \|^2
\]

(5)

The objective of RL is to estimate optimal policy \( \pi^* \) by choosing actions that yield the appropriate action-state value function, i.e.

\[
\pi^*(s) = \arg \max_a Q^*(s, a)
\]

(6)

The term “optimal” is used to describe the shortest path and the minimum required rotation of each mini-robot to achieve the commanded direction.

Q-learning [19] is a convenient model-free methodology used for learning RL agents that offers easy off-policy temporal different control. It employs the following policy update rule:

\[
Q(s, a) \leftarrow Q(s, a) + \eta \left[ r + \gamma \max_{a’} Q^*(s’, a’) - Q(s, a) \right]
\]

(7)

where \( \eta \) is the learning rate. A typical value of this parameter used in all experiments is \( \eta = 0.001 \).
The reward signal, $r$, for a single mini-robot is defined as following:

$$r = \begin{cases} +L, & \text{if it reaches goal} \\ -L, & \text{if it is found out of the board} \\ -1, & \text{otherwise} \end{cases}$$

(8)

where $L$ is a constant term (a typical value is $L = 100$).

The learning procedure is episodic. Every episode typically starts at a random position on the border of the board. Then, the agent performs an exploration of the environment by visiting a sequence of states (making a sequence of transitions) and interacting with the environment. An important issue in reinforcement learning is how to manage the trade-off between exploration and exploitation since it may have significant impact to the quality of learned policy. A common choice is to employ the $\epsilon$-greedy exploration scheme, where at each time step $t$ an action is selected greedily, based on the estimated action-value function with probability $1 - \epsilon_t$, while a random action is chosen with probability $\epsilon_t$, ($\epsilon_t \in [0, 1]$).

Every episode terminates either when the agent reaches the goal state, or when the mini-robot collides with the workspace limits. Note that in this application we consider that there is no physical obstacle in the workspace (board) so the agent is free to explore through the entire board without any obstruction. However, extending our study in environments with obstacles remains one of our future plans.

### A. Navigation of a pair of mini-robots

Our main goal is to develop a reinforcement learning framework of more than one mini-robots which are jointly interacting in a collaborative environment. In the current work we have considered a pair of them. Each mini-robot must learn a sub-optimal policy in order to reach its own goal position under the presence of the other. As a consequence of this

- the goal position of the second mini-robot is operated as an additional static obstacle, and
- any mini-robot is considered as a dynamic obstacle for the other which must be avoided during the navigation process.

The workspace is assumed to be a rectangular flat surface divided into cells. Both agents have no prior knowledge of it and their starting position differs at each episode. During our experimental study we assume different scenarios that vary according to the targets’ position and the starting positions of both mini-robots. The episode ends when both mini-robots reach their goals, or at least one of them fails, i.e. it goes out of board or collides with an (static or dynamic) obstacle. When a mini-robot reaches its goal position, it remains there until the other terminates. Various exemplary scenarios are presented in Fig. 5. The robot targets are located in the central region of the board having enough space among them so as robots are able to navigate without collisions.

As in the case of a single mini-robot, the state space of every mini-robot $i \in \{1, 2\}$ consists of its inertial coordinates $(x_i, y_i)$. In addition it includes the next two features:

- the distance $d$ between both robots (center of each mini-robot) which has been discretized into three (3) values:

$$d = \begin{cases} \text{“near”} & \text{if } 5 \text{ cm} < d \leq 6 \text{ cm} \\ \text{“medium”} & \text{if } 6 \text{ cm} < d \leq 10 \text{ cm} \\ \text{“large”} & \text{if } d > 10 \text{ cm} \end{cases}$$

(9)

The minimum limit of the “near” value in (9) is justified by the fact that the diameter of each mini-robot is equal to 5 cm, see Table I.

- the sign of the distance gradient, $g$, that indicates whether the distance between the mini-robots is increased or decreased:

$$g = \text{sign}(\text{distance}^{(t)} - \text{distance}^{(t-1)})$$

(10)

in each time step, $t$.

The proposed set of mini-robot’s features: $s_i = (x_i, y_i, d, g)$ allows the agent to decision taking under consideration the presence of moving or static obstacles in its neighborhood, and build a policy so as to avoid them. The last two features, $(d, g)$, play a significant role to the calculation of the reward and must specify the strategy that both mini-robots must follow so as to avoid collision. The following reward function has been considered:

$$r = -b \left(1 - \frac{\text{min}(\text{distance}, D)}{D}\right) - 1.0$$

(11)

where

- $D$ is the maximum value of distance. Above this value the distance between two mini-robots has not influence on the reward function (typical value of this threshold is $D = 10$).

$$b = \begin{cases} c & \text{if } g < 0 \\ 1.0 & \text{if } g \geq 0 \end{cases}$$

(12)

This coefficient penalizes more ($c \geq 1$) the situation when two mini-robots coming closer.

Finally, as in the case of a single mini-robot, the reward is constantly positively large ($+L$) when the mini-robot reaches its goal, and negatively large ($-L$) when it finds an obstacle or is located outside the grid border.

### IV. VIBRATION MOTOR MODEL AND SPEED CONTROLLER

Each vibration motor is a DC motor with permanent magnet and a shaft coupled with an eccentric mass. The dynamics, in the presence of an unknown disturbance torque $d$ at the system, is described by the following differential equation:

$$\dot{\omega} = \frac{K_T}{JR} V_s - \frac{bR}{JR} \omega - \frac{c \text{sgn}(\omega)}{J} - \frac{mgr}{J} \sin(\theta) + \frac{d}{J}$$

(13)

where $\omega$ is the rotational speed of the vibration motor shaft, $\theta$ is the angular position of the eccentric mass, $g$ is the gravitational acceleration, $J$ is the eccentric load’s moment of inertia, $b$ is the viscous friction, the term $c \text{sgn}(\omega)$ is the Coulomb friction at the vibrations motors axis, and $r$ is the distance between the center of the eccentric mass $m$, and the shaft of the motor. The motors electrical resistance is denoted...
by $R$, $K_T$ is the torque constant of the motor, the voltage $V_s$ is the input to the motor, and the windings inductance is neglected.

In order to compensate for the unknown disturbances, and improve the motion resolution and the bandwidth of the mini-robot, a simple and low-cost PI speed controller for each vibration motor is implemented. The block diagram of the resulted closed-loop system is shown in Fig. 6. The controller block is described by the following equation:

$$ u = K_p e + K_i \int e \, dt $$  \hspace{1cm} (14)

where $e$ is the error between the desired, $\omega_{des}$, and the measured, $\omega$, rotational speed of each vibration motor shaft, $u$ is the control input, and the constants $K_p$ and $K_i$ are the controller gains. The control input, i.e. the voltage $V_s$, to the motors, is provided by on-board batteries, and a restriction is imposed so that the control input, $u$, can not exceed $V_{s,max}$.

The time responses of the open loop and the closed-loop systems in test simulation runs are depicted in Fig. 7. Table II gives the values of the parameters used in the simulation runs. We see that in the case of the closed-loop system, the desired rotational speed of the vibration motor, $\omega_{des}$, is achieved, despite the disturbance torque and the power restrictions. In addition, the response time of the vibration motor is significantly reduced compared to the open loop system.

### V. Simulation Results

We have studied the performance of the proposed method by conducting several simulated experimental scenarios. The simulation environment has been implemented using the ROS (Robot Operating System) framework. It includes the kinematic and dynamic model of the mini-robotic platforms, information about the proximity between the robots and white noise added to each mini-robot rotational speed that is equivalent to ±5% of the nominal rotational speed. In all simulation runs the integration time step was set to $dt = 10^{-5}$. The RL agent step is equal to $2 \times 10^{5}$ integration time steps, equivalent to 2 seconds. The workspace is $30 \times 30 \, cm$, where a rectangular restricted zone of size $7 \times 7 \, cm$ is located at its center. It is assumed that every target position of each mini-robot occupies a single cell in the border of this central zone.

During executing the Q-learning framework for training the agents we have considered a discount rate of $\gamma = 0.99$, a learning rate parameter of $\eta = 0.01$, as well as an $\varepsilon$-greedy learning strategy. The parameters used in the simulation runs are depicted in Fig. 7. Table II provides a detailed description of the simulation parameters for the closed-loop vibration motor system.

### Table II

<table>
<thead>
<tr>
<th>Parameter description</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor eccentric mass</td>
<td>$m$</td>
<td>0.00021 kg</td>
</tr>
<tr>
<td>Eccentricity of the rotating mass</td>
<td>$r$</td>
<td>0.00177 m</td>
</tr>
<tr>
<td>Torque constant</td>
<td>$K_T$</td>
<td>$3.64 \times 10^{-4}$ Nm/A</td>
</tr>
<tr>
<td>Eccentric load’s moment of inertia</td>
<td>$J$</td>
<td>$2.67 \times 10^{-9}$ m$^2$</td>
</tr>
<tr>
<td>Motors electrical resistance</td>
<td>$R$</td>
<td>10.7 N/m</td>
</tr>
<tr>
<td>Motors viscous friction</td>
<td>$b$</td>
<td>$2.94 \times 10^{-9}$ N/s/m</td>
</tr>
<tr>
<td>Motors Coulomb friction</td>
<td>$c$</td>
<td>$1.34 \times 10^{-5}$ N/m</td>
</tr>
<tr>
<td>Gravitational acceleration</td>
<td>$g$</td>
<td>9.81 m/s$^2$</td>
</tr>
<tr>
<td>Desired rotational speed</td>
<td>$\omega_{des}$</td>
<td>700 rad/s</td>
</tr>
<tr>
<td>Disturbance torque</td>
<td>$d$</td>
<td>$10^{-6}$ Nm</td>
</tr>
<tr>
<td>Proportional term gain</td>
<td>$K_p$</td>
<td>0.015</td>
</tr>
<tr>
<td>Integral term gain</td>
<td>$K_i$</td>
<td>0.025</td>
</tr>
<tr>
<td>Maximum input voltage</td>
<td>$V_{s,max}$</td>
<td>3.0 V</td>
</tr>
</tbody>
</table>
mean success rate  mean path length
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Fig. 8. Simulated results of single mini-robot using two alternations of the Scenario 1 in Fig. 5. The curves represent the mean success rate and the mean path length needed to reach the target.

exploration scheme with an initial probability of $\varepsilon = 0.9$ and a linear reduction scheme using a coefficient of 0.999 at every 500 episodes. In total $5 \times 10^6$ episodes (execution time about 10 min) were required for training the agents, where the initial 60% of them were used for the exploration phase. We validate all the policies generated by the proposed method based on a) the percentage of successful episodes and b) the required average distance to reach the mini-robots’ targets when starting from a random position of the work space border. In all scenarios we calculated the mean value of each performance metric after executing 20 independent simulation runs.

A. Scenario description

The scenarios during the simulated experiments are depicted in Fig. 5.

- In the case of a single mini-robot (Fig. 5.1) we have considered two scenarios that differs in the starting position of the mini-robot: (a) randomly from the upper side of the board ($x^{\text{init}} \in [0, 30]$ cm and $y^{\text{init}} \in [29, 30]$ cm) and (b) randomly from a zone of width equal to one cell on every side of the board (see Fig. 9).

- In the case of two mini-robots we have applied three scenarios with different target position for each mini-robot, as shown in Fig. 5.2, 5.3 and 5.4, respectively. During all scenarios the start position of each mini-robot is chosen randomly within the upper side and the lower side of the workspace, respectively.

B. Experiments with single mini-robot

At first we examined the performance of the proposed methodology to the simulated environment in the case of a single mini-robot. In Fig. 8 the relevant results are shown, i.e. the mean success rate (percentage of reaching the target) and the mean required path length (in cm) of the last 100 episodes. As shown, in both scenarios the optimal policy is achieved quickly using the proposed methodology. In addition, several paths are illustrated in Fig. 9. Based on the results shown in Fig. 9 it is worth mentioning that the proposed framework has the ability to estimate sub-optimal paths from any random starting point of a relative large grid workspace.

C. Experiments with a pair of mini-robots

The performance of the proposed method was also evaluated in cases of having a pair of mini-robots. Initially, we made an experimental study about the impact of the $c$ coefficient in (12) of the proposed reward function (11). As indicated previously, this coefficient is used to penalize the case of two mini-robots getting closer. Three different values of the $c$ parameter, $c = \{1.5, 2.0, 5.0\}$ are tested. The results are shown in Fig. 10 in terms of two evaluation metrics: mean success rate and mean estimated path length. According to Fig. 10, better results are obtained when $c = 1.5$ and therefore, we have adopted this value in all simulated runs.

Fig. 9. Exemplar mini-robot trajectories obtained after finishing the learning procedure in the case of two alternations of the Scenario 1 in Fig. 5.

Fig. 10. Impact of the parameter $c$ of the reward function Eqs. 11, 12. The three curves of mean success rate and path length correspond to three selected values of this parameter.
as successful only when both mini-robots manage to discover their targets. Several successful paths for various scenarios are shown in Fig. 12. Seemingly, the proposed framework has the ability to estimate sub-optimal paths of both mini-robots from a random starting position in a relative large workspace, while a collision between them is avoided.

VI. Conclusions

In this study we have presented a complete reinforcement learning framework for the autonomous navigation of a pair of mini-robots where their actuation forces are provided by two vibration motors. The key aspect of the proposed scheme lies on the efficient design of input state space of mini-robots that allows the creation of a collaborative environment between two agents, as well as the application of a low-level simple and fast PI velocity controller for each vibration motor. Initial simulation results showed good performance. It is our intention to further pursue and develop the proposed method in three directions:

- Extend our method to a multi-agent reinforcement learning framework [8] by considering more than two mini-robots working together in a collaborative environment.
- Recast the presented framework as deep reinforcement learning scheme [5], [10].
- Validate the proposed framework in a more complex environment with greater degree of uncertainty, as well as in biomedical applications using real mini-robots that are currently under construction.

References

Fig. 12. Exemplar trajectories of two mini-robots obtained after finishing the learning procedure in the case three Scenarios 2, 3 and 4 in Fig. 5.