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Abstract

A neural network classifier is presented, which is based
on geometrical fuzzy sets. Starting from the construction of
theVoronoi diagramof the training patterns, an aggregation
of Voronoi regionsis performed leading to the identification
of larger regions belonging exclusively to one of the pattern
classes. The resulting scheme is a constructive algorithm
that definesfuzzy clustersof patterns. Based on observations
concerning the grade of membership of thetraining patterns
to the created regions, decision probabilities are computed
through which the final classification is performed. Exper-
imental results concerning several classification problems
indicate that the proposed method achieves high classifica-
tion rates and compares favorably with other well-known
approaches.

1. Introduction

Computational intelligence embraces many approaches
to pattern recognition that result from the combination of
techniques belonging to different fields. In this sense, sev-
eral models combining fuzzy systems and neural networks
have been developed that build efficient pattern classifiers
exploiting the particular advantages offered by each tech-
nigue in a synergistic manner [3, 7, 16, 17]. Most of these
methods use the training set to produce geometrical hyper-
boxes and then compute suitable membership functionsin
order to specify the desicion boundaries of pattern classes.

A popular approach to the partitioning of the input space
given aset of pointsis based on the construction of Voronoi
diagrams. A Voronoi diagram, aso known as Dirichlet tes-
selation or Thiessen polygon, is a partition of the pattern
space into convex regions. Each of these regions contains
points with minimum distance from a specific point (the re-
gion generator) compared to their distance from the other
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points used for the construction of the diagram. Voronoi di-
agrams have been largely used in pattern recognition prob-
lems because they provide atopological division of the pat-
tern space based on the nearest neighbor property. This
property has been widely exploited in pattern recognition
approaches.

The proposed fuzzy neural approach creates fuzzy sets
from the VVoronoi diagram of the training patterns and builds
classboundariesin astatistical manner. Givenaset of points
in the feature space, the resulting Voronoi diagram can be
viewed as a puzzle and the Voronoi regions as the pieces
of this puzzle. We can assemble neighboring pieces ac-
cording to their position and class, in order to appropriately
specify the boundaries between classes. This formulation
leads to areduced Voronoi diagram where the new broader
regions contain more than one adjoining Voronoi regions
having the same classlabel. Theresulting aggregateregions
are no longer convex and may be considered as fuzzy sets
by defining membership functions indicating the degree of
belongingness of points of the input space to each region.
Each fuzzy set is characterized by a set of hyperplanes (sep-
arating the corresponding region from other regions) and a
classlabel.

After constructing the fuzzy sets, decision probabilities
are computed based on the density of membership values
for each region and the respective performance in the se-
lection of the correct region. Through discretization of the
membership axis, a probabilistic function is created that es-
tablishes a correspondence between membership valuesin a
specific region and the probability of correct classification.
Mapping the above procedure into a neural architecture we
are ableto obtain an algorithmfor the design of fuzzy neural
networksfor pattern classification.

Voronoi diagrams, with reference to their use in con-
structing neural network architectures, are briefly discussed
in Section 2. Section 3 deals with the construction of the
reduced Voronoi diagram, while Section 4 concerns the



Figure 1. Classical Voronoi diagram

computation of decision probabilities. The architecture of
the proposed fuzzy neural classifier is described in Section
5. Experimental results of the application of the proposed
scheme and comparisons with other established classifica-
tion methods are provided in Section 6. Finally, Section 7
contains conclusions and directions for further research.

2. Voronoi Diagrams and Neural Networks

The Voronoi diagram or Dirichlet tesselation is afunda-
mental concept in computational geometry with many ap-
plications. Voronoi diagrams reveal proximity information
about a set of given pointsin a very explicit and computa-
tionally useful manner. Thismakesthem applicableto many
diverse areas, among which are biology, visua perception
and crystallography [1].

Let D(a,b) denote the Euclidean distance between two
pointsa and b in R?. Given afiniteset A = {ay,...,an}
of points in R4, a Voronoi region V,, (n = 1,...,N) is
defined as the set of points:

Vo ={z € R | D(z,a,) < D(z,a;) Yk #n} (1)

Each Voronoi region V;, contains those points of R¢ for
whichthepoint a,, istheclosest. Thepartition of R implied
by the Voronoi regions V74, . .., Viy is the Voronoi diagram
for the set A. Each element of A is called a generator of
the Voronoi diagram. A common boundary of two Voronoi
regions is the perpendicular bisector (hyperplane) of the
segment joining the pair of respective generators. Thus,
each Voronoi region isdefined asthe interesection of afinite
number of halfspaces determined by the hyperplanes. A
point at which boundaries of three or more Voronoi regions
meet is called a Voronoi point. An example of a Voronoi
diagramin 2-dimensional spaceisgiveninFig. 1.

Several algorithms for the construction of Voronoi dia-
grams have been proposed. Classical Voronoi diagrams can
be constructed by obtaining the convex hull of the given set

of points[14, 1, 2] or by incremental insertion of the Voronoi
regions[9, 6, 10].

The application of Voronoi diagrams to the design of
neural networks has been considered recently. In[13] two
neural network construction algorithms for pattern classi-
fication are proposed that rely directly or indirectly on the
Voronoi tessel ation of the input space produced by the given
training patterns. A systematic procedure for designing
neural networks following the same principleis proposedin
[5, 8]. These methods specify the architecture of the neural
model based on the construction of corresponding Voronoi
diagrams for the training data. They aso describe ways to
specify the values of the connection weights and thresholds
of each node at al layers of the neural architecture. The
neural network design is robust and adaptable in order to
accomodate new training patterns. 1t must be noted that
these approaches essentially suggest ways to implement a
Voronoi diagram using a neural architecture and the classi-
fication behaviour of the resulting networksis equivalent to
that of nearest neighbor techniques.

In [4] an analogous construction approach was presented
which incorporated theidea of fuzzy classification by defin-
ing fuzzy decision boundariesfor the regions of the tessela-
tion. This scheme is based on an approximate incremental
construction of Voronoi diagrams and allows on-line super-
vised learning using appropriately defined fuzzy member-
ship functions.

3. Reducing the Voronoi regions

Consider a classification problem with d continuous at-
tributes, such that N d-dimensiona patterns belong to K
digtinct classes. By constructing the Voronoi diagram of
these generators the d-dimensional feature space is divided
into N regionsreflecting the proximity property.

In pattern recognition wearemostly interested individing
the input space into a number of regions (clusters) charac-
terized by the same class label. In general, the number of
clusters is much smaller than the number of patterns. The
Voronoi diagram divides the space into a number of com-
partments as many as the input patterns, which is not very
convenient. Nevertheless, if we managed to join Voronoi
regions that are of the same class, we would only consider
clusters of patterns. This can be achieved by removing all
those hyperplanes (boundaries) of the Voronoi regions that
bisect pairs of patterns (generators) belonging to the same
class. In this way, the feature space is divided into regions
larger than Voronoi regions, where each of these regions
is associated with exactly one class label. We shall refer
to these major regions as class regions, as they come from
the union of neighboring Voronoi regions whose generators
correspond to the same class. Fig. 2 illustrates such a con-
struction on the 2-dimensional space for a set of 10 input



Figure 2. Class regions

points belonging to 2 classes (dotted lines are present in a
classical Voronoi diagram).

More specifically, we can define a class region as the
union of a set of Voronoi regions, such that each region is
adjoining (has common boundaries) to at least one other
region of the set and their generators belong to the same
class. Each classregionischaracterized by aset of equations
that describe the hyperplanes defining class borders. The
number of new regions may be equal to or greater than the
number K of classes. Weonly keep largeclassregions, since
small regions containing few generators may be considered
asoutliersor black holesinside large clusters and therefore
they can beignored.

In fact, the Voronoi diagram can be treated as an undi-
rected graph, where vertices represent generators (or equiv-
alently regions) and edgesjoin vertices corresponding to ad-
joining Voronoi regions. This graph configuration is equiv-
alent to the construction known as Delaunay triangulation.
In order to form class regions we start with an arbitrary
Voronoi region and mark it as belonging to the first class
region. Then we perform a search of the graph structure.
Theinformation available from the original construction of
the Voronoi diagram is sufficient for performing the search.
(Depth-first or breadth-first search could be used.) All re-
gions connected to the starting region and bearing the same
classlabel are marked asbel onging to the same classregion.
Neighboring regions bearing a different class label are left
unmarked to be included in some subsequent aggregation.
A similar procedure is followed from any region marked
during the search. When the search is exhausted, i.e. no
more Voronoi regions can be included in the current class
region, anew unmarked region is selected and the procedure
isrepeated to construct anew classregion, until thereareno
more unmarked Voronoi regions.

In order to encourage the formation of nearly-convex
class regionswe impose the following restriction during the
above aggregation phase. The search can only proceed from

the current VVoronoi region if the number of neighboring re-
gionsbearing the same class|abel asthe current one exceeds
a given threshold value \. If this criterion is not satisfied,
the remai ning neighboring regionsof the current one are | eft
unmarked (independently of their class|abel) and the search
is continued from some other region. The choice of the
valueof \ isrelated to the average number of boundaries of
aVoronoi region which in turn depends upon the dimension
of the feature space. In our implementation, appropriate
values of the parameter A were determined experimentally
for the different classification problems considered.

After construction of the reduced Voronoi diagram, it is
possible to exploit proximity information for the purposes
of classification. In order to formulate the problem as a
fuzzy classification problem, we must give an estimation of
how much a new pattern belongs to each class region, thus
considering class regions as fuzzy sets. When a new input
pattern a = (a4, ..., aq) is presented, an appropriate fuzzy
membership value (in [0, 1]) is computed. The membership
function p;(a) for the ith class region must measure the
degree to which the given pattern falls inside or outside the
region. Thiscan be considered as ameasurement of how far
the pattern is situated from all the hyperplaneswhich define
the boundaries of the class region. When the pattern a isin
the interior of the region and far from the hyperplanesthen
the value of p;(a) is large, which means that the point is
closeto some generator having participated to the formation
of that class region. When the pattern falls outside the
region then the membership value approaches zero, which
meansthat the point is close to some generator belongingto
adifferent class region.

A function respecting the above guidelinesisthe average
value of the exponential differences between the vertical
distances x5 (a) of the input pattern from all hyperplanes
h supporting the class region i and the distances [;, of the
respective generators from each hyperplane h. (Clearly,
within each classregion, thereisagenerator associated with
each supporting hyperplane of the region.) It must be noted
that the information concerning the distances [}, is already
known from the original Voronoi diagram, and is stored for
each hyperplane h. The vertical distance z,(a) of apattern
a = (ai,...,aq) from a hyperplane h (described by the
equation 7121 + . .. + ThaZq + 7,441 = 0) IS computed
asfollows:

d
12252 TRy + Thagal
d
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Each hyperplane h divides the pattern space into two
halfspaces. Consider the quantities u;; (a) which take the
values 1 or -1 depending on whether or not the generator
corresponding to hyperplane h and belonging to region i is
situated in the same halfspace (defined by h) as the pattern
a.

2

zp(a)



Hyperplaneh  m; (a)

Zone 3 Zonel Zone 2

—In 0 h wip (@) (a)

Figure 3. Fuzzy decision boundaries

The membership function of class region ¢ can be com-
puted as follows:

) = 5777 3> i+ . ©

where H; is the set of hyperplanes defining class region i
(having cardinality | H;|) and m! hasthe following form :

win (@) exp(—D=Lly it 4 (a) <1,
mh(a) = uin(a) exp(%‘;)_lh‘) if zn(a) > 1y,
! and uih(a) =1
-1 otherwise

(4)
A graphical representation of Egq. 4 is shown in Fig.
3, which represents m” as a function of the quantity
uip(a)zn (a). Based on this quantity, we divide the space
into three zones with respect to the hyperplane ., each zone
being characterized by different properties. In the first zone
the pattern is close to the hyperplane (z,(a) < I) inde-
pendently of the side of the region border on which it is
situated. Starting from the value —1 (when z(a) = I
and u;,(a) = —1), the value of m” increases with a steep
slope until it reaches the highest value 1 (when zp, (a) = I,
and u;,(a) = 1). The second zone is related to the case
where the pattern and the generator are on the same halfs-
pace but the pattern is far from the hyperplane (z (a) > I,
and u;p (a) = 1). Although the pattern lies on the good side
of the hyperplane with respect to the class region, we must
be cautious to avoid circumstances where the pattern is at
long distance from the hyperplane and does not belong to
the class region. For this reason the value of m/ decreases
to zero (but with a smoother slope) as the vertical distance
xp(a) from the hyperplane grows. From the above specifi-
cation it is clear that the value of o in the first zone must
be higher than the value of &5 in the second zone to achieve
the desired slope. The third zone represents the case where
the pattern is situated far outside the region of interest and
far from the hyperplane h (z1(a) > 1, and u;;(a) = —1).
In this case, m” takesits lowest value -1.

It must be noted here that m”(a) does not include pre-
cise information about whether or not the pattern is situated
insidethe classregion. Evenwhen the pattern and the gener-
ator arein the same halfspace with respect to the hyperplane,
we are not aware of what happenswith other hyperplanesas
weindividually examine each hyperplane and not the whole
region. After computing al the m” (a) values, we obtain a
global estimation of the degree of belongingness of pattern
a to theregion i through the value of the membership 1;(a).

The above membership function takes into account use-
ful proximity information provided by the characteristics
of the original Voronoi construction, such as the equations
describing hyperplanes, the position of generators relative
to hyperplanes and the vertical distances [,. In addition,
it exploits information related to class regions, such as the
hyperplanes defining the boundaries of each class region.

4. Computing Decision Probabilities

In the previous sections we have described thefirst phase
of the proposed approach to pattern classification that incor-
poratesthe construction of the Voronoi diagram correspond-
ing to thetraining patterns, theintegration of Voronoi regions
to anumber of classregionsand thedefinition of appropriate
membership functions. With this kind of preprocessing the
problem of selecting the correct class is transformed to the
problem of selecting the correct region. In this section we
describe how the membership values of thetraining patterns
are used to construct models providing decision probabil-
ities that a pattern with a given membership value can be
assigned to a specific region.

After having computed the membership values corre-
sponding to an input pattern we could perform the classifi-
cation procedure simply by selecting the class of the region
with the maximum membership value. This is what hap-
pens in most fuzzy approachesto pattern classification (e.g
inthefuzzy min-max network). Unfortunately, thisdecision
scheme does not seem to provide good classification results,
since some regions tend to constantly exhibit higher mem-
bership values compared to other regions. It seems more
effective to evaluate the membership of a given patternto a
region by takinginto account the distribution of membership
values of the training patterns to this region. This leads to
the construction of aprobability model for each classregion,
which provides useful information for the selection of the
appropriate region during classification.

The construction of the probability models is based on
the search for ranges of membership values that have more
chanceto lead to the successful selection of aregion. More
specifically, considering class region i, the interval [0, 1] of
membershipvaluesisdividedinto anumber L; of equal-size
cells. Toeachcdl v (v = 1,. .., L;) weassign aprobability
valuep; computed as the percentage of thetraining patterns
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Figure 4. Membership histogram

belonging to region i that have their membership value in
the cell v. An example of the above histogram construction
isdisplayedin Fig. 4.

It should be observed that, after the membership values
of training patterns to each region have been computed, it
is possible to view the classification problem as mapping
from the space of membership vectorsto the set of classes,
c:(p,...,ur) = {1,..., K} (where R is the number of
classregionsand K isthe number of classes). Such a map-
ping can beeasily constructed using for exampleamultilayer
perceptron trained by the backpropagation algorithm or any
of its variants. Although this approach is intuitively more
appealing and exhibited excellent performance on training
sets, its performance on the test set was inferior (in all ex-
amined datasets) compared with the approach based on the
probability model.

5. Neural Network I mplementation

In the previous sections we have shown how one can
construct fuzzy sets (corresponding to class regions) start-
ing from a Voronoi diagram, as well as how a model of
probabilities can be built for each fuzzy set using the dis-
tribution of membership values. The proposed construction
algorithm can be summarized into the following steps:

1. Construct the classical Voronoi diagram of a set of vV
patterns A = {ay,...,an}, inad-dimensional space.

2. Reduce the Voronoi diagram into a number of class
regions.

3. Discard small classregionsand let R be the number of
the remaining large class regions.

4. For each patterna;, j = 1,..., N, compute the mem-
bership values pi;(a;),i =1,..., R.

5. For eachregioni, i = 1,..., R, categorize the mem-
bership values in a histogram using a humber L; of
equal-sizecellsin [0, 1].

6. Compute selection probabilitiesp},i =1,...,R, v =
1,...,L;.

Inputs HyperplanesR%lac%s Hléte?igsram Classes

Figure 5. Neural network architecture

In order to use the method for the classification of anew
pattern, first the membership values of the pattern to each
regioni arecomputed. Thenthe corresponding probabilities
p; aredetermined (wherev representsthe cell containingthe
membership value of the pattern) and the region i with max-
imum p} is selected. The class of this region is considered
asthefinal classification desicion.

The above desicion approach can be implemented by
means of a neural network architecture asillustrated in Fig.
5. The architecture consists of five layers and connections
exist only between successive layers. Thefirst layer isthe
input layer having as many nodes as the dimension of pat-
terns. The nodes in the second layer represent hyperplanes
that define class regions. For each class region i there are
| H;| nodes, one for each hyperplane supporting that class.
As a hyperplane separates two regions, there will generally
be two nodes referring to the same hyperplane (except for
hyperplanes supporting small regions that were discarded
during construction). Each second layer node computesthe
value of the function m” for an input pattern using Eq. 4.
The third layer contains as many nodes as the number R
of class regions. The output of each node i of this layer
provides the membership value u; of the pattern to the cor-
responding region as computed in Eq. 3. The connections
between nodes of the second and third layer assume binary
values 1 or 0 to associate regions with their supporting hy-
perplanes.

The fourth layer implements the membership histogram.
Each region i of the third layer is connected to L; nodes of
the fourth layer corresponding to the cells of the histogram.
Each such node v (v = 1,..., L;) fires only in the case
where the p; value falls inside the corresponding cell and
providesthe respective probability p¥, otherwise the output
of the node is zero. This representation allows an efficient
implementation of the histogram by means of simple nodes



yielding afixed output on an on-off basis.

The fifth layer embodies one node for each of the K
classes. If regioni hasclasslabel & then the set of L; nodes
of thefourth layer (representing the histogram of regioni) is
connected to node k of the fourth layer. In other words, the
connections between nodes of the fourth and fifth layer take
binary values 1 or 0 to associate class regions (histogram
cells) with class labels. The output &, of each node & of
the last layer is taken equal to the maximum of the outputs
(probabilities p}) of the cell nodes connected to that node.
Finally, the class k with the maximum &, is the decision of
the fuzzy neural classification network.

When anew pattern a isapplied to the network, the mem-
bership values u;(a) of the pattern to each classregioni are
initially computed. The computation proceeds by deter-
mining the probabilities p} corresponding to the respective
histogram cells. The decision of the network is the class of
the region with the maximum probability p?, expressed by
the quantity &. As s the case with other neural network
designs based on Voronoi diagram information [5, 8, 4], the
method hasthe ability to completely define the neural struc-
ture, namely the number of hidden layers and nodes of each
layer along with the connection values between nodes of
successive layers. The proposed neural architecture incor-
porates an additional layer with respect to other approaches
accounting for the computation of decision probabilities.

6. Experimental results

We have studied the proposed fuzzy neural network clas-
sifier on avariety of classification problems, by performing
experiments with known datasets, some of which are noisy
containing hard examples. In addition we have conducted
comparativeexperimentswith many other well-studied clas-
sification techniques.

Thefirst dataset we used to train and test our fuzzy neura
classifier was the Fisher's Iris dataset. Iris datais a collec-
tion of 150 four-dimensional featurevectorsinthreeseparate
classes, 50 for each class. We considered atraining set and
atest set of size 75, each of them containing 25 examples of
each of the threeiris classes. We have also tried the James
Cook University Thyroid gland database. Thyroid database
contains a set of 215 feature vectors (belonging to one of
three classes) that contain 5 continuous attributes. Thethree
classes represent the classification of a patient’s thyroid to
euthyroidism, hypothyroidism and hyperthyroidism respec-
tively. The databaseis divided into 150 instances of thefirst
class, 35instances of the second and 30 of thelast class. We
used atraining set of size 100 (in a manner proportional to
the distribution of patterns to classes), while the remaining
data set (of size 115) was used for testing.

Another dataset usedin our experimentswasthe synthetic
two-class problem taken from Ripley [15]. It is arealistic

Figure 6. Graphical representation of the syn-
thetic two-class dataset

problem with 1250 2-dimensional patterns that belong to 2
classes, where 250 and 1000 patterns were used for training
and testing respectively. Finally, we have aso considered
the clouds database. Clouds is an artificial collection of
5000 two-dimensiona patterns divided into two equal size
sets that correspond to two overlapping decision classes.
The first 2000 clouds data were handled as the training set
while the remaining 3000 data applied to the constructed
fuzzy neural classifier for testing. Figs. 6 and 7 provide a
graphical representation of the last two datasets.

The parametersin our approach are the number of cells
L; for each classregion 7 and the construction parameter ),
as well as the o¢, o2 values for the membership function
(Eq. 4). Although we could select a different value L;
for each region (depending on characteristics of patterns
belonging to theregion), we have opted for theuse of aglobal
value L for al class regions, depending on the difficulty
of the considered problem. In the first two problems (iris
and thyroid), that are relatively easy, the specification of
L was not very critical. For ailmost al experiments with
different valuesof L (L > 4) the network achieved the same
classification rate on training and testing phases. Moreover,
the number of classregionsobtained in the case of thesetwo
datasets was exactly the same as the number of classes (i.e.
R = 3), suggesting that the classes in these problems are
well separated. Specifically, in the case of theiris dataset a
total of 306 hyperplanes were needed for the separation of
class regions, where 142, 262 and 208 of these were used
to define each one of the three regions respectively. In the
thyroid problem the required number of hyperplanes was
equal to 676 and the three classes were defined using 527,
386 and 439 hyperplanes repsectively.

The other two datasets (synthetic and clouds) are noisy.
As illustrated in Figs. 6, 7 the class boundaries in both
problems are not very clear, therefore classification is dif-
ficult. The Voronoi diagram in the case of the synthetic
problem was reduced to 10 class regions, where only two of



Figure 7. Graphical representation of the
clouds dataset

them were big enough including a large number of patterns
(R = 2). The other eight regions were very small contain-
ing only one or two patterns and were rejected as outliers.
Thetwo selected class regions were separated with 106 and
112 hyperplanes from a set of 140 hyperplanes of the re-
duced Voronoi scheme (the difference is due to discarded
regions). In the case of the clouds dataset, the number of
constructed class regions was equal to 68 out of which we
eventually choseonly four (R = 4). Thenumber of required
hyperplaneswas 258, 464, 450 and 117 respectively. Inthis
kind of problems, the selection of the parameter L was crit-
ical. We observed that in therange of L = 10,...,20 the
fuzzy neural network classifier had the same classification
behaviour achieving the best classification rate.

In what concerns the effect of the parameter A on the
classification performance the following observations can
be made. As stated in Section 3, greater values of ), lead
to more convex and uniform class regions, since the regions
arederived from the union of Voronoi regionshaving at least
A neighboring regions of the same class. The selection of
the best value for this parameter depends on the dimension
of the pattern space. In the case of the first two examined
problemstherewasalargeinterval of A valuesleadingto the
construction of exactly the same reduced Voronoi diagrams
(A=1,...,9fortheirisproblemand A = 1, ..., 15 for the
thyroid problem) and thus yielding the same best classifica-
tion rate. Asthe value of A was growing, the class regions
contained less generators and the number of such regions
increased, leading to degradation in the performance of the
method. In the last two classification problems the effect
of the parameter A was identical and exhibited the follow-
ing characteristics. For the first two values (A = 1,2) we
obtained similar rates and similar constructed regions. As
the value of )\ was increased, the network achieved better
classification rates attaining the highest values for A = 3
and A = 4 for the synthetic and clouds problems respec-
tively. Although the number of constructed class regionsin

these cases was the same as for the previous values of A,
they contained less generatorsand were characterized by in-
creased generalization capabilities. It must be noted that in
all the examined classification problems, when the value of
thethreshold )\ was big enough, the reduced VVoronoi scheme
was the same as the original Voronoi diagram. Finaly, as
far asthe oy, oo parametersare concerened, the appropriate
values were determined experimentally and were generally
less than 3.

In order to assess the potential of the proposed classi-
fier, we have al so applied some other known neural network
methodsto the same datasets. For that reason we have used
the fuzzy min-max classification neural network (FMM), a
multilayer perceptron (MLP) trained with the backpropaga-
tion algorithm, as well as the learning vector quantization
(LVQ) algorithm. We have applied also a smple nearest-
neighbor approach (1-NN), which consisted of assigning to
agiven pattern the class |abel of its closest training pattern.

The fuzzy min-max classifier [16, 12] is an on-line su-
pervised learning classifier whose operation and training
are based on the concept of hyperbox fuzzy sets. The MLP
neural network was a single hidden-layer network with a
learning rate of 0.09 and a momentum rate of 0.9. The spe-
cific LV Q schemeused wasthe LV Q1 algorithm[11] having
alearning rate equal to 0.03. Thebest results were obtained
by considering 6, 6, 6 and 8 centersfor thefour databasesre-
spectively. For these approaches several experiments were
conducted using different seed values and taking the best
classification rate as the performance measure.

Table 6 summarizes the performance of the proposed
classification scheme, denoted RVoD (Reduced Voronoi Di-
agram), in comparison with the FMM, MLP, LVQ and 1-
NN approachesin terms of the classification rate on the test
set for the four selected databases. The superiority of the
proposed fuzzy neural classifier is apparent. The results
indicate that the simple nearest-neighbor scheme (and con-
sequently the approaches based on pure Voronoi diagrams)
have been considerably improved so as to outperform the
other well-known algorithms.

If we compare our approach to the fuzzy min-max algo-
rithm, we can observethat, in the case of the fuzzy min-max
algorithm, the created hyperboxes have only the informa-
tion of their min and max valuesalong each dimension. The
hyperboxesare of finite volume (thereforethe technique can
be considered as 'local’) and their geometrical structure is
not so flexible to be able to adapt to strange class bound-
aries. In the proposed approach, hyperplanes are used to
separate classes (therefore the technique can be considered
as 'global’), the class regions have in most cases a convex
shape and the nearest neighbor criterion is more explicitly
taken into account. Apart from the geometrical differences,
the FMM algorithm is based on the selection of the hyper-
box with the maximum membership valueand accept asfinal



Table 1. Comparative results (classification rates)

Problem RVoD FMM MLP LVQ 1-NN
Iris 97.33% || 97.33% || 94.67% || 97.33% || 94.67%
Thyroid || 98.26% || 97.39% || 94.78% || 95.65% || 95.65%
Synthetic || 91.14% || 90.60% || 88.00% || 89.50% | 85.50%
Clouds || 88.27% || 84.83% || 79.77% || 80.13% || 84.27%
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