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Autonomous Vehicle Navigation
Using Evolutionary Reinforcement Learning
(Extended Abstract)

A. Stafylopatis and K. Blekas
National Technica) University of Athens
Department of Electrical and Computer Engineering
15773 Zographou, Athens, Greece

1 Introduction

Typically a trainable adaptive controller architecture facing supervised learning consists of
2 teacher, the trajnable controller and the plant to be controlled. The teacher may be
automated as a linear or noulinear contro] law, or it may be 5 human expert. However, in

through a set of sensors or detectors. Reinforcement learning has been eflectively applied to
control tasks and, in particular, to the problem of autonomous vehicle navigation in unknown
envirenments [3, 4, 5], a3suming no prior knowledge about the task and the system to be
controlled,

Our concern in thig paper is the use of » reinforcement learning strategy to drive an
autonomous vehicle through simulated pathe made of Sitaighi segments as well ag left and
right turns. The tagk of providing the proper control commands, so that the vehjcle stays on
the road and avoids collision, is assigned to a learning classifier system (LCS) (1, 2, 8,9]. An
LCS is a leazning system in which a set of condition-action rules called classifiers compete
to control the system and gain credit based on reinforcement provided by the environment,
Classifiers are generated and modified in an evolutionary process using & genetic algorithm
(GA). Survival and evolution depend on the fisness (strength) of individuals, which in tyrg
is based on the cumnulative credit of classifiers.

Previous work of ours on the autonomous navigation problem has been based on the yse
of pure connectionist reinforcement learning schemes aSSUming no a priori knowledge, as wel]
as on fuzzy-neural approaches. In the scheme proposed here, a classifier system is trained
according to an immediate reinforcement elgorithm, while the coverage of the rule-space js

achieved by means of ap appropriate genetic mechanism.
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Figure 1: A typical ground aad the vehicle

2 Th@._ Autonomous Vehicle Application

Collision-free autonomous navigation of a vehicle in uknown grounds constitutes an intep-
esting control problem. The objective is to give the proper driving commands as a response
to the current state of the vehicle, so that it moves in 3 course without collisions. Thig task
represents & sensor-motor association problem in the control area, Conventional approaches
to solve the problem use artificia] inteiligence methods {expert systems), which are time-
consuming and require much knowledge of the environment in which the vehicle is moving.

The autonomous vehicle uses a number of sensors to perceive its environment. The

On the one hand they cannot be too man , and on the other hand their number must be
sufficient o provide the necessary information.

Eight sensors seem to be adequate to describe the state of the vehicle at each time
instant. Figure 1 illustrates a typical ground and shows the location of the sensors on the
vehicle, where four of them are placed at the front and two at each side. Each sensor cap
detect the presence of an obstacle situated within a conic space in front of it and provides a
measure of the distance of the obstacle. Although the sensors provide a real-valued distance
Imeasure, we have considered for encoding purposes a discrete representation of the distance,
by partitioning the cone of each sensor into 3 logarithmically sized areas, numbered from ¢
to 2. A smaller area number corresponds to obstacles at a closer distance. An additiopal
distance value of 3 indicates that there is no cbstacle in the range covered by a sensor.
Thus, the distinction of 4 different distance values ig possible (very close, close, far, very
far), requiring 2 bits for each sensor value. Therefore, the environmental state of the vehicle
is described by a 16-bit vector.

During navigation, the vehicle is able %o perform one of five possible actions in response
to the current state. These driving commands are: '
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I Ahead

2 30 degrees right
3 60 degrees right
4 ;30 degrees left
5 @ 60 degrees left

The movement of the vehicle i governed by a set of rules that relate states 1o actjops,
Each rule ; can be represented as a pair (c;, a;), where the condition part ¢; and the action

of the positions of obstacles aq they are detected by the &ensors. In oyy System, the scalar
reinforcement signal r, which is the outcome of the evaluation, jg obtained ag ap, average
of the partja) reinforcementg T (b =1, .. »4), computed by the four front sengors, These
partial reinforcements are computed according to the rule ry = ¢, /27 where the €1’ take
values from the set {0,...,27) and are obtained through different discretization of the
detected distances. The value &, = @ Mmeans that sensor £ has detected an obstacle right
in front of it, while larger values of {i correspong to obstacles a4 , longer distance. The
case of fajlyre ig treated in a special manner, [t at least ope of the sensops satisfies the

actuators for motor actiong. Fach classifier (rule) ¢ has 5 condition part ¢ built upon the
binary alphabet plus the "don’t care” symbo] #, and ag action part q, encoding one of the
Possible actions. There is 2 scalar strength St associated with each classifier { ip the current
set of working classifiers at time step ¢, The System starts with » randem set of classifiers
initialized to fome defayle stiength, Training of i1, Classifier system consistg of 3 sequence
of cyeles, where each cycle begins with the vehicle at the S2me initial position and ends with
a failure (calﬁsion) signal,

using a roulette wheel method (with probability Proportional to Sag; for each action g;) or
using a more flexible Boltzmang probability

Prob(e,) = eSMi/T/ZeSMi/T
J

action become members of the current action set A, The selected actiop ig performed by the
actuators and 5 reinforcement signal r 0<r< 1) is received from the environment,

following some ”annealing” barameter 7, Then, all mermbers of Af advocating the selected
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Figure 2: The classifier system archifecture

The operation step is concluded by appropriately doing credit assignment to the active
classifiers, The algorithm adopted in our approach borrows from a variant of the "Bucket
Brigade” algorithm of Holland [2, 9] and from techniques used in immediate reinforcement
learning schemes (3, 7]. Let Sy S§F denote the total strength of the classifiers present in
the action set at time steps ¢ and ¢ 4 1 respectively. Credit assignment is performed by
means of the following update equation, where modification of the strength of a set implies
apportionment of the increment to all itz members:

S — (1=5)S% +n(r - b)S, +4055

According to the above algorithm a fixed fraction B (0 < 8 < 1) of the current strength of
the action set is removed and added to the strength of the action set of the previous time
step discounted by a factor 7(0 < v <1). On the other hand, the strength of the current set
is modified by an ameunt depending oo the received reinforcement r, spectfically the offset of
r with resnoct b5 some baseiine value b, with 5 learning rate 7. In this way, the reinforcement
signal r is rewarding if it is greater than the baseline and is penalizing if it is less than the
baseline. For the baseline either a fixed valye (e.g b = 0.5) can be used or a trace 7 of
past values of the reinforcement signal, computed as ap exponentially weighted average. In
the latter case, the trace can be viewed as a prediction of the expected reinforcement valye
and can be computed for the classifier system as a whole or for each individual classifier
separately. In the case of rewarding, the strengths of classifiers in the set difference M — 4
are decreased by a fixed smal] fraction 4, to enhance strength differences whije preventing
unbounded growing of strength.

The genetic algorithm component of the classifier system is responsible for generating
& number of new classifiers by evolving the existing ones through crossover and mutation,
while keeping the total number of classifiers constant, The GA is invoked with a fixed period
within training cycles, as well as at cycle ending instants (failure). We have considered both
a "panmictic” and 3 "niching” mechanism to drive the population evolution. The. effect
of the GA component is supplemented by a covering operation, that js by the insertion of
appropriately constructed new ruleg each time the match set is empty.
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4  Experimental Results

The performance of the proposed system has been investigated through computer simulation
experiments, each experiment consisting of & sequence of training cycles. Severa training
grounds of varying difficulty have been employed. Statistical results of the effectiveness
of learning during each experiment were obtained by computing a moving average of the

learning) that had been applied to the same benchmark application in previous work of
ours. The results have shown that the evolutionary reinforcement learning mechanism offers
a particularly promising alternative in adaptive movement control.
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