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A B S T R A C T

The use of centroids as prototypes for clustering text documents with the k-means family of methods is not always the best choice for representing text clusters due to the high dimensionality, sparsity, and low quality of text data. Especially for the cases where we seek clusters with small number of objects, the use of centroids may lead to poor solutions near the bad initial conditions. To overcome this problem, we propose the idea of synthetic cluster prototype that is computed by first selecting a subset of cluster objects (instances), then computing the representative of these objects and finally selecting important features. In this spirit, we introduce the MedoidKNN synthetic prototype that favors the representation of the dominant class in a cluster. These synthetic cluster prototypes are incorporated into the generic spherical k-means procedure leading to a robust clustering method called k-synthetic prototypes (k-sp). Comparative experimental evaluation demonstrates the robustness of the approach especially for small datasets and clusters overlapping in many dimensions and its superior performance against traditional and subspace clustering methods.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Document clustering is an unsupervised learning approach for automatically segregating similar documents of a corpus into the same group, called cluster, and dissimilar documents to different groups. Formally, a corpus of N unlabeled documents is given and a solution \( C = \{ c_j : j = 1, \ldots, k \} \) is searched that partitions the document into \( k \) disjoint clusters.

Even small text datasets carry large vocabularies and certain undesirable effects arise due to the curse of dimensionality [4]. The high dimensional and sparse (HDS) feature space in combination with language phenomena such as polysemy, homosemy and metaphors, constitute an adverse setting for clustering methods. When a labeled training dataset is provided, several statistical options are available for feature selection [5,6], even in case of multilabeled data objects [53]. On the other hand, it is more complicated to select features in an unsupervised setting and it is usually achieved using heuristics [49–52]. Methods such as Latent Semantic Indexing (LSI) [47], or Latent Dirichlet Allocation [48] (LDA), may discover the term correlations but they map the data into a feature space of much lower dimensionality.

Clustering algorithms are separated in two major categories hierarchical and partitional (for a survey see [7]). The former produce a hierarchy of solutions, either by merging, or by dividing clusters. Partitional approaches seek to discover a set of unique cluster representations that describe properly the underlying data classes of a dataset. An objective function \( \phi(C) \) evaluates the quality of a data partition by quantifying how good the derived representations are for the corresponding clusters. These methods start from a set of \( k \) cluster representations which are improved iteratively in a way that \( \phi(C) \) is optimized. Probabilistic methods use probabilistic cluster models (or topic models) [8,9], while non-probabilistic methods utilize representatives in the feature space,
called prototypes, that are used to represent the objects of a cluster. Typical prototypes are the arithmetic mean called centroid, and the medoid that is a real object which is representative for the cluster it belongs to.

A popular partitional method is k-means [10] that represents each cluster with its centroid. Many heuristic variations of k-means have been proposed and applied for text collections [11–14]. Spherical k-means (spk-means) [22] is a modified version that utilizes the cosine similarity measure to cluster the data by partitioning the unit hypersphere into k hypercones, one for each cluster. This method is fast and gives better clusters than traditional k-means [12].

Special algorithms have also been developed to deal with HDS feature spaces. The clustering methodology aiming at finding clusters in subspaces of data instead of the entire feature space is referred to as subspace clustering and its key characteristic is the simultaneous determination of the object membership to clusters and the subspace of each cluster. Surveys on subspace clustering in high dimensional spaces can be found in [29,46]. Recently, much attention has been received by methods that aim to identify the cluster structure in on-line high dimensional data streams [54,55].

This work puts forth the idea that, although the centroids are the optimal cluster prototypes with respect to certain objective functions (e.g. based on cosine similarity), their optimality could also become a drawback in HDS feature spaces and in cases of low data quality (e.g. outliers, noise). Especially, as the number of data objects becomes smaller compared to the complexity of a clustering problem (i.e. number of clusters, dimensionality), the centroids become less appropriate cluster representatives. Text documents constitute a typical example of data where such an adverse setting is met.

In this paper we present the synthetic prototype, a novel type of cluster representative that, given the object assignment to clusters, is computed in two steps: a) a reference prototype is constructed for the cluster and then b) feature selection is applied on it. We propose the so-called MedoidKNN reference prototype which is based on a subset of K objects of a cluster that are close to its medoid. This synthetic prototype favors the representation of the objects of the dominant class in a cluster, i.e. the class to which the majority of the cluster objects belong. Finally, we modify the generic spk-means iterative procedure by incorporating synthetic prototypes. This leads to a novel, effective and quite simple clustering method called k-synthetic prototypes (k-sp). We conducted an extensive evaluation of the k-sp method examining several options for the synthetic prototypes and comparing it to several traditional clustering methods such as spherical k-means, agglomerative, spectral clustering and two soft subspace clustering methods.

The rest of this paper is organized as follows: in Section 2, a background discussion for the document clustering problem is provided. In Section 3, we present our novel synthetic prototype cluster representation and the k-synthetic prototypes clustering method. In Section 4, comparative experimental results are reported and discussed, and finally in Section 5, we present concluding remarks and future research directions.

2. Background

2.1. Document representation

A preprocessing step on the corpus decides which terms are meaningful to be included in the corpus vocabulary \( V \), a set of \( |V| \) unique features. Despite the fact that it is reasonable to seek for complex representations for text data, such as graphs [1–3], the typical approach is to represent each input document as a bag-of-words [18] feature vector \( d_i \in \mathbb{R}^{|V|}, i = 1, \ldots, N \), whose elements are weight values denoting the significance of each vocabulary term for the document. Typically, the weights are set using the tf×idf scheme and document vectors are normalized to unit length with respect to Euclidean L₂-norm. Hence, the i-th document is modeled as:

\[
d_i = \left( \frac{tf_{i1} \log \frac{N}{n_{i1}}}{\sum_{j=1}^{|V|} tf_{ij}^2 \log \frac{N}{n_{ij}}}, \ldots, \frac{tf_{i|V|} \log \frac{N}{n_{i|V|}}}{\sum_{j=1}^{|V|} tf_{ij}^2 \log \frac{N}{n_{ij}}} \right),
\]

where \( tf_{ij} \) is the frequency of \( j \)-th term in the i-th document and \( N^{|V|} \) the number of documents that contain \( j \)-th term. The proximity between two documents is computed using cosine similarity, considered to be an effective measure for text clustering [19,20], that computes the cosine of the angle between the two document vectors:

\[
sim^{(cos)}(d_i, d_j) = \cos \left( \theta(d_i, d_j) \right) = \frac{d_i^T \cdot d_j}{||d_i||_2 \cdot ||d_j||_2}.
\]

2.2. Properties of the representation space of documents

The properties of the vector space in which text documents are represented are closely related to the nature of human language. Even small text datasets carry very large vocabularies and, apart from the known negative effects of the curse of dimensionality, the learning algorithms have to deal with the existence of high sparsity. It has been observed that a document may have less than 1% of the global corpus vocabulary [21] (non-zero vector dimensions) since there are terms in the corpus vocabulary that do not appear in a given document although they are relevant to its content. This is due to the fact that each document usually is a specific semantically narrow instance of a much more general document class.
Moreover, two authors may express exactly the same ideas using different terms, for instance using homosemous terms, metaphors or complex expressions, which introduces additional sparsity and dimensionality. Some noise is also present in text datasets, such as confusing polysemous terms or even irrelevant features. Under this situation, documents of the same class present average pairwise similarity comparable in magnitude to the similarity between documents from different classes [27,28]. For instance, let \( d_x, d_y, \) and \( d_z \) three documents of the same class; it is possible for \( d_x \) to share a set of terms with \( d_y \) and a different set of terms with \( d_z \) whereas, at the same time, \( d_x \) and \( d_z \) may exhibit no vocabulary intersection although this would be expected to hold mostly for pairs belonging to different classes. In this context certain qualitative issues arise regarding the direct determination of a large number of nearest neighbors to an object [27,28]. For example, if an object has non-zero similarity with \( K \) objects in the dataset (or a cluster), then the direct determination of its nearest \( K' \leq K \) objects would unavoidably make guesses.

Document clustering differentiates from the high dimensional data clustering problems that seek for a single global subspace of features in which there are observable clusters. Different document clusters are formed in generally different subspaces. Small text datasets should be treated as document clustering cases of special interest. According to Heap’s power law [40], the increase of the corpus vocabulary is sublinear to the number of included documents. In other words, the relative dimensionality of the feature space, empirically defined as \( \log(|V|/N) \), is expected to be much larger for small datasets than for larger ones. This large vocabulary diversity even between documents of the same class, justifies for the difficulty of clustering small document datasets.

2.3. Clustering using \( k \)-means family of methods

The \( k \)-means procedure is a generic clustering approach that assumes a prototype to represent each cluster and an objective function \( \Phi(C) \) that evaluates the quality of a partition \( C \). In order to solve a problem with \( k \) clusters the \( k \) prototypes are initialized usually by randomly selecting \( k \) objects as cluster centroids (Forgy approach) and then the algorithm iterates to optimize the objective function:

1. Reassignment step: each object is assigned to the cluster whose prototype is nearest to the object.
2. Prototype batch update step: given the assignment of objects to clusters, each cluster prototype is updated in a way that optimizes the objective function.

\( k \)-means minimizes the sum of squared Euclidean distances between the objects of the clusters and the centroid prototypes Eq. (3), where the centroids are computed as the arithmetic mean \( \mu_j = (1/n_j) \sum_{d_i \in c_j} d_i \) of the \( n_j \) objects of that cluster:

\[
\Phi_{\text{SSE}}(C) = \sum_{j=1}^{k} \sum_{d_i \in c_j} ||\mu_j - d_i||^2_2.
\]

(3)

It converges to a local minimum of \( \Phi_{\text{SSE}}(C) \) and the quality of the solution depends strongly on the initial conditions. Its time complexity is \( O(tN|V|) \), where \( t \) is the number of iterations until convergence. The employed cluster prototypes constitute a choice that also affects the solution quality. \( k \)-medoids is a robust method that represents a cluster with the medoid object defined as the object that has the maximum average similarity to the objects of its cluster:

\[
m_j = \arg \max_{d_i \in c_j} \left\{ \frac{1}{n_j} \sum_{d_q \in c_j} \text{sim}(d_j, d_q) \right\}.
\]

(4)

In this case, Eq. (3) is computed with respect to the medoid prototypes and in Euclidean space there is the disadvantage of complexity \( O(n_j^2) \) to determine a cluster medoid.

Spherical \( k \)-means (spk-means) is a variant of \( k \)-means that utilizes the cosine similarity for the data vectors normalized with respect to L2-norm. The maximized objective function is the clustering cohesion. The optimal prototype for a cluster is its normalized centroid \( u_j = s_j / ||s_j||_2 \), where \( s_j = \sum_{d_i \in c_j} d_i \) and the overall clustering cohesion of a partition \( C \) is given by:

\[
\Phi_{\text{coh}}(C) = \sum_{j=1}^{k} \sum_{d_i \in c_j} u_j^T \cdot d_i = \sum_{j=1}^{k} u_j^T \cdot s_j = \sum_{j=1}^{k} s_j^T \cdot s_j / ||s_j||_2 = \sum_{j=1}^{k} ||s_j||_2.
\]

(5)

A lot of research effort has been focused in the careful initialization of this family of algorithms, due to its importance for the final clustering quality [35,43–45]. Among the typical object-based seeding techniques is the deterministic Kaufman heuristic (or k-farthest heuristic) [36] that tries to spread the initial centroids away from each other. It selects the most centrally located object as the first centroid and each additional centroid is determined to be the object farthest from the objects-centroids already selected. \( k \)-means ++ [44], on the other hand, introduces stochasticity: it starts with the uniform random selection of one object as the first centroid, then each next centroid is determined using a weighted probability distribution. Specifically, the probability for a candidate object to be selected as a new centroid is proportional to the squared distance between the object and its nearest centroid previously selected. In [44] it is shown that this initialization guarantees an \( O(\log k) \) approximation to the optimal \( k \)-partition. However, all the above initialization methods select objects as seeds and this may not be efficient in the
text feature space, since a document usually contains a very small percentage of the vocabulary terms. This is further analyzed and experimentally illustrated in this work.

Clustering refinement is the post-processing procedure aiming to improve the clusters produced by a clustering method (note that in literature the term ‘refinement’ is also used to describe the iterative optimization of an objective function). The refinement algorithm may be a specialized algorithm that proceeds to small changes in the clusters, such as single object reassignment \([41]\) and swapping the cluster memberships for pairs of objects \([42]\). It is also a practical choice to refine the produced clusters using a clustering method of different characteristics to the initial one (e.g. k-means starting with the clusters produced by a hierarchical clustering, agglomerative or bisecting k-means). An alternative approach is the hybridized centroid-medoid heuristic \([14]\) that applies a small number of k-means iterations and tries to replace a centroid with a medoid belonging in a set of candidate medoids precomputed off-line.

### 2.4. Text document subspace clustering

The different topics are usually described by generally different subsets of terms which, in combination with the high sparsity of the feature space, lead to the hypothesis that the underlying cluster structure may be better to be sought in subspaces of the original feature space. The feature selection that is applied in the preprocessing phase actually computes a single global subspace where data clustering is performed. A more fuzzy feature selection would assign a global weight to each dimension. Subspace clustering can be thought as to be an extension to feature selection in the sense that it determines a subspace explicitly for each cluster during clustering.

In brief and according to \([29]\), the main categorization of subspace clustering methods is based on the relation between the axes of the subspaces they seek and the axes of the original feature space. One approach, called generalized subspace clustering, is to seek for arbitrarily oriented subspaces. Their major difficulty is to deal with the infinite search space of the candidate subspaces. A second and more widely used approach is constrained to seek for subspaces with axes parallel to the original. The projected subspace clustering lets no intersection between the dimensions that span the subspaces and hence, \(2^d-1\) possible subspaces must be examined. The subcategory that lets different axis-parallel subspaces to have dimensions in common is called soft projected clustering and usually different feature weights in \([0, 1]\) are assigned for each cluster. The latter subcategory can be further split based on the searching approach adopted regarding the feature set a method starts to work with. Top-down approaches start with the full set of features and iteratively try to determine narrow subspaces for each cluster. On the other hand, bottom-up approaches start from single dimension subspaces and use a strategy similar to mining frequent item set to increase their dimensionality.

Apparently, there are important methodological differences in the literature of subspace clustering, but a thorough analysis is beyond the scope of this work. In the rest of this section we will discuss the recent research on top-down soft projected subspace clustering methods, that develop feature weighting mechanisms and incorporate them to k-means, and have also been tested on the document clustering problem.

An abstract framework is presented in \([30]\) that, using multiple feature vectors to represent each data object, is able to integrate the heterogeneous feature spaces in the \(k\)-means algorithm. A convex-k-means algorithm is proposed that is based on a convex objective function constructed as a weighted combination of the distortions of each individual feature subspace. The algorithm simultaneously minimizes the average within-cluster dispersion and maximizes the average between-cluster dispersion along all of the feature spaces. A method that received much attention is Clustering on Subsets of Attributes (COSA) \([37]\). It is an iterative algorithm that considers a feature weight vector to each data point, initially containing equal weights for all features. Larger weights are assigned to features that present small dispersion in a neighborhood around the reference object, which means that are more important. The next step is to use these weights to compute some other weights corresponding to each pair of objects that, in turn, update the distances for the computation of the nearest neighbors. The algorithm stops iterating when weight vectors corresponding to objects become stable. COSA outputs a pairwise distance matrix based on a weighted inverse exponential distance and any distance-based clustering method can produce the final clusters. The algorithm requires the user specification of the size of neighborhood to consider, a second parameter that controls the fade of the exponential feature weighting, while the major issue is that all the \(N \times |\mathcal{V}|\) parameters should be estimated during the process.

Some other algorithms were then developed that consider one feature weighting vector for each cluster. Feature Weighting K-means (fwk-means) \([39]\) aims to minimize the following objective function:

\[
\Phi_{\text{fwk-cl}}(C) = \sum_{j=1}^{k} \sum_{d \in C_j} \sum_{l=1}^{|\mathcal{V}|} w_{jl} \left[ (\mu_j - d_{lj})^2 + \sigma \right],
\]

subject to

\[
\sum_{l=1}^{|\mathcal{V}|} w_{jl} = 1, 0 \leq w_{jl} \leq 1, j = 1, ..., k,
\]

where \(\mu_j\) is the \(L_1\)-normalized centroid of the \(j\)-th cluster and \(h>1\) a parameter that must be set in advance. The term \(w_{jl}(\mu_j - d_{lj})^2\) computes the distance between the centroid \(\mu_j\) and a document \(d_j\) on the specific \(l\)-th feature dimension. Initially, the weights are
set to $1/|V|$ and the $k$ centroids are set in a random fashion. The optimization is then performed by iterating the following steps until convergence:

1. Object assignment to their nearest cluster using the computed centroids and feature weights.
2. Computation of the cluster centroids using the computed feature weights.
3. Computation of the feature weights for each cluster using the computed cluster centroids.

Given the cluster centroids and the $k$ feature weighting vectors of the previous iteration, the optimal weight of the $l$-th feature for cluster $c_j$ is computed by:

$$w_{jl} = \frac{1}{\sum_{i=1}^{|V|} \frac{\sum_{d_i \in c_j} w_{jl} \left( \mu_{jl} - d_{il} \right)^2 + \sigma}{\sum_{d_i \in c_j} w_{jl} \left( \mu_{jl} - d_{il} \right)^2 + \sigma}^{1/(h-1)}}. \quad (8)$$

where $\sigma$ is the average dispersion of the vocabulary measured off-line in a sample of $N_{\text{sample}}$ data objects. fwk-means adds this value because a feature weight is not computable if its dispersion in a cluster is zero. If we let $mf_{vl}$ to be the mean feature value of the $l$-th feature in the data sample then $\sigma$ is given by:

$$\sigma = \frac{\sum_{d_i \in \text{sample}} \sum_{l=1}^{|V|} (d_{il} - mf_{vl})^2}{N_{\text{sample}}|V|}. \quad (9)$$

Locally Adaptive Clustering (LAC) algorithm presented in [33] is quite similar to the Entropy Weighting k-means (ewk-means) [31]. Both share some ideas with COSA, whereas the feature weighting vectors are assigned to clusters instead of objects. Moreover, their search strategy is more alike to fwk-means. A modified objective function is utilized, which is to add the weight entropy $\gamma = \sum_{l=1}^{|V|} w_{jl} \log w_{jl}$ corresponding to each cluster in order penalize the identification of clusters in subspaces spanned by very few features. The objective function of ewk-means is:

$$\Phi_{\text{ewkm}}(C) = \sum_{j=1}^k \left[ \sum_{d_i \in c_j} \sum_{l=1}^{|V|} w_{jl} \left( \mu_{jl} - d_{il} \right)^2 + \gamma \epsilon_j \right]. \quad \gamma \geq 0 \quad (10)$$

subject to Eq. (7) and the value of $\gamma$ controls the focus of the objective function on the feature weight entropy. The iterative optimization is identical to that of fwk-means and differ only on the weight computation:

$$w_{jl} = \frac{\exp \left( -\text{disp}_{jl} / \gamma \right)}{\sum_{i=1}^{|V|} \exp \left( -\text{disp}_{jl} / \gamma \right)}. \quad (11)$$

where

$$\text{disp}_{jl} = \sum_{d_i \in c_j} \left( \mu_{jl} - d_{il} \right)^2. \quad (12)$$

COSA and fwk-means require the tuning of the value of the parameter controlling the size of the subspaces that are sought (the value of $\gamma$ in ewk-means). LAC introduces an ensemble approach that combines multiple clustering solutions discovered by LAC using different $\gamma$ values, which produces a superior result than that of the participating solutions. The feature weights of these methods enable the modeling of more complex cluster shapes than the spherical of traditional k-means. However, the parameters that need to be estimated are doubled compared to k-means: $2k \times |V|$ for the feature weights and the cluster centroids. This parameter increase unavoidably causes a large increase to the number of local minima of the search space. Recently, an adaptive weight-adjusting principle was adopted in [34], which at each step adds a $\Delta w_{jl}$ to each $w_{jl}$ weight computed based on the extend of contribution of the weight to the clustering quality. Finally, in [38] an algorithm similar to LAC and fwk-means is presented, also allowing the incorporation of constraints derived from a labeled data subset.
3. The k-synthetic prototypes clustering method

3.1. Clustering using centroids and medoids

From an optimization point of view, the normalized centroid is the prototype that maximizes cluster’s cohesion Eq. (5). However, this optimality may also become a drawback in such a feature space, especially at early clustering iterations where clusters have low homogeneity due to random initialization. More specifically, there exist two undesirable phenomena concerning the use of centroids. At a data object level, the self-similarity phenomenon implies that the similarity of a document with itself becomes the dominant factor for deciding about its nearest cluster [12, 22]. This is explained by observing the similarity between a normalized centroid \( u_j \) and a document \( d \) in the respective cluster \( c_j \):

\[
\mathbf{u}_j^\top \cdot \mathbf{d} = \frac{1}{\|\sum_{d_i \in c_j} d_i\|_2} \left( d^\top \cdot \mathbf{d} + \sum_{d_i \in c_j \setminus \mathbf{d}} d^\top \cdot d_i \right),
\]

Due to sparsity, the term \( d^\top \cdot d_i = 1 \) can be large in magnitude compared to the sum of similarities between \( d \) and the documents of \( c_j \) or the documents of other clusters. In an extreme case, a document \( d \in c_j \) which has non-zero similarity only with documents from clusters other than \( c_j \), may still determine \( c_j \) as its nearest cluster, since due to the self-similarity term it may hold that:

\[
\frac{d^\top \cdot d}{\|\sum_{d_i \in c_j} d_i\|_2} > \frac{\sum_{d_i \in c_j \setminus \mathbf{d}} d^\top \cdot d_i}{\|\sum_{d_i \in c_j} d_i\|_2}, \quad l = 1, \ldots, k, l \neq j.
\]

Hence, \( d \) may remain in an inappropriate cluster. This phenomenon appears more intense in cases where there is a small number of objects per cluster in combination with high sparsity.

The second phenomenon is the feature over-aggregation that occurs when computing a centroid for an impure cluster. Supposing that there is a feature subset \( f_j^+ \) strongly related to each document class \( j \), and a usually much larger subset \( f_j^- \) containing the remaining \( |\mathcal{V} - |f_j^-| \) terms, then the learning process aims to find a cluster prototype, i.e. a weight vector in \( \mathbb{R}^{\mathcal{V}} \), being discriminative for that class. This means that for each cluster the clustering algorithm should try to determine the \( |f_j^-| \) representative features for its dominant class and to estimate their relative weight distribution in the possible presence of \( |f_j^-| \) irrelevant features that should be assigned with very low weights. The effectiveness of such an algorithm may be greatly affected by the level of the relative significance of the features of \( f_j^+ \) to that of \( f_j^- \) in a cluster at a particular iteration, which can be formally expressed by the following ratio:

\[
\delta_j = \frac{\sum_{i \in f_j^+} u_{ji}}{\sum_{i = 1}^{\mathcal{V}} u_{ji}}.
\]

Feature over-aggregation appears at the initial iterations where very low \( \delta \)-ratio values are observed in the clusters of poor quality. This prevents the prototypes from becoming more class-discriminative, since the non-informative features also affect the object assignment to clusters and hence the problem is retained.

Both self-similarity and feature over-aggregation constrain the local search flexibility of the k-means procedure and lead to poor solutions strongly dependent on initial conditions, where often documents from two or more classes are assigned to the same cluster.

In what concerns the use of medoid as cluster prototype, it does not present the self-similarity and feature over-aggregation phenomenon implies that the similarity of a document with itself becomes the dominant factor for deciding about its nearest cluster [12, 22]. This is explained by observing the similarity between a normalized centroid \( u_j \) and a document \( d \) in the respective cluster \( c_j \):

3.2. Synthetic cluster prototypes

Traditionally, feature selection (in our case term selection) takes place in the preprocessing phase. However, we adopt a dynamic selection scheme implemented in the form of synthetic cluster prototypes, which are computed by first selecting objects and then features from each cluster (Fig. 1). As clustering proceeds we exploit the information progressively produced in the formed clusters to retain the important features for each cluster. To compute a synthetic prototype we must define:

i. a reference prototype, an initial representative of the cluster constructed by a subset of its objects, and
ii. feature selection on prototypes in order to select features from the reference cluster prototype.

The \( L_2 \)-normalized cluster representative derived by filtering the features of a reference prototype is a synthetic prototype. These prototypes are generic, in the sense that they can be constructed by considering any reference prototype or feature selection scheme. Omitting the feature selection step is also a viable option, thus a reference prototype is also a synthetic prototype. In this
The proposed clustering algorithm is called \textit{k-synthetic prototypes} (\textit{k-sp}) and incorporates the synthetic prototypes into the spk-means procedure. Note that spk-means is a \textit{special case} of \textit{k-sp} where the cluster centroids are used as reference prototypes and no feature selection is applied. By using synthetic prototypes the \textit{k-sp} procedure aims to discover dynamically a different feature subspace in which each document class can be better separated but, at the same time as we explain, to mitigate the negative effects of the self-similarity and the feature over-aggregation phenomena. The explicit feature selection scheme we have considered is the simple thresholding on the feature weights of a reference prototype to keep the \textit{P} most significant features of a cluster (see Section 3.3). Contrary to the typical preprocessing feature selection techniques, \textit{k-sp} does not affect the original data objects and hence, does not constrain future iterations with previous cluster representations. In a later phase, one could consider much more detail (i.e. more objects and features) from the clusters to fine-tune the solution.

A straightforward option for reference prototype is the Centroid\(^{(r)}\) of a cluster. The assumption behind this choice is that many of the representative features for the dominant class in a cluster would have high weights in the respective centroid. Thus, the feature selection on it would keep the highly descriptive features for this class. Obviously, this is not true for a cluster containing documents of more than one class none of which is clearly dominant (Fig. 2b).

One could argue that the set \(Y\) should contain the nearest documents to the cluster centroid and not to the medoid. As a matter of fact, the medoid is close to centroid in a homogeneous cluster and the nearest objects to medoid may also be the nearest objects to the centroid. However, if there are objects of more than one class in a cluster, the medoid-based construction of \(Y\) is more probable to lead to a sharp preference for one of the overlapping classes (see Fig. 2). This argument is strengthened by a usually holding property called \textit{intracluster rNN-consistency}: any data object in a cluster and its \(r\) nearest objects in the same cluster will belong to the same class with high probability. We should remark that intracluster \textit{rNN-consistency} is expected to be higher than the rNN-consistency of the whole dataset that can be similarly defined [13].

A proper synthetic prototype should cope with the two undesirable phenomena discussed in Section 3.1. When selecting features from Centroid\(^{(r)}\): i) the role of self-similarity is degraded, but only for objects containing features that are represented with low weight values in the centroid. Since those features are eliminated, the data objects could be reassigned to another cluster. ii) Most of the eliminated terms belong to the \(f^c\) set of the noisy features for the cluster which increases its \(\delta\)-ratio and help the

---

\(^1\) In cases where we need to be more specific we denote explicitly with the superscripts \((r)\) and \((s)\) the reference and the synthetic prototypes, respectively.
cluster to become more class-discriminative. When considering the MedoidKNN(r): i) the self-similarity may affect only the objects included in the $Y$ set for each cluster and again the feature selection on the MedoidKNN(r) also helps some of these objects to move to another cluster, ii) the feature over-aggregation effect is reduced since we use only the vocabulary terms contained in a subset of core objects of a cluster.

Another advantage of k-sp method is that by ignoring some documents that are far from the synthetic prototypes, it provides robustness and ensures that possible outlier and noisy objects will not affect any cluster representation (similarly for noisy features). These objects are not discarded from the dataset. Besides, one object may be ignored as a noisy-outlier at an iteration when computing a cluster representative, while it could be later considered as one core object in case it is reassigned to another cluster, or its current cluster changes dramatically, and the object is now located near the new cluster medoid.

The k-sp exhibits some similarity with the soft subspace clustering methods. The object selection of the reference prototype defines implicitly a feature subspace for a cluster while the feature selection on it explicitly prunes this subspace. Instead of using a separate feature weighting mechanism per cluster, which also doubles the parameters need to be estimated, k-sp uses a heuristic way to directly determine better vector representations for the clusters. Using object selection it actually tries to favor the representation of the dominant class in a cluster which implicitly results in subspace cluster representation. Another worth mentioning difference is that we claim that after having concluded to a set of synthetic representatives defined in certain feature subspaces, then we may take into account the complete feature space to refine the clustering.

Algorithm 1 provides the pseudocode for the k-sp method that incorporates the synthetic prototypes, constructed using Algorithm 2, into the spk-means algorithm. The clustering cohesion is computed with respect to the synthetic prototypes. It must be noted that k-sp cannot guarantee the monotonicity of convergence. In the case of Centroid(r), we compute the cluster centroid

Fig. 2. A cluster example that combines two data classes. It illustrates the rationale of using objects around the cluster medoid to favor the representation of the dominant class $A$ and to enable the reassignment of the objects of the other classes to other clusters. (a) Object-level view of a cluster where the medoid's nearest neighbors belong mostly to the dominant class. (b) Feature-level view of a multidimensional cluster that illustrates the imaginary histogram of the feature frequency for each of the classes. On the horizontal axis, we suppose an ordering where features that exist in both class (probably noisy) lay between the two peaks of representative class features. (c) The histogram of the cumulative feature frequency over both classes. The respective distributions are also presented for the medoid and the MedoidKNN(r) cluster prototypes.
as reference prototype that maximizes the cluster cohesion \(d_{coh}(c_j)\), but this optimality is lost after filtering its features. Similarly, for MedoidKNN\(^{(s)}\) prototypes, it is not possible to guarantee that cluster cohesion will increase at all iterations and it is essential for k-sp to monitor the objective function and to terminate the procedure if a deterioration of the overall cohesion is observed (the condition \(H^t - H^{(prev)}\) in Algorithm 2). In this case, the clusters of the previous iteration are considered as the solution to the problem produced by the main k-sp procedure.

**Algorithm 1. k-synthetic prototypes clustering method**

```plaintext
function k_S_P (k, \(p_{docs}\), \(p_{terms}\), ref_flag)

input: the number of clusters \(k\), two parameters \(p_{docs}\), \(p_{terms}\) (see Algorithm 2), a flag ref_flag that enables refinement

output: the \(k\) clusters and the set of final prototypes

let: \(C, S, H\), a partition, the synthetic cluster prototypes and the respective clustering cohesion

ConstructS P \((C, p_{docs}, p_{terms})\)

RefineSolution \((C)\) k-sp using Centroid\(^{(s)}\) prototypes

(regular spk-means) initialized by the partition \(C\)

end let

1: \(\{C, S\} \leftarrow InitializeClusters()\)
2: \(H \leftarrow Cohesion(C, S)\)
3: repeat
4: \(\{C^{(prev)}, S^{(prev)}, H^{(prev)}\} \leftarrow \{C, S, H\}\)
5: \(C \leftarrow AssignDocsToClusters()\)
6: \(S \leftarrow ConstructS P \((C, p_{docs}, p_{terms})\)\)
7: \(H \leftarrow Cohesion(C, S)\)
8: until \(C \equiv C^{(prev)}\) or \(H^t \leq H^{(prev)}\)
9: if \(H^t < H^{(prev)}\) then
10: \(\{C, S, H\} \leftarrow \{C^{(prev)}, S^{(prev)}, H^{(prev)}\}\)
11: end if
12: if ref_flag == TRUE then
13: \(C \leftarrow RefineSolution(C)\)
14: end if
15: return \(\{C, S\}\)
```

3.3. Definition of parameters

The k-sp parameters for computing the MedoidKNN\(^{(s)}\) prototype can be defined with respect to the volume of cluster information, namely the number of cluster members \(n_j\) and the distribution of feature weights aggregated in the reference prototype of a cluster. Two parameters, both in \([0, 1]\), must be specified by the user: \(p_{docs}\), \(p_{terms}\). The number of medoid neighbors \(K_j\) is computed as:

\[ K_j = \left\lfloor p_{docs}n_j \right\rfloor. \]  

(16)

Note that different numbers of neighbors are considered for each cluster \(c_j\). In what concerns the feature selection, an option is to find the \(P_j = \left|p_{terms}|V_j^{(s)}|\right|\) terms of highest frequency in the reference prototype of \(rp_j\) that would cost \(O(|V_j^{(s)}|)\). Our implementation uses a more efficient approach which is to select the highest weighted features (including the \(idf\) component) that contain a fraction \(p_{terms}\) of the total feature weight sum \(\sum_{i=1}^{p_j} rp_{ji}\) (total information) of the reference prototype vector \(rp_j\). Let \(i\), \(i = 1, ..., p_j\), a function that indexes the selected features which represent the specified \(p_{terms}\) information fraction, then \(P_j\) is described by:

\[ P_j \leq |V_j^{(s)}|; \quad \frac{\sum_{i=1}^{p_j} rp_{ji}}{\sum_{i=1}^{p_j} |V_j^{(s)}|} = p_{terms}. \]  

(17)

The more uniform the weight distribution of \(rp_j\), the more features are selected to represent the \(c_j\) cluster. Typically, the cost of this operation is \(O(|V_j^{(s)}| \log(|V_j^{(s)}|))\), due to the need of weight ordering. However, this can be reduced to \(O(|V_j^{(s)}| + z \log z)\) by splitting the range of feature weight values of a cluster into several intervals (bins), where only a small number of features \(z\) contained in one bin may be needed to be ordered and then to select the most informative subset out of them.
Algorithm 2. Construct MedoidKNN synthetic prototype

function ConstructSP (c, pdocs, pterms, λ, β)

input: a cluster c, a threshold \( p_{docs} \in [0, 1] \) that determines the number of documents used for reference prototype construction, \( p_{terms} \in [0, 1] \) for feature selection on it, the number of steps \( λ \), and a vector \( β \) of length \( λ \) that control the incremental construction (see Section 3.2)

output: the synthetic prototype MedoidKNN\(^{(s)}\) for cluster c

let: \( n_c \): the number of documents in cluster c

\( NNDocs (c, rp, r) \): determines the r nearest documents to \( rp \) vector in cluster c

\( Centroid (Y_c) \): computes the centroid of a set \( Y_c \)

\( FS onRP (rp, p_{terms}) \): applies feature selection on the reference prototype \( rp \) based on the parameter \( p_{terms} \) and normalizes the final prototype to unit length (\( L_2 \)-norm)

end let

1: \( Y_c \leftarrow \{\text{Medoid}(c)\} \)
2: \( rp \leftarrow \text{Medoid}(c) \)
3: \( K_c \leftarrow \lceil p_{docs}n_c \rceil \)
4: if \( K_c > 1 \) then
5:  do for \( i = 1, \ldots, λ \)
6:  \( Y_c \leftarrow NNDocs (c, rp, \lceil βK_c \rceil) \)
7:  \( rp \leftarrow Centroid (Y_c) \)
8:  end for
9: end if
10: \( sp \leftarrow FS onRP(rp, p_{terms}) \)
11: return \( \{sp\} \)

3.4. Refining the solution of k-synthetic prototypes

The robustness of the proposed k-sp method is the result of its ability to overcome adverse situations in initial clustering iterations and hence to avoid poor locally optimal solutions. After the termination of the basic procedure of k-sp method, the result may be further refined by considering the centroids of the obtained clusters as the initial prototypes for a final run of k-sp that now coincides with the regular spk-means (this option is enabled by the flag \_flag in Algorithm 2). This refinement strategy: i) aims to improve the result of k-sp method by using more detailed information for homogeneous clusters already produced by the basic k-sp phase, ii) assists in reducing the sensitivity of the k-sp to parameter definition \( K \) and \( P \) (see Section 4), and iii) constitutes a straightforward approach to choose the best clustering solution among those obtained for different k-sp parameter settings by comparing the values of the objective function after the refinement step. This procedure is described in the next section.

The experimentally observed improvement achieved by refinement supports our basic assumption that centroids do not provide sufficient flexibility when clusters are not homogeneous and object reassignments should be encouraged. To tackle this problem one could try to improve the initialization of an iterative method with specialized object-based seeding techniques, or using the clusters produced by a clustering method of different characteristics as the initial partition. Interestingly, the k-sp method is self-refined by simply using different values for method parameters, since spk-means is a special k-sp case. The clustering improvement achieved by k-sp refinement phase also confirms that self-similarity and feature over-aggregation play a crucial negative role mostly due the clusters’ impurity at the initial iterations of the search procedure. The clusters obtained by the basic phase of k-sp need only a few refining reassignments, thus the self-similarity phenomenon is not a very important issue. Moreover, each respective cluster centroid would have a high \( δ \)-ratio (Eq. (15)) that enables the fine-tuning of its \(|V|\) feature weights which would lead to an improvement in its class-discrimination.

3.5. Selecting the k-sp parameters

An additional advantage of the refinement phase of k-sp, which uses the centroids as cluster prototypes, is that it enables the direct comparison of the results obtained using different values for k-sp parameters. The latter is a very important aspect of k-sp, since it allows the selection of the best setting for parameters \( p_{docs} \) and \( p_{terms} \). More specifically, the user could specify two sets of candidate parameter values, the set \( S_{p_{docs}} \) for \( p_{docs} \) and the set \( S_{p_{terms}} \) for \( p_{terms} \). Then, using the same random initial conditions, k-sp runs several times for each combination of the two parameter values and by monitoring the average value of the refined objective
function (Eq. (5)), we can determine which parameter values provide the best average performance. The procedure can be summarized by the following steps:
1. The sets of values $S_{p_{docs}}$ and $S_{p_{terms}}$ are specified by the user.
2. Run k-sp with refinement (Algorithm 2) several times for each combination of parameter values $p_{docs} \in S_{p_{docs}}$ and $p_{terms} \in S_{p_{terms}}$.
3. Compare the average value of the refined objective function of each set to determine the best k-sp average performance and the corresponding parameter values.

Furthermore, the above procedure may reveal important information about the dataset characteristics. As we will see in the experimental section, the observation of better performance provided by smaller synthetic prototypes may indicate that the data clusters are overlapping in many dimensions (i.e. vocabulary terms in common), or that there are a lot of noisy objects/terms.

3.6. Implementation and complexity

In the present context, where document vectors and cluster centroids are normalized with respect to $L_2$-norm, it is easy to show that the medoid of a cluster is the cluster object with maximum cosine similarity (dot product) to the centroid of that cluster. Let $u_j = \sum_{d_i \in c_j} d_i / ||\sum_{d_i \in c_j} d_i||^2$ the normalized centroid of cluster $c_j$ with respect to $L_2$ norm, then Eq. (4) can be expressed as:

$$m_j = \arg\max_{d_i \in c_j} \left\{ d_i \cdot \sum_{d_i \in c_j} d_i \right\} = \arg\max_{d_i \in c_j} \left\{ d_i \cdot u_j \right\}. \quad (18)$$

Hence we can determine the medoids of all clusters with linear cost $O(N)$ to the size of the corpus. Thus, both ‘spherical’ version of k-medoids and k-means method have the same asymptotic cost. It must be noted that it is possible for a cluster to have more than one ‘medoid’, i.e. objects whose total similarity to the other cluster objects has exactly the same maximum value. Moreover, those objects are equally distant to the cluster centroid. None of them can be considered superior to the others, hence, we can randomly select any of them to construct our synthetic prototype.

Suppose we are given for every object $d$ an ordered list containing the other $N-1$ objects in descending order with respect to their similarity to $d$. Then it is possible to determine the $K$-1 objects in a cluster that are nearest to its medoid by linearly traversing the respective list ($K$-1 is $\leq N$). By taking advantage of the intracluster rNN-consistency property, we can precompute off-line a number of $K_{nn}$ ($K$-1 is $\leq K_{nn}$) nearest neighbors for each document in the dataset. If a list has less than $K$-1 objects that are assigned to the same cluster with the medoid object $d$, we have to necessarily apply greedy search in cluster to locate the rest nearest neighbors to $d$, up to the desired $K$-1. Supposing that we have set a proper $K_{nn}$ value that eliminates the previously mentioned greedy search, then the non-incremental ($\lambda=1$) construction of a MedoidKNN’ prototype costs $O(n_j + K_{nn} + K|V|)$. This includes the cost: i) to determine the medoid document: $O(n_j)$, ii) to locate medoid’s $K$-1 nearest neighbors in the cluster: $O(K_{nn})$, and iii) to compute the centroid of the $K$ objects: $O(K|V|)$. The latter is the first step of the incremental MedoidKNN’ construction ($\lambda>1$). For the steps other than the first we have to seek the nearest documents to the partial centroid (synthetic prototype) computed so far. For the $j$-th cluster, this can be done by computing and then sorting the pairwise similarities between the $n_j^{(i)}$ data objects and its synthetic prototype in step $i$, where $i=2,\ldots,\lambda$. Thus, if a subset of $K^{(i)}$ cluster objects are used to construct the MedoidKNN’ for cluster $c_j$ at step $i>1$, then the construction complexity is $O(n_j^{(i)} |V| + n_j^{(i)} \log(n_j^{(i)}) + K^{(i)} |V|)$.

4. Experimental evaluation

4.1. Clustering methods

To provide a comparison of k-sp performance to other clustering methods, we implemented spk-means, k-medoids, hierarchical agglomerative clustering (HAC), and spectral clustering. HAC has been extensively tested on text data [23], herein we have used the average-link cluster merging criterion based on the cosine similarity [24]. In addition, we compare k-sp with feature weighting k-means (fkw-means) [39] and entropy weighting k-means (ewk-means) [31] which, according to the comparative result in the latter work, performs better than a series of other soft and hard subspace clustering methods. It is noteworthy that these two methods use the Euclidean distance measure instead of the cosine similarity, whereas for normalized document vectors with respect to the $L_2$-norm, Euclidean and cosine measures determine the same proximity ordering between data objects. The parameters $h$ and $\gamma$, respectively, were both set to 1.5 for all datasets. This value was used as well in [39] to apply fkw-means on the 20-Newsgroups dataset that we also use in our experiments. In addition, in [33] it is also reported ewk-means to perform well on the same dataset with $\gamma=1.5$. Besides, it is also illustrated that ewk-means is not sensitive to the setting of $\gamma$ value. Actually, we conducted a number of preliminary tests for these algorithms using parameter values within a wide range, but the observed differences in clustering performance was insignificant.

The spk-means [22] is the baseline approach, the same algorithm is also utilized to refine the solution produced by HAC and k-medoids. In order to show that in the HDS feature space marginal clustering improvement should be expected by the careful selection of objects as initial seeds for spk-means, since as explained single objects are inappropriate for representing groups of many objects, some spk-means initialization techniques were also tested: i) the random clusters where each object is randomly assigned to one cluster, ii) the Forgy approach were $k$ objects are randomly selected as cluster centroids, and iii) the effective $k$-means++ method [41] that try to spread the initial centroids away from each other.
Table 1
Datasets used in the experimental evaluation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Source docs/topic</th>
<th>Classes</th>
<th>Docs</th>
<th>Class balance</th>
<th></th>
<th>V</th>
<th>Consistency</th>
<th>OS</th>
<th>CS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Talk1</td>
<td>20-NGs: guns, mideast, religion.misc</td>
<td>3</td>
<td>900</td>
<td>1.0</td>
<td>7051</td>
<td>.952</td>
<td>.854</td>
<td>98.8</td>
<td>98.2</td>
</tr>
<tr>
<td>RS4</td>
<td>20-NGs: autos, motorcyles, crypt, electronics</td>
<td>4</td>
<td>800</td>
<td>1.0</td>
<td>3451</td>
<td>.853</td>
<td>.694</td>
<td>98.5</td>
<td>97.2</td>
</tr>
<tr>
<td>RS4</td>
<td>20-NGs: autos, motorcyles, crypt, electronics</td>
<td>4</td>
<td>1600</td>
<td>1.0</td>
<td>7818</td>
<td>.939</td>
<td>.807</td>
<td>99.3</td>
<td>98.7</td>
</tr>
<tr>
<td>RS4</td>
<td>20-NGs: autos, motorcyles, crypt, electronics</td>
<td>4</td>
<td>3928</td>
<td>.980</td>
<td>12708</td>
<td>.963</td>
<td>.872</td>
<td>99.6</td>
<td>99.2</td>
</tr>
<tr>
<td>M6</td>
<td>20-NGs: pchardware, autos, baseball, hockey, electronics, med</td>
<td>6</td>
<td>1200</td>
<td>1.0</td>
<td>7154</td>
<td>.885</td>
<td>.767</td>
<td>99.3</td>
<td>98.2</td>
</tr>
<tr>
<td>M6</td>
<td>20-NGs: pchardware, autos, baseball, hockey, electronics, med</td>
<td>6</td>
<td>3000</td>
<td>1.0</td>
<td>12082</td>
<td>.932</td>
<td>.816</td>
<td>99.6</td>
<td>98.9</td>
</tr>
<tr>
<td>M6</td>
<td>20-NGs: pchardware, autos, baseball, hockey, electronics, med</td>
<td>6</td>
<td>5891</td>
<td>.980</td>
<td>17955</td>
<td>.953</td>
<td>.862</td>
<td>99.7</td>
<td>99.2</td>
</tr>
<tr>
<td>M6</td>
<td>20-NGs: pchardware, autos, baseball, hockey, electronics, med</td>
<td>6</td>
<td>8</td>
<td>600</td>
<td>.500</td>
<td>4350</td>
<td>.767</td>
<td>98.9</td>
<td>96.9</td>
</tr>
<tr>
<td>M6</td>
<td>20-NGs: pchardware, autos, baseball, hockey, electronics, med</td>
<td>6</td>
<td>2000</td>
<td>1.0</td>
<td>9608</td>
<td>.824</td>
<td>.690</td>
<td>99.4</td>
<td>98.4</td>
</tr>
<tr>
<td>M6</td>
<td>20-NGs: pchardware, autos, baseball, hockey, electronics, med</td>
<td>6</td>
<td>7355</td>
<td>.780</td>
<td>20592</td>
<td>.912</td>
<td>.783</td>
<td>99.7</td>
<td>99.2</td>
</tr>
<tr>
<td>SG4</td>
<td>20-NGs: comp.<em>, rec.</em>, sci.<em>, talk.</em></td>
<td>4</td>
<td>12000</td>
<td>.985</td>
<td>31498</td>
<td>.954</td>
<td>.877</td>
<td>99.8</td>
<td>99.6</td>
</tr>
<tr>
<td>Mimi20</td>
<td>20-NGs: from all of the 20 newsgroups</td>
<td>20</td>
<td>1870</td>
<td>.970</td>
<td>10463</td>
<td>.666</td>
<td>.494</td>
<td>99.4</td>
<td>97.5</td>
</tr>
<tr>
<td>Wap20</td>
<td>WebACE</td>
<td>20</td>
<td>1560</td>
<td>.015</td>
<td>8460</td>
<td>.696</td>
<td>.636</td>
<td>98.6</td>
<td>95.8</td>
</tr>
<tr>
<td>K16</td>
<td>WebACE</td>
<td>6</td>
<td>2340</td>
<td>.043</td>
<td>13879</td>
<td>.954</td>
<td>.909</td>
<td>99.1</td>
<td>98.1</td>
</tr>
<tr>
<td>Rev5</td>
<td>TREC</td>
<td>5</td>
<td>4069</td>
<td>.043</td>
<td>23220</td>
<td>.878</td>
<td>.834</td>
<td>99.2</td>
<td>98.0</td>
</tr>
<tr>
<td>A4</td>
<td>Artificial</td>
<td>4</td>
<td>4000</td>
<td>1.0</td>
<td>9401</td>
<td>.951</td>
<td>.916</td>
<td>99.7</td>
<td>99.5</td>
</tr>
<tr>
<td>A4</td>
<td>dataset</td>
<td>4</td>
<td>4000</td>
<td>1.0</td>
<td>9461</td>
<td>.922</td>
<td>.875</td>
<td>99.7</td>
<td>99.5</td>
</tr>
<tr>
<td>A4</td>
<td>generator</td>
<td>4</td>
<td>4000</td>
<td>1.0</td>
<td>9437</td>
<td>.849</td>
<td>.792</td>
<td>99.6</td>
<td>99.5</td>
</tr>
<tr>
<td>A4</td>
<td>generator</td>
<td>4</td>
<td>4000</td>
<td>1.0</td>
<td>9469</td>
<td>.893</td>
<td>.630</td>
<td>99.6</td>
<td>99.3</td>
</tr>
</tbody>
</table>

The asterisks in Table 1 denotes that each class contains all the topics of each subject.

Spectral clustering is based on spectral analysis of the similarity matrix of the dataset. We have used the standard algorithm described in [25]. The basic idea is to project the data in the subspace spanned by the k largest eigenvectors of the Laplacian matrix L, which is computed from the similarity matrix A(N×N) of pairwise document similarities. The similarity matrix A is computed using the cosine similarity measure. The Laplacian matrix is computed as $L = D^{-1/2}AD^{-1/2}$, where D is a diagonal matrix with $D_{ii} = \sum_j D_{ij}$, the sum of i-th row of similarities. To solve for k clusters, the algorithm proceeds with the construction of a matrix $X^{N \times k} = [x_i, x_{i+1}, \ldots, x_k]$ whose columns correspond to the k largest eigenvectors of L. X is then normalized so that each row has unit length in Euclidean space, let $Z^{N \times k}$ be the obtained normalized matrix. Finally, the clustering procedure takes place in the embedding space, i.e. the rows of Z are clustered using the standard k-means algorithm, assuming that i-th row of Z represents the i-th document.

 Generally, the proposed k-sp variants are denoted by the respective synthetic prototypes they consider, e.g. Centroid-P($p_{terms}$), MedoidK($p_{docs}$)$\cdot$NN – $P($$p_{terms})$. The set of values considered for $p_{docs}$ are: $S_{p_{docs}} = \{.90, .80, .60, .40\}$. and for $p_{terms}$: $S_{p_{terms}} = \{.98, .95, .90, .80, .60, .40\}$. In all cases, MedoidKNN(2) has been constructed incrementally in three steps ($\lambda = 3$) with $\beta_1 = 0.2$, $\beta_2 = 0.6$, and $\beta_3 = 1$ (see Section 3.2). In Table 2, we provide the percentage of the original features retained after computing various synthetic prototypes for a specific cluster example to provide a notion of the feature selection that is caused by object selection in a HDS feature space.

4.2. Datasets

4.2.1. Real data

In order to conduct controlled experiments with respect to the corpus size, cluster sizes and overlap, both real and artificial datasets were used (see Table 1). We constructed a series of clustering problems from real collections, by first selecting certain topics from a collection and then by producing different instances of these problems. In particular, we considered several subsets of the popular 20-Newsgroups collection using as ground truth the provided class label of each document. As an example, M6(1), M6(3), and M6(4) are three datasets generated from the same topics but with increasing cluster sizes: small, medium, and large that includes all the documents of the selected topics. Mimi20(4) contains 100 documents from each one of the twenty newsgroups, while NG4 is a subset containing all the four largest subjects in collection, namely computer, records, science and talk. Moreover, we used three datasets from the Cluto package: K14 and Wap20 are from the WebACE project and contain web pages from different directories of Yahoo!, Rev5 is derived from the San Jose Mercury newspaper articles that are distributed as part of the TREC collection (TIPSTER Vol. 3).

In brief, in the preprocessing of each dataset, we eliminated trivial terms (stopwords), headers and special tags, we applied Porter’s stemming transformation [15] and document frequency thresholding (DF) [17] to discard terms that appear in only one document (df> 1). Thus, all rare terms that have high discriminating power were maintained. Finally, we used only documents having more than five terms. In Table 1, we report for each dataset the balance of class sizes, the 1NN and 10NN-consistency (leave one out classification accuracy), the overall sparsity (OS) of each dataset which is the average number of zero dimensions that a data vector presents, and the sparsity of each class (CS) when considering only the vocabulary used by the class members (note that OS ≤ CS). It is also reported for the datasets we constructed the number of documents per class that were used in cases of sensible imbalance of class sizes (Docs/Topic).

2 MedoidK(·)NN is also denoted as K(·)NN for brevity.

3 Available at: http://people.csail.mit.edu/jrennie/20Newsgroups/.

4 Available at: http://kdd.ics.uci.edu/databases/20newsgroups/.

5 Available at: http://www.cs.umn.edu/~karypis/cluto.
4.2.2. Artificial data

In order to construct the artificial text collections we implemented a corpus generator. To generate a corpus with \( k \) clusters, our algorithm assumes that the terms (the feature space) are partitioned into \( k + 1 \) disjoint topic vocabulary bags. Each bag \( B_i, i = 1,..., k \) contains the terms related to \( i \)-th topic, while an additional bag \( B_{k+1} \) contains general terms that could be used in the documents of any cluster.

Each text document is considered to be a sequence of terms and each term of a sequence is generated in two steps: 1) selecting a vocabulary bag, and then 2) selecting a term from that bag. The correlation between a data cluster and the vocabulary bags is user-defined in a \( k \times (k + 1) \) matrix \( W \), where each element \( W_{ij} \) is the probability of selecting the bag \( B_j \) when producing a term for a document of the \( j \)-th cluster. To sample a term from an already selected bag (step 2) we used the Zanette–Montemurro stochastic process (ZM) [32] that has been proposed for generating a single long artificial text that has similar statistical characteristics to real texts, such as the Zipf's power law [16] of term frequencies and the sublinear increase of the vocabulary size as the text becomes longer. To achieve these goals the ZM process considers a time decreasing probability controlled by a parameter \( \alpha \) of inserting a previously unseen term in the text, i.e. \( p_i = \alpha^{-1} \left( 1 + \sum_{\text{already used}} \right) \). Otherwise an already selected term of a bag is reselected with a probability proportional to the number of times that has already been used in the created sequence. This property of the process (called 'memory') permits high frequencies for some terms, while the majority of terms present low frequency. In our algorithm, the generation of documents is conducted in cluster order, i.e. the documents of the first cluster then that of the second etc. The memory of the general bag \( B_{k+1} \) is maintained during the whole procedure, but the memory of all the other bags is reset when starting the generation of the documents of a new cluster. Using this strategy, in the documents of each cluster a generally different set of terms from all the bags would present high frequencies.

To demonstrate the superiority of k-sp performance under situations of clusters that overlap in many dimensions we constructed four artificial datasets called \( A^{(i)}, i = 1,...,4 \) using the above algorithm. All datasets have four clusters \((k = 4)\), each of them containing 1000 documents and five topic vocabulary bags were considered with 2000 terms each. The datasets exhibit increasing cluster overlap (from \( A^{(1)} \) to \( A^{(4)} \)), by lowering the probabilities \( W_{ij} (i = 1,...,4) \) and increasing the probabilities \( W_{ij} (j \neq i) \) of selecting a term from the rest of the bags. The probability matrices \( W \) are presented in Fig. 5 (the fifth bag contains the general vocabulary). The length of each document was randomly set by an exponential distribution with mean value \( \lambda_{exp} = 1/100 \). The parameter values that we used for the ZM process are \( \alpha = 0.3 \) and \( \nu = 0.9 \).

4.3. Cluster evaluation measures

Since we are given the ground truth labeling of the documents in all datasets, clustering evaluation is based on the two popular supervised measures Normalized Mutual Information (NMI) and Purity. At this point, we denote: \( C \) the clustering solution of \( k \) clusters, \( c_1,...,c_k \) \( C^{(i)} \) the grouping based on ground truth document labels \( c^{(i)}_1,...,c^{(i)}_k \) (true classes), \( N \) the number of documents in a dataset, \( N_i \) the size of \( c^{(i)}_i \), \( n_i \) the size of \( c_i \) and \( n_{ij} \) the number of documents belonging to \( c^{(i)}_j \) that are clustered in \( c_i \). Let us further denote the probabilities \( p(c_i) = n_i/N \), \( p(c^{(i)}_j) = n^{(i)}_j/N \), and \( p(c^{(i)}_i, c_j) = n_{ij}/N \). The \([0, 1]-\)Normalized MI measure, as used in [26], is computed by dividing the MI by the maximum between the cluster and class entropy:

\[
\text{NMI}(C^{(i)}, C) = \frac{\sum_{c_i \in C^{(i)}} p(c_i) \log_2 \frac{p(c^{(i)}_i, c_j)}{p(c^{(i)}_j)p(c_j)}}{\max \{H(C^{(i)}), H(C)\}}.
\]

When \( C \) and \( C^{(i)} \) are independent the value of NMI equals to zero, and to one if these groups contain identical clusters.

The Purity of a cluster can be interpreted as the classification accuracy by assuming that all objects of a cluster are assigned to its dominant class. The clustering Purity is the weighted average of cluster-wise purity:

\[
Purity(C) = \frac{1}{N} \sum_{i=1}^{k} \max \left\{ n_{ij} \right\}.
\]

Generally, we seek to find a clustering solution that maximizes both NMI and Purity to values close to unit. For each dataset and method we report the values of these indexes. For the methods depending on initialization we also report the average value of each index over the runs on a dataset, while we also report (denoted as ‘best’) the value of each index (NMI or purity) corresponding to the solution with the highest clustering objective function \( \Phi_{con} \) among the 50 runs.

Moreover, in order to evaluate a method’s behavior during iterations, we introduce the Q-index:

\[
Q_t = 1 - \frac{\Phi^{(i)}_{ics}(C)}{\Phi^{(i-1)}_{ics}(C)}, t > 0.
\]

where \( \Phi^{(i)}_{ics}(C) \) is the intracluster similarity measure defined as the sum of pairwise cosine similarities between objects in the same cluster at iteration \( i \):

\[
\Phi^{(i)}_{ics}(C) = \frac{1}{k} \sum_{j=1}^{k} \left[ \frac{2}{N(N-1)} \sum_{d_i \in c_j} \sum_{d_i' \in c_j, i' \neq j} d_i \cdot d_{i'} \right].
\]
where $n_i$ the size of cluster $c_i$. Initially, we assume that $Q_0 = 0$ holds. Higher values of $Q$-index indicate greater relative improvement of the clustering quality after one iteration.

Finally, the statistical $t$-test was applied to estimate the significance of the average performance difference between k-sp and the methods under comparison for each dataset, except for HAC that is deterministic. Within a confidence interval of 95% and for the value of degrees of freedom equal to $2 \cdot \text{number of runs}-2$ we can test if our method is significantly superior, otherwise the null hypothesis is accepted.

4.4. Experimental results

4.4.1. Robust cluster representation

Our first intention in the experiments is to demonstrate the robustness and effectiveness of synthetic prototypes in favoring the representation of the dominant class in a cluster that contains documents from more than one class. To this end we constructed three sets of documents from the topics of Talk3 dataset: a) a pure set of 300 documents from the first topic (0% noisy objects), b) the previous set along with 50 documents from each of the other two topics (25% noisy objects), c) a set of 300, 130, and 70 documents from each topic.

![Fig. 3. The decrease of average similarity between different types of cluster prototypes and the nearest objects around them as the number of neighbors increase. The datasets consist of objects belonging to a dominant class and two other classes corresponding to noise. We considered three percentages for the objects of the noisy classes: (a) a pure dataset (0%), (b) 25%, and (c) 40%. MedoidK(.6)NN-nincr denotes the reference prototype constructed non-incrementally using the 60% of the objects of each dataset.](image-url)
(40% noisy objects). In all three cases the medoid of the complete dataset belongs to the dominant class (i.e. the first topic). Fig. 3 demonstrates the decrease of average similarity between different types of cluster prototypes considered for the above cases and the nearest objects around them as the number of neighbors increase. We can observe the high average similarity of the medoid with its very close neighbors that decreases rapidly as we consider wider neighborhoods. This indicates that the medoid exhibits high intracluster \( r \text{NN}-\)consistency (see Section 3.2) and empirically explains why the medoid-based construction of synthetic prototype is more class-discriminative than the centroid-based. The result is the higher average similarity to the members of the dominant class, and the lower similarity values to the documents of other classes (considered as noisy). Furthermore, the incremental construction of MedoidKNN performs better than the direct construction based on the \( K \) nearest neighbors of the medoid. Table 2 reports the percentage of features that have non-zero weights after the implicit (i.e. features retained in the reference prototype) and explicit (i.e. additional feature selection on reference prototype) feature selection. We can see the extent to which synthetic prototypes can summarize the characteristics of the document clusters, as well as that synthetic prototypes can discover feature subspaces to represent data clusters.

In another experiment we intend to demonstrate the robustness of k-sp under adverse initial conditions. We considered the \( M6^{(5)} \) dataset and examined the case where clusters are initialized by randomly assigning each document to a cluster. Table 3 reports the average and best values of the evaluation measures, and the average number of iterations until convergence (\( t \)) for 50 random restarts without refinement. Fig. 5 illustrates how the average \( Q \) index value evolves with iterations for each method. An efficient approach should maximize the area under its corresponding curve, either by executing many iterations or by making larger improvements in shorter time. Fig. 4 indicates the weakness of centroid representation: it defines an optimal cluster representative assuming that all its documents should stay in that cluster. This constrains to a great extent the representation flexibility and forces the procedure to reach poorly local optimal solutions not far from the bad initial clusters. As k-sp becomes more selective on the cluster’s features, as in the case of Centroids\(^{(1)} \) (e.g. with \( P(0.4) \)), we observe immediate clustering improvement in the first iterations. However, the main problem remains: the features are selected from the centroids of impure clusters. Despite the fact that medoids lead to a major initial improvement related to a sharper preference to represent one class out of many others in a cluster, subsequently, the procedure converges too early (2.5 iterations on average). On the other hand, the k-sp with MedoidK(0.8)NN is a more balanced choice that combines efficiently the advantages of keeping a compact cluster representation and that of considering a wider set of objects around medoid for computing cluster representatives.

### 4.4.2. Clustering performance results

In this section, we provide experimental results using the procedure described in Section 3.5 for the datasets of Table 1 for the two sets of values \( Sp_{prot} \) and \( Sp_{term} \) mentioned in Section 4.1. The results are displayed using the line-plots presented in Figs. 5-7. The reported ‘refined’ solutions are obtained by k-sp refinement phase using centroids as cluster prototypes (see Section 3.4) on the final clusters of each of the 50 runs of basic k-sp. The bar-graphs in each row of plots present the results for spk-means initialized with the k-means++ heuristic (Spkm++), k-medoids (Medoid), the refined k-medoids (Med-ref), HAC, refined HAC (HAC-ref) using spk-means, and finally the spectral clustering method.

The results on artificial datasets are presented in Fig. 5. For a dataset of small cluster overlap, such as the \( A1^{(1)} \), the performance of k-sp and spectral clustering are quite similar. However, in a more confused setting, such as the \( A3^{(1)} \) and \( A4^{(1)} \) datasets the superiority of k-sp

### Table 2

The percentage of features retained in the synthetic cluster prototypes for a cluster containing 300 documents from the first topic of Talk4 dataset. The centroid contains all the 4264 non-zero dimensions of the cluster.

<table>
<thead>
<tr>
<th>Reference prototype</th>
<th>( P_{term} )</th>
<th>.10</th>
<th>.90</th>
<th>.80</th>
<th>.60</th>
<th>.40</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centroid</td>
<td>100</td>
<td>84.0</td>
<td>72.5</td>
<td>59.3</td>
<td>42.0</td>
<td>21.5</td>
</tr>
<tr>
<td>Medoid</td>
<td>4.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MedoidK(0.9)NN</td>
<td>98.0</td>
<td>82.2</td>
<td>71.1</td>
<td>58.0</td>
<td>40.8</td>
<td>20.7</td>
</tr>
<tr>
<td>MedoidK(0.8)NN</td>
<td>95.7</td>
<td>80.6</td>
<td>69.5</td>
<td>56.7</td>
<td>39.6</td>
<td>20.0</td>
</tr>
<tr>
<td>MedoidK(0.6)NN</td>
<td>89.5</td>
<td>75.8</td>
<td>65.4</td>
<td>53.1</td>
<td>36.7</td>
<td>18.5</td>
</tr>
<tr>
<td>MedoidK(0.4)NN</td>
<td>76.7</td>
<td>75.8</td>
<td>65.4</td>
<td>54.8</td>
<td>31.9</td>
<td>16.2</td>
</tr>
</tbody>
</table>

### Table 3

Clustering results on the \( M6^{(5)} \) dataset using k-sp variants.

<table>
<thead>
<tr>
<th>Reference prototype</th>
<th>( P_{term} )</th>
<th>NMI</th>
<th>Purity</th>
<th>( \tau )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg.</td>
<td>best</td>
<td></td>
<td>avg.</td>
</tr>
<tr>
<td>Centroid</td>
<td>1.0</td>
<td>.480</td>
<td>.564</td>
<td>.630</td>
</tr>
<tr>
<td>Centroid</td>
<td>0.8</td>
<td>.484</td>
<td>.644</td>
<td>.632</td>
</tr>
<tr>
<td>Centroid</td>
<td>0.4</td>
<td>.528</td>
<td>.679</td>
<td>.655</td>
</tr>
<tr>
<td>Medoid</td>
<td>1.0</td>
<td>.286</td>
<td>.424</td>
<td>.504</td>
</tr>
<tr>
<td>MedoidK(0.4)NN</td>
<td>1.0</td>
<td>.564</td>
<td>.681</td>
<td>.688</td>
</tr>
<tr>
<td>MedoidK(0.8)NN</td>
<td>1.0</td>
<td>.686</td>
<td>.792</td>
<td>.777</td>
</tr>
</tbody>
</table>
becomes more clear. Moreover, as the overlap between clusters increases, k-sp performs significantly better than the other methods even with lower values of $p_{docs}$ parameter (e.g. 0.6 or 0.4) where the best result is closer to the average performance of the method.

The results on real datasets that are displayed in Figs. 6 and 7 support as well the main idea of this paper. In all cases the k-sp method produced much better results than spk-means. Using MedoidKNN$^{(i)}$ prototypes, the best results for larger datasets are obtained for the $K(.9)NN$ and $K(.8)NN$ cases. Especially for the experiments where we considered three instances of the same problem with increasing size of clusters from small to large (datasets $RS_4$, $M_w$ and $M_b$), it is clear that k-sp using synthetic prototypes manages to overcome the issues arising in the case of small datasets where the number of objects per cluster is not sufficient, such as self-similarity and feature over-aggregation. The proposed refinement phase leads to even better results, while reducing the sensitivity of setting improper values for k-sp parameters. All the experimentally compared clustering methods performed better when more data objects became available for a specific problem, but the proposed k-sp remained the best among them.

By observing both curves of average and best values of the evaluation measures, we can realize the trade-off in setting k-sp parameters. When limiting the size of synthetic prototypes, k-sp avoids the bad solutions and produces much better clusterings. On the other hand, as synthetic prototypes discard too much information 'detail' from clusters, the basic k-sp procedure becomes unable to identify the fine differences between data classes. This explains the sudden drop of the performance of $K(.6)$ and $K(.4)$ synthetic prototypes for medium and large datasets (e.g. $RS_4^{(M)}$, $RS_4^{(L)}$, $RS_2^{(L)}$, $M_8^{(M)}$, $M_8^{(L)}$, and $M_b^{(L)}$) when no refinement is applied.

The information of the formed clusters can be further exploited by larger synthetic representatives in the refinement phase (where the centroids are used). Apparently, when larger synthetic prototypes are used in the main phase, the contribution of refinement turns out to be much smaller.

Table 4 summarizes the best and average performance of each method focusing on the refined solutions of k-sp, HAC, and k-medoids. Regarding k-sp, its refinement phase uses the complete feature set and centroids which, as explained in Section 3.5, enables the direct comparison of the solutions corresponding to different parameter values. The supervised evaluation measures that are presented in Table 4 correspond to the set of experiments with the maximum average value of the refined objective function determined by the procedure described in Section 3.5. The k-sp setting that provided this result in each dataset is indicated near the dataset name. The reported best refined k-sp clustering is the best solution using the latter setting of parameter values, whereas it is possible that a different parameter setting may have produced a better solution. The column $t$-value presents the $t$-value of the significance $t$-tests between the best k-sp average performance and the average performance of the other methods. For two sets of 50 experiments each, the critical $t$-value is $t_c=1.999$ ($p_c=5\%$ for $p$ value). This means that if the computed $t$-value $\geq t_c$, then the null hypothesis is rejected ($p\geq5\%$, respectively), i.e. our method is superior, otherwise the null hypothesis is accepted indicating a marginal improvement achieved by k-sp. If the $t$-value is negative, k-sp performs worse than the compared method. In Table 4 the $t$-values $\leq1.999$ are underlined.

According to the significance $t$-tests, k-sp is clearly superior to the baseline methods such as spk-means, spk-means initialized with the k-means++ technique, k-medoids and HAC as well as their refined solutions using spk-means, and the soft subspace clustering methods wk-means, ewk-means. Compared to spectral clustering k-sp is superior in most datasets, in terms of both NMI and Purity. Spectral clustering seems to be clearly superior only for datasets $M_8^{(M)}$ and $K1_8$. It is also worth mentioning that the computational complexity of spectral clustering is $O(N^3)$ which is significantly higher than that of k-sp. It must be also emphasized that for all datasets the best solutions were provided by the k-sp method.

### 4.4.3. Discussion

As a general conclusion about the experimental study, it turns out that the refined k-sp approach using MedoidKNN with $p_{docs}=0.9$ or 0.8 seems to be the best method exhibiting superior clustering performance as well as robustness in the case of small, or noisy datasets where the clusters overlap in many dimensions. High values of $p_{terms}$ (e.g. 0.98 or 0.95) may also help in some cases. However, we explained in Section 3.5 that the user specifies only the two sets of parameter values $S_{par}$, $S_{par}$, and the best result can then be identified automatically by examining the values of the objective function of the refined k-sp clusterings. We should also remark that k-sp’s feature selection on reference prototypes can efficiently summarize to a great extent the characteristics of the document clusters, since in most cases its application does not deteriorate the clustering performance. When $p_{docs}$ value is kept fixed and small number of features is considered (e.g. $p_{terms} = 0.6$ that is expected to be about 20% of cluster’s features, see Table 2) then, in most cases, the quality of the clusters produced using MedoidKNN($p_{docs}$)$^{NN}$ is comparable to the respective results of the respective unfiltered reference prototypes. As for the Centroid$^{(i)}$, it is the k-sp variant that mostly profits by the prototype filtering.
Fig. 5. Experimental results on four artificial datasets of increasing cluster overlap, from $A_{4(1)}$ to $A_{4(4)}$, where the line-plots indicate the solutions of k-sp method with different parameter values. The respective results for the refined solutions are also reported.
These findings indicate the straightforward applicability of k-sp method to corpus summarization problems or off-line term selection.

In both artificial and real document datasets neither the sophisticated k-means++ initialization, nor the refined k-medoids helped the spk-means to discover much better clusterings. There are also cases where these methods perform equally or worse than typical spk-means. For the refined k-medoids the reason for this observation is explained in Section 3.1 and is related to the inability of any data object to represent a large group of objects in HDS feature space. Thus, spk-means is seeded in a little better way than Forgy random selection. The fact that spk-means++ and the refined k-medoids perform similarly implies that the probability introduced by the former in order to select objects that are far from each other may not reflect their respective semantic distance, since it does not take into account the special properties of text feature space, such as sparsity.

An interesting remark is that the soft subspace clustering methods tested, fwk-means and ewk-means, did not manage to provide satisfactory solutions. In Sections 2.4 and 3.1, we reported as one of their disadvantages the fact that, by introducing explicit feature weights per cluster, the parameters to be estimated are doubled. This becomes more problematic for the very high dimensional datasets used in our experiments. It is worth mentioning that in the experiments in [39] and [33] at most 2000 features were used to represent the documents of datasets containing 2000 to 15905 objects. Apparently, this experimental setting focuses on high dimensional data but of lower scale. The very large scale of dimensionality in our experiments seems to reveal their weakness regarding the number of parameters they use. In most cases, ewk-means presented better results to that of fwk-means with respect to the average evaluation measures. At the same time for many datasets, e.g. A4(1), A4(2), and RS4(1), the best clustering of ewk-means is evaluated to be of lower quality than the average clustering found by the algorithm. This
observation indicates that the feature weight entropy term $e_j$ introduced in Eq. (10) may dominate the value of the objective function. We tried to lower down the $\gamma$ value without observing any improvement. This implies that the feature weight entropy may not always capture the quality of a cluster, whereas numerical issues may also arise for the entropy computation in a HDS feature space.

5. Conclusions

In this paper we have proposed the k-synthetic prototypes (k-sp) clustering method that incorporates the synthetic prototypes into the spherical k-means (spk-means) procedure for document clustering. Through the computation of synthetic prototypes (such as MedoidKNN) cluster-based dynamic feature selection is achieved that favors the representation of the dominant class of a cluster and enables the reassignment of the improperly clustered documents to other clusters. The proposed method is general, simple and effective and includes spherical k-means as a special case. As indicated by extensive experimental results using several datasets, the method provides robust clustering performance especially in cases of small datasets, or noisy clusters that overlap in many dimensions, and compares favorably against spk-means (with Forgy and k-means++ initialization), k-medoids, HAC, spectral clustering, and the subspace clustering methods fwk-means and ewk-means. It is remarkable that in the HDS feature spaces of the datasets we used, state of the art soft subspace clustering methods did not manage to achieve better solutions even than baseline methods such as spk-means.
Table 4
The NMI, Purity measures for the refined solutions found for each dataset. Bold values indicate the best result per column. The underlined t-values denote the cases where according to the statistical t-test k-sp appears not to be significantly better (0 < t-val < 1.96), or appears to be worse than the compared method (t-val < 0).

<table>
<thead>
<tr>
<th>Method</th>
<th>NMI</th>
<th>Purity</th>
<th></th>
<th>NMI</th>
<th>Purity</th>
<th></th>
<th>NMI</th>
<th>Purity</th>
<th></th>
<th>NMI</th>
<th>Purity</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>avg</td>
<td>best</td>
<td>t-val</td>
<td>avg</td>
<td>best</td>
<td>t-val</td>
<td>avg</td>
<td>best</td>
<td>t-val</td>
<td>avg</td>
<td>best</td>
<td>t-val</td>
</tr>
<tr>
<td>k-sp</td>
<td>.901</td>
<td>.914</td>
<td>.968</td>
<td>.978</td>
<td>.866</td>
<td>.960</td>
<td>.968</td>
<td>.756</td>
<td>.930</td>
<td>.433</td>
<td>.527</td>
<td>.740</td>
</tr>
<tr>
<td>Centroid-P,(6)</td>
<td>.803</td>
<td>.946</td>
<td>.664</td>
<td>.907</td>
<td>.958</td>
<td>.034</td>
<td>.913</td>
<td>.941</td>
<td>.050</td>
<td>.056</td>
<td>.193</td>
<td>.270</td>
</tr>
<tr>
<td>spk-means</td>
<td>.785</td>
<td>.832</td>
<td>.075</td>
<td>.909</td>
<td>.950</td>
<td>11.6</td>
<td>.950</td>
<td>.847</td>
<td>.928</td>
<td>.668</td>
<td>.868</td>
<td>12.0</td>
</tr>
<tr>
<td>spk-means++</td>
<td>.768</td>
<td>.843</td>
<td>.078</td>
<td>.949</td>
<td>.955</td>
<td>04.5</td>
<td>.955</td>
<td>.860</td>
<td>.933</td>
<td>.691</td>
<td>.862</td>
<td>10.3</td>
</tr>
<tr>
<td>Medoid-ref</td>
<td>.784</td>
<td>.843</td>
<td>.080</td>
<td>.911</td>
<td>.953</td>
<td>14.1</td>
<td>.953</td>
<td>.868</td>
<td>.930</td>
<td>.431</td>
<td>.628</td>
<td>14.3</td>
</tr>
<tr>
<td>fwlk-means</td>
<td>.501</td>
<td>.262</td>
<td>.808</td>
<td>.366</td>
<td>.574</td>
<td>56.8</td>
<td>.574</td>
<td>.334</td>
<td>.311</td>
<td>.106</td>
<td>.093</td>
<td>81.4</td>
</tr>
<tr>
<td>ekwk-means</td>
<td>.131</td>
<td>.302</td>
<td>43.5</td>
<td>.400</td>
<td>.460</td>
<td>34.6</td>
<td>.460</td>
<td>.372</td>
<td>.540</td>
<td>.032</td>
<td>.003</td>
<td>45.0</td>
</tr>
<tr>
<td>HAC-ref</td>
<td>.851</td>
<td>.936</td>
<td></td>
<td>.802</td>
<td>.936</td>
<td></td>
<td>.936</td>
<td>.450</td>
<td>.659</td>
<td>.156</td>
<td>.418</td>
<td></td>
</tr>
<tr>
<td>Spectral</td>
<td>.850</td>
<td>.969</td>
<td>04.8</td>
<td>.942</td>
<td>.965</td>
<td>02.1</td>
<td>.965</td>
<td>.849</td>
<td>.965</td>
<td>.021</td>
<td>.021</td>
<td>.209</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RS, k-sp: KNN,(90)-P,(95)</td>
<td>.529</td>
<td>.689</td>
<td>.760</td>
<td>.875</td>
<td>.738</td>
<td>.900</td>
<td>.926</td>
<td>.771</td>
<td>.798</td>
<td>.587</td>
<td>.762</td>
<td>.816</td>
</tr>
<tr>
<td>Centroid-P,(6)</td>
<td>.277</td>
<td>.383</td>
<td>14.9</td>
<td>.565</td>
<td>.958</td>
<td>11.6</td>
<td>.958</td>
<td>.625</td>
<td>.737</td>
<td>.691</td>
<td>.657</td>
<td>05.7</td>
</tr>
<tr>
<td>spk-means</td>
<td>.226</td>
<td>.307</td>
<td>17.9</td>
<td>.532</td>
<td>.605</td>
<td>13.8</td>
<td>.605</td>
<td>.598</td>
<td>.706</td>
<td>.677</td>
<td>.766</td>
<td>07.1</td>
</tr>
<tr>
<td>spk-means++</td>
<td>.209</td>
<td>.343</td>
<td>18.3</td>
<td>.508</td>
<td>.623</td>
<td>15.0</td>
<td>.623</td>
<td>.606</td>
<td>.723</td>
<td>.667</td>
<td>.766</td>
<td>07.8</td>
</tr>
<tr>
<td>spk-means++</td>
<td>.285</td>
<td>.427</td>
<td>15.9</td>
<td>.550</td>
<td>.675</td>
<td>13.7</td>
<td>.675</td>
<td>.535</td>
<td>.682</td>
<td>.669</td>
<td>.761</td>
<td>06.9</td>
</tr>
<tr>
<td>Medoid-ref</td>
<td>.095</td>
<td>.153</td>
<td>27.6</td>
<td>.420</td>
<td>.493</td>
<td>21.5</td>
<td>.493</td>
<td>.116</td>
<td>.196</td>
<td>.140</td>
<td>.257</td>
<td>04.5</td>
</tr>
<tr>
<td>ekwk-means</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HAC-ref</td>
<td>.022</td>
<td>.285</td>
<td></td>
<td>.533</td>
<td>.533</td>
<td></td>
<td>.533</td>
<td>.489</td>
<td>.492</td>
<td>.480</td>
<td>.480</td>
<td>.734</td>
</tr>
<tr>
<td>Spectral</td>
<td>.453</td>
<td>.413</td>
<td>04.9</td>
<td>.647</td>
<td>.628</td>
<td>07.9</td>
<td>.628</td>
<td>.725</td>
<td>.740</td>
<td>.747</td>
<td>.754</td>
<td>02.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>M, k-sp: KNN,(90)-P,(95)</td>
<td>.711</td>
<td>.798</td>
<td>.808</td>
<td>.904</td>
<td>.741</td>
<td>.807</td>
<td>.835</td>
<td>.907</td>
<td>.761</td>
<td>.905</td>
<td>.592</td>
<td>.622</td>
</tr>
<tr>
<td>Centroid-P,(6)</td>
<td>.552</td>
<td>.657</td>
<td>13.1</td>
<td>.670</td>
<td>.814</td>
<td>09.5</td>
<td>.814</td>
<td>.667</td>
<td>.768</td>
<td>.693</td>
<td>.780</td>
<td>06.3</td>
</tr>
</tbody>
</table>

(continued on next page)
<table>
<thead>
<tr>
<th>Method</th>
<th>( A_{1}^{(1)} ) - k-sp: KNN(90%)-P(98%)</th>
<th>( A_{1}^{(1)} ) - k-sp: KNN(90%)-P(1.0)</th>
<th>( A_{1}^{(1)} ) - k-sp: KNN(80%)-P(98%)</th>
<th>( A_{1}^{(1)} ) - k-sp: KNN(60%)-P(98%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>spk-means++</td>
<td>.509</td>
<td>.673</td>
<td>.707</td>
<td>.738</td>
</tr>
<tr>
<td>fwk-means</td>
<td>.133</td>
<td>.186</td>
<td>.549</td>
<td>.738</td>
</tr>
<tr>
<td>HAC-ref</td>
<td>.489</td>
<td>.492</td>
<td>.647</td>
<td>.647</td>
</tr>
</tbody>
</table>

**Table 4 (continued)**

<table>
<thead>
<tr>
<th>Method</th>
<th>( A_{2}^{(1)} ) - k-sp: KNN(60%)-P(98%)</th>
<th>( A_{2}^{(1)} ) - k-sp: KNN(90%)-P(1.0)</th>
<th>( A_{2}^{(1)} ) - k-sp: KNN(80%)-P(98%)</th>
<th>( A_{2}^{(1)} ) - k-sp: KNN(60%)-P(98%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>k-sp</td>
<td>.615</td>
<td>.642</td>
<td>.706</td>
<td>.738</td>
</tr>
<tr>
<td>Centroid-P(6)</td>
<td>.331</td>
<td>.459</td>
<td>.288</td>
<td>.331</td>
</tr>
<tr>
<td>fwk-means</td>
<td>.152</td>
<td>.197</td>
<td>.085</td>
<td>.152</td>
</tr>
<tr>
<td>ewk-means</td>
<td>.188</td>
<td>.288</td>
<td>.342</td>
<td>.188</td>
</tr>
<tr>
<td>Spectral</td>
<td>.615</td>
<td>.620</td>
<td>.000</td>
<td>.615</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>( A_{3}^{(1)} ) - k-sp: KNN(90%)-P(1.0)</th>
<th>( A_{3}^{(1)} ) - k-sp: KNN(80%)-P(98%)</th>
<th>( A_{3}^{(1)} ) - k-sp: KNN(60%)-P(98%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NMI avg</td>
<td>best t-val</td>
<td>Purity avg</td>
</tr>
<tr>
<td>k-sp</td>
<td>.547</td>
<td>.607</td>
<td>.734</td>
</tr>
<tr>
<td>Centroid-P(6)</td>
<td>.510</td>
<td>.561</td>
<td>.026</td>
</tr>
<tr>
<td>spk-means</td>
<td>.507</td>
<td>.548</td>
<td>.023</td>
</tr>
<tr>
<td>spk-means++</td>
<td>.506</td>
<td>.568</td>
<td>.027</td>
</tr>
<tr>
<td>Medoid-ref</td>
<td>.492</td>
<td>.568</td>
<td>.036</td>
</tr>
<tr>
<td>ewk-means</td>
<td>.063</td>
<td>.001</td>
<td>.277</td>
</tr>
<tr>
<td>HAC-ref</td>
<td>.375</td>
<td>.591</td>
<td>.444</td>
</tr>
<tr>
<td>Spectral</td>
<td>.492</td>
<td>.497</td>
<td>.054</td>
</tr>
</tbody>
</table>
The proposed k-sp approach exhibits similarity to subspace clustering methods, since the introduced synthetic prototypes define different subspaces in which data classes are more distinguishable. Therefore, one could argue that k-sp in high dimensional and sparse spaces is also a subspace clustering method. To clarify the differences, we remark that many of the subspace clustering methods [39, 33, 31] construct each cluster prototype by explicitly computing weights for each dimension using all cluster objects. On the other hand, k-sp first applies object selection to construct a reference prototype (resulting in implicit feature selection), and then proceeds with optional explicit feature selection on the reference prototype. Moreover, the motivation of k-sp is to address the self-similarity and feature over-aggregation phenomena that are very intense in the HDS feature spaces. We have also shown that the solutions obtained from the basic k-sp phase can be refined by the refinement k-sp phase using the whole feature set, which is in contrast with the traditional idea of subspace clustering.

A direction for future work is to extend the feature selection procedure to a continuous weighting scheme, instead of the current binary weighting. It is interesting to investigate the possibility of developing a gradual adjustment of the k-sp parameters aiming to achieve a gradual change of the prototype behavior from medoid-like to centroid-like. This would also eliminate the separate refinement phase. We also aim to test the proposed method to other problems, such as term selection for cluster summarization, organization of noisy document collections, on-line document clustering, and semi-supervised document clustering [56].
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