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Abstract. A relevance feedback (RF) approach for content-based image
retrieval (CBIR) is proposed, which is based on Support Vector Machines
(SVMs) and uses a feature selection technique to reduce the dimension-
ality of the image feature space. Specifically, each image is described by
a multidimensional vector combining color, texture and shape informa-
tion. In each RF round, the positive and negative examples provided by
the user are used to determine a relatively small number of the most im-
portant features for the corresponding classification task, via a feature
selection methodology. After the feature selection has been performed,
an SVM classifier is trained to distinguish between relevant and irrele-
vant images according to the preferences of the user, using the restriction
of the user examples on the set of selected features. The trained classi-
fier is subsequently used to provide an updated ranking of the database
images represented in the space of the selected features. Numerical ex-
periments are presented that demonstrate the merits of the proposed
relevance feedback methodology.

Keywords: Content-based image retrieval, relevance feedback, support
vector machines, feature selection.

1 Introduction

The target of content-based image retrieval (CBIR) [1] is to retrieve images
relevant to a query of a user, which is expressed by example. In CBIR, an image
is described by automatically extracted low-level visual features, such as color,
texture and shape. After a user has submitted one or more query images as
examples of his/her preferences, a criterion based on this image description is
used to rank the images of an image database according to their similarity with
the examples of the query and, finally, the most similar are returned to the
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user as the retrieval results. Nevertheless, there is an intrinsic difficulty for low-
level image features to capture the human perception of image similarity. The
reason for this is that the user is usually interested in the semantic content of
the images. Unfortunately, the semantic content of an image is very difficult to
describe using only low-level image features. This is the well-known semantic
gap problem.

Relevance feedback (RF) has been proposed as a technique which can be used in
order to bridge the semantic gap. RF is an interactive process between the user and
the retrieval system. In each RF round, the user assesses the previously retrieved
images as relevant or irrelevant to the initial query and provides this assessment
as feedback to the system. This feedback is used, subsequently, by the system so
that the ranking criterion is updated and a new set of images is retrieved. In this
way, the subjective human perception of image similarity is incorporated to the
system and the retrieval results are expected to improve, according to the user’s
viewpoint, with the RF rounds. With regard to RF approaches proposed in the
literature, much work has been done during the last years, e.g. [2], [3], [4], [5],
[6]. Among the proposed RF methodologies, the most prominent are those which
use classifiers to distinguish between the classes of relevant and irrelevant images,
e.g. [2], [3], [4]. In this context, the images assessed by the user as relevant or ir-
relevant up to the current RF round are used as positive and negative examples,
respectively, to train a classifier. This classifier is used, subsequently, to update
the database image ranking. It must be mentioned here that, among all the learn-
ing models proposed for this classification task, Support Vector Machines (SVMs)
[12] constitute the most popular one.

The users of a CBIR system are usually not patient enough to provide the
system with a large number of examples in each RF round. On the other hand,
the description of the images is, generally, of very high dimensionality. From
the above, it becomes obvious that, for RF methodologies which are based on
training a classifier using the feedback examples, the available training set of the
classifier is, almost always, very small compared to the dimensionality of training
patterns. This can deteriorate the classifier performance, leading to poor retrieval
results. To alleviate this problem, a methodology for selecting a relatively small
number of good features for the classification task, based on the properties of
the feedback examples, can be used. In this way, a significant dimensionality
reduction can be achieved by removing irrelevant or redundant features. Train-
ing the classifier on the resulting lower-dimensional feature space can improve
its ability to capture the underlying data distribution, thus leading to better
classifier performance. Moreover, by reducing feature space dimensionality and,
hence, the complexity of data, a decrease in training and image re-ranking time
can be achieved. Many feature selection methods for classification have been
proposed in the literature, e.g. [7], [8], [9]. As will be shown below, some of these
methods can be incorporated straightforwardly in a CBIR system using RF.

The rest of the paper is organized as follows. The SVM methodology in the
context of CBIR using RF is described in Section 2. Section 3 presents the feature
selection methods used in this work. In Section 4, the details and results of the
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experiments are provided and, finally, in Section 5, conclusions and directions
for future research are presented.

2 Using SVMs for RF in CBIR

Consider the binary classification problem {(xi, yi)}N
i=1, where xi are the labeled

patterns and yi ∈ {−1, +1} the corresponding labels. Based on this training set,
we want to train an SVM classifier. The SVM classifier maps the patterns to
a new space, called kernel space, using a transformation x �→ ϕ(x), in order
to get a potentially better representation of them. This new space can be non-
linear and of much higher dimension than the initial one. After the mapping,
a linear decision boundary is computed in the kernel space. In the context of
SVM methodology, the problem of classification is addressed by maximizing the
margin, which is defined as the smallest distance, in the kernel space, between
the decision boundary and any of the training patterns. This can be achieved by
solving the following quadratic programming problem:

max

⎡
⎣

N∑
i=1

ai − 1
2

N∑
i=1

N∑
j=1

aiajyiyjk(xi, xj)

⎤
⎦ over ai, i = 1, . . . , N (1)

s.t. 0 ≤ ai ≤ C and
N∑

i=1

aiyi = 0 (2)

where
k(xi, xj) = ϕ(xi)Tϕ(xj) (3)

is the kernel function and C is a parameter controlling the trade-off between
training error and model complexity. The most popular non-linear kernel func-
tions used for SVMs belong to the class of Radial Basis Functions (RBFs). From
all RBF functions, the most commonly used is the Gaussian RBF, which is
defined by:

k(xi, xj) = exp(−γ‖xi − xj‖2) (4)

After the training of the classifier, the value of the decision function for a new
pattern x is computed by:

y(x) =
N∑

i=1

aiyik(xi, x) + b (5)

where b is a bias parameter the value of which can be easily determined after the
solution of the optimization problem (see [12]). The value |y(x)| is proportional
to the distance of the input pattern x from the decision boundary. Thus, the
value y(x) can be regarded as a measure of confidence about the class of x, with
large positive values (small negative values) strongly indicating that x belongs
to the class denoted by +1 (−1). On the contrary, values of y(x) around zero
provide little information about the class of x.
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In the framework of CBIR with RF, in each round of RF we have to solve
a classification problem as the one described above, where a number of images,
represented as feature vectors, correspond to the feedback examples provided by
the user so far, and each image is labeled by −1 or +1 corresponding to irrelevant
or relevant, respectively. The initial query is considered to be one of the relevant
images and is labeled by +1. From the above, it is obvious that we can train an
SVM classifier based on the feedback examples and use it to distinguish between
the classes of relevant and irrelevant images. Each image in the database will
be presented to the trained classifier and the value of the decision function (Eq.
(5)) will be used as the ranking criterion. The higher the value of the decision
function for an image, the more relevant this image is considered by the system.

3 Feature Selection

Assume, again, we have the binary classification problem presented above, each
pattern xi being a d-dimensional vector of features. Feature selection consists in
reducing the dimensionality of the patterns, usually before training the classifier,
by removing those features which are irrelevant or redundant for distinguishing
between the training set categories, while keeping informative and important
features. As far as the problem of re-ranking the database images can be con-
sidered as a binary classification problem, feature selection techniques can be
applied in each RF round.

Specifically, in this work, we propose an RF scheme for CBIR, which uses
SVMs for the RF task along with the methodology introduced in [7] for fea-
ture selection. The proposed feature selection methodology is described next.
Additionally, another popular and promising methodology for feature selection
is considered, which can be incorporated in the RF scheme in exactly the same
way. This variation will be used for reasons of comparison with the proposed
method.

3.1 Recursive Feature Elimination Using SVMs (SVM-RFE)

The feature selection methodology proposed in [7], called SVM Recursive Fea-
ture Elimination (SVM-RFE), is based on a recursive elimination of the less
important features, based on the results of classification of the training patterns
using SVM classifiers. Thus, the learning model used by this methodology for
feature selection is the same as that adopted for the task of RF in this work. This
results to the benefit of selecting those features which are the most important
for the subsequent training of the SVM classifier used for RF.

Specifically, the SVM-RFE methodology is based on linear-kernel SVMs. Con-
sidering a linear SVM kernel:

k(xi, xj) = xT
i xj (6)

Eq. (5), for the decision function, takes the form:

y(x) = wTx + b (7)
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with

w =
N∑

i=1

aiyixi (8)

where the vector w is of the same dimensionality as the training patterns xi. This
form of decision function implies that the higher the value |wk| or w2

k for the k-th
coordinate of the vector w, the larger is the influence of this coordinate on the
value of the decision function for an unknown pattern x. This notion provides
us with a criterion which can be used to rank the image features according to
their importance for the classification task.

SVM-RFE is a recursive method. In each repetition, it updates a feature set,
Sf , which initially includes all the available features, by eliminating the less
important feature of the set. To determine the less important feature, it trains
an SVM classifier with a linear kernel, using the training patterns restricted on
the features currently included in Sf . After training, the feature with the smaller
value w2

k is considered the less important one and is eliminated from Sf . This
procedure is repeated until a predefined number of features remain in Sf . These
are the features selected by the method.

3.2 Minimum Redundancy Maximum Relevance (mRMR)

Another popular feature selection technique, called minimum Redundancy Max-
imum Relevance (mRMR), is proposed in [8]. This methodology is based on mu-
tual information, which is a measure of relevance between two random variables
x, y. The mutual information is defined by:

I(x; y) =
∫ ∫

p(x, y) log
p(x, y)

p(x)p(y)
dxdy (9)

where p(x), p(y) and p(x, y) are the probability density function (pdf) of x, the
pdf of y and the joint pdf of x, y, respectively. In the framework of mRMR, the
d pattern features and the pattern label are considered to be random variables.
Under these assumptions, the task consists in the incremental selection of those
features which have large relevance with the training labels and, at the same
time, have small redundancy among them. This notion is expressed formally by:

max H(fj) over fj ∈ X − Sf (10)

with
H(fj) = D(fj) − R(fj) (11)

D(fj) = I(fj ; y) (12)

R(fj) =
1

card(Sf )

∑
fi∈Sf

I(fj ; fi) (13)

where fi (or fj), y denote the random variables corresponding to the features
and the label, respectively. In this case, Sf is the set of features which have been
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selected until now and X is the set of all features. Initially, Sf is empty. In the
first repetition, the feature fj ∈ X with the maximum value for D(fj), i.e. the
most relevant with the labels, is selected and inserted in Sf . In each subsequent
repetition, a feature fj from the current set X−Sf is inserted in Sf . This feature
is one with a sufficiently large relevance with the labels, D(fj), and a sufficiently
small mean relevance with the already selected features in Sf , R(fj) (which is
used as a measure of redundancy), so as to maximize H(fj). This procedure is
repeated until the set of selected features, Sf , contains the desired number of
features.

When the random variables are discrete, the mutual information between
them can be computed very easily, as the integrals in Eq. (9) are converted
to summations for all the possible values of the random variables. The values
of the pattern label are naturally discrete. The values of the pattern features
can be easily discretized by computing for each feature the mean (μ) and the
standard deviation (σ) of the values it takes for all training examples. Then, a
common label is assigned for all values in each one of the intervals (−∞, μ− σ],
(μ− σ, μ +σ] and (μ + σ, +∞). After discretization, the probabilities needed for
the mutual information computation can be determined by simply counting the
corresponding instances in the training set.

4 Experiments

In order to assess the performance of the proposed method, an image set con-
taining 3740 images from the image database in [13] is used. These images are
manually classified into 17 semantic categories, and this categorization will be
the ground truth of the RF simulations.

For each image, color, texture and shape information is extracted. As color
features we used a 256-dimensional histogram in HSV color space, with quan-
tization 8 × 8 × 4 for the color coordinates H, S and V, respectively, and a
9-dimensional color moment vector in CIE-Lab color space, containing the first
3 moments (mean, standard deviation and skewness) for each one of the 3 color
coordinates L*, a* and b*. As texture features we used the 104-dimensional
vector produced by the 3-level tree-structured wavelet transform [10], which in-
cludes, for each one of the 4 sub-bands resulted by each signal decomposition,
the corresponding mean and standard deviation of the energy, and is based on
recursive decomposition of the first 3 sub-bands of lower frequency. Finally, as
shape features we used the 80-dimensional edge histogram [11], which is formed
by the uniform partitioning of the image into 16 sub-images and the computa-
tion, for each one of them, of the frequency of occurrence of 5 types of edges
(horizontal, vertical, 45 degrees diagonal, etc.). All the above vectors are merged
in a single 449-dimensional one, which is the final representation of the image.

We implemented an RF simulation scheme, using Precision as measure of
performance, which is the ratio of relevant images within the top T retrieved
images. A retrieved image is considered relevant (irrelevant) if it belongs to the
same (different) category as (than) the initial query. In this simulation scheme,
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Fig. 1. Average Precision in scope T = 20, for K = 25 selected features
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Fig. 2. Average Precision in scope T = 20, for K = 50 selected features

1000 database images are used once as initial queries. For each initial query, we
simulated 6 rounds of RF. In each RF round, at most 3 relevant and 3 irrelevant
images are selected randomly from the first 50 images of the ranking. These
images are used in combination with the examples provided in the previous RF
rounds to select a number, K, of important features and, then, to train a new
SVM classifier in the resulting lower-dimensional feature space. Based on this
new classifier, the ranking of the database images is updated. For the initial
ranking, when no feedback examples have been provided yet and, hence, neither
feature selection nor classifier training can be employed, the euclidean distance
in the initial feature space is used.
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Fig. 3. Average Precision in scope T = 20, for K = 75 selected features
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Fig. 4. Average Precision in scope T = 20, for the 6th RF round

The first comparison is performed between the two previously described fea-
ture selection methodologies, used along with SVMs for the task of CBIR using
RF. The number of features to retain is passed as a parameter to the methods.
Figures 1, 2 and 3 show the results of the RF simulations, i.e. the average Presi-
cion in scope T = 20 during different RF rounds, for selected features K = 25,
K = 50 and K = 75, respectively. As can be seen, the proposed method con-
stantly outperforms the mRMR variation. Moreover, regarding the computation
time required by the two methods, it must be mentioned that the proposed
method is much faster. In particular, when K = 50, the average time (on a
3GHz PC) consumed by the proposed method per initial query is 2.5 sec for 6
rounds of RF, whereas the mRMR variation needs 15 sec per initial query.
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In a second set of experiments, the performance of the proposed method is
compared with that obtained when no feature selection is used. Specifically,
Figure 4 displays the average Presicion in scope T = 20, for the 6th round of
RF, when the proposed method is used with different values of K (e.g., 10, 25,
50, 100, 200 etc.), in comparison with that obtained without feature selection.
It can be easily seen that, using a relatively small number of features, we can
achieve equal or even better performance with respect to that obtained when
using the full feature set.

In the experiments, a Gaussian RBF kernel is adopted for the SVM classifiers
(except for the case of SVM-RFE method, which assumes linear kernel SVMs).
The values of the SVM parameter C and the Gaussian RBF kernel parameter
γ are empirically chosen for each experimental setup, so as to obtain the best
performance. We used the SVM implementation provided in [14], and the mRMR
implementation in [15].

5 Conclusions – Future Work

A new relevance feedback approach for CBIR is presented in this paper. This
approach uses SVM classifiers to distinguish between the classes of relevant and
irrelevant images, along with an SVM-based feature selection technique to re-
duce the feature space dimensionality according to the feedback examples. The
experimental results demonstate the superiority of the proposed method com-
pared to an approach based on a very popular feature selection methodology.
Furthermore, as indicated by our experiments, even with a very large reduc-
tion of the features, a performance equivalent or even better compared to that
obtained for the full feature set can be achieved.

In the future, we aim to use more sophisticated image features to represent
the image content. Furthermore, we aim to apply techniques for automatic de-
termination of the most appropriate number of features for each round of RF.
Finally, we would like to test the scalability of the proposed method using even
larger image databases.

Acknowledgement

This work was supported by Public Funds under the PENED 2003 Project co-
funded by the European Social Fund (80%) and National Resources (20%) from
the Hellenic Ministry of Development - General Secretariat for Research and
Technology.

References

1. Datta, R., Li, J., Wang, J.Z.: Content-Based Image Retrieval: Approaches and
Trends of the New Age. Multimedia Information Retrieval, 253–262 (2005)

2. Guo, G.D., Jain, A.K., Ma, W.Y., Zhang, H.J.: Learning Similarity Measure
for Natural Image Retrieval with Relevance Feedback. IEEE Trans. Neural
Netw. 13(4), 811–820 (2002)



RF for CBIR Using SVMs and Feature Selection 951

3. Jing, F., Li, M., Zhang, H.-J., Zhang, B.: Relevance Feedback in Region-Based
Image Retrieval. IEEE Trans. Circuits Syst. Video Technol. 14(5), 672–681 (2004)

4. Tong, S., Chang, E.: Support Vector Machine Active Learning for Image Retrieval.
ACM Multimedia, 107–118 (2001)

5. Hsu, C.T., Li, C.Y.: Relevance Feedback Using Generalized Bayesian Framework
with Region-Based Optimization Learning. IEEE Trans. Image Process. 14(10),
1617–1631 (2005)

6. Marakakis, A., Galatsanos, N., Likas, A., Stafylopatis, A.: Probabilistic Relevance
Feedback Approach for Content-Based Image Retrieval Based on Gaussian Mixture
Models. IET Image Process. 3(1), 10–25 (2009)

7. Guyon, I., Weston, J., Barnhill, S., Vapnik, V.: Gene Selection for Cancer Classi-
fication Using Support Vector Machines. Machine Learning 46, 389–422 (2002)

8. Peng, H., Long, F., Ding, C.: Feature Selection Based on Mutual Information:
Criteria of Max-Dependency, Max-Relevance, and Min-Redundancy. IEEE Trans.
Pattern Anal. Mach. Intell. 27(8), 1226–1238 (2005)

9. Wang, L.: Feature Selection with Kernel Class Separability. IEEE Trans. Pattern
Anal. Mach. Intell. 30(9), 1534–1546 (2008)

10. Chang, T., Kuo, C.-C.J.: Texture Analysis and Classification with Tree-Structured
Wavelet Transform. IEEE Trans. Image Process. 2(4), 429–441 (1993)

11. Won, C.S., Park, D.K., Park, S.-J.: Efficient Use of MPEG-7 Edge Histogram
Descriptor. ETRI Journal 24(1), 23–30 (2002)

12. Bishop, C.M.: Pattern Recognition and Machine Learning. Springer, Heidelberg
(2006)

13. Microsoft Research Cambridge Object Recognition Image Database, version 1.0,
http://research.microsoft.com/research/downloads/Details/

b94de342-60dc-45d0-830b-9f6eff91b301/Details.aspx

14. LIBSVM – A Library for Support Vector Machines,
http://www.csie.ntu.edu.tw/~cjlin/libsvm/

15. mRMR Feature Selection Site, http://research.janelia.org/peng/proj/mRMR/

http://research.microsoft.com/research/downloads/Details/b94de342-60dc-45d0-830b-9f6eff91b301/Details.aspx
http://research.microsoft.com/research/downloads/Details/b94de342-60dc-45d0-830b-9f6eff91b301/Details.aspx
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
http://research.janelia.org/peng/proj/mRMR/

	Relevance Feedback for Content-Based Image Retrieval Using Support Vector Machines and Feature Selection
	Introduction
	Using SVMs for RF in CBIR
	Feature Selection
	Recursive Feature Elimination Using SVMs (SVM-RFE)
	Minimum Redundancy Maximum Relevance (mRMR)

	Experiments
	Conclusions – Future Work
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




