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ABSTRACT

Movies segmentation into semantically correlated units is a quite tedious task due to "semantic gap". Low-level features do not provide useful information about the semantical correlation between shots and usually fail to detect scenes with constantly dynamic content. In the method we propose herein, local invariant descriptors are used to represent the key-frames of video shots and a visual vocabulary is created from these descriptors resulting to a visual words histogram representation (bag of visual words) for each shot. A key aspect of our method is that, based on an idea from text segmentation, the histograms of visual words corresponding to each shot are further smoothed temporally by taking into account the histograms of neighboring shots. In this way, valuable contextual information is preserved. The final scene and chapter boundaries are determined at the local maxima of the difference of successive smoothed histograms for low and high values of the smoothing parameter respectively. Numerical experiments indicate that our method provides high detection rates while preserving a good tradeoff between recall and precision.
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1. INTRODUCTION

Indexing of video data is very important nowadays, due to the increasing amount of video data produced every year. More specifically, the efficient segmentation of movies into scenes and larger semantically correlated units could provide easy and quick access to a huge volume of video data. The first level of video segmentation is the shot and is defined as an unbroken sequence of frames recorded from the same camera. Each shot is represented by unique frames (key-frames) that capture its content. The efficient representation of a shot by its key-frames is very important, because the more information we have about a shot, the better we can associate it with the preceding or following shots.

Proceeding further towards the goal of video indexing and retrieval requires the grouping of shots into scenes. Usually, a scene refers to a group of shots that take place in the same physical location (e.g. a dialogue detection in a room) or a group of shots that describe an action or event (e.g. a car chase by police cars). A more compact representation/segmentation of a video is the merging of scenes into logical story units. The latter, corresponds to the DVD chapters describing the different sub-themes of a movie.

There are two major problems concerning movie segmentation into scenes and chapters. The first problem concerns the content of the video. In dialogue scenes where the content of video does not change dramatically (change between cameras recording actors speaking), low-level features such as color histograms are quite efficient in detecting the scene boundaries. However, there are scenes where content changes constantly. For example, in a scene describing a car chase, there are different shots taken in different places during the course of the car. Thus, the color distribution of the shots constantly changes making the use of color histograms inefficient. On the other hand, there are some objects or distinctive points that are repeated in consecutive shots during the progress of such an event. Local invariant descriptors provide sufficient description of these interest points and their possible transformations (rotation, scale). These descriptors can be grouped into a large number of clusters. Each cluster is treated as a visual word and represents a specific local pattern shared by all the descriptors in the cluster. By mapping the descriptors into visual words we can adopt the bag of words representation, that in the field of image and video processing is known as bag of visual words. Thus, each video shot can be represented as a vector containing the weighted count of each visual word in the shot. This semantic representation of each shot with a set of visual words helps to "semantically" correlate two shots and detect possible scene boundaries.

The second problem in movie segmentation is the detec-
tion of chapters (logical story units). Since a chapter is a group of scenes describing a sub-theme of the movie, it is expected that the color distributions of the corresponding shots will fail to describe the connectivity between them. For example, consider a chapter that comprises of the two following scenes. The first scene describes a thief stealing a car followed by the second scene that describes the chase of the stolen car from the police. Considering that these two events take place in different places, the color distribution of the shots will constantly change. On the other hand, features describing the stolen and the police cars could provide useful information about the semantical connection of these two scenes and their corresponding shots.

Several approaches have been proposed for the scene segmentation problem. In [11], a scene transition graph is constructed to represent the connectivity between the video shots. Then, this graph is divided into connected subgraphs that represent the final scenes. A similar approach is proposed in [9], where the authors transform the scene segmentation problem into a graph partitioning problem. A shot similarity graph is constructed, where each node represents a shot and the edges between shots depict their similarity based on color and motion information. Then, normalized cuts [10] is applied to partition the graph. A different approach is presented in [8] where a two-pass algorithm is proposed. In the first pass shots are clustered by computing backward shot coherence, a similarity measure of a given shot with respect to the previously seen shots, while in the second pass over-segmented scenes are merged based on the computation of motion content in scenes. In [12], the authors propose the use of Markov chain Monte Carlo to determine the scene boundaries. Two processes, diffusions and jumps, are used to update the scene boundaries that are initialized at random positions. Diffusions are the operations that adjust the boundaries between adjacent scenes, while jump operations merge or split existing scenes.

Segmentation of a movie into a more compact representation, such as chapters, has not received much attention yet. In [9], the authors compare the scene segmentation results of their algorithms with the chapters provided in the DVD compilations of known movies. Considering that chapters are more compact representations, there many false detections resulting into a very low precision, thus making inefficient the specific algorithm for the problem of chapter detection.

Figure 1: Main steps of our method.
In the method we propose herein, each video is first segmented into shots. To represent the content of each shot, key-frames are extracted using an improved version of spectral clustering. Then, local invariant descriptors are extracted from all key-frames of the shot. The descriptors of all shots are clustered into a predefined number of visual words and a visual words histogram is constructed for each shot. The histograms of visual words corresponding to each shot are further smoothed temporally by taking into account the histograms of neighboring shots. In this way, valuable contextual information is preserved. The final scene and chapter boundaries are determined at the local maxima of the difference of successive smoothed histograms for low and high values of the smoothing parameter respectively. Thus, by adjusting the smoothing parameter of the gaussian kernel we can segment each video into different levels, scenes or chapters. In Fig. 1, we summarize the main steps of our approach.

The rest of the paper is organized as follows: In section 2, the key-frame extraction method, the feature extraction method and the construction of visual vocabulary are described. In section 3, the proposed scene and chapter detection algorithm is presented that is based on temporally smoothed shot histograms. In section 4, we present numerical experiments and compare our method with the method proposed in [9]. Finally in section 5, we conclude our work and provide suggestions for further study.

2. VIDEO REPRESENTATION

In order to proceed with video segmentation into high-level units, the volume of video data to be processed must be reduced. It is required to start with the video segmentation into shots and continue with the efficient representation of shots. In this way, a video comprised of thousands of frames can be efficiently represented using only several hundreds of key-frames, that capture the whole content of each shot. In our approach, each video is manually segmented into shots and each shot is represented with key-frames extracted by applying the algorithm explained in the following section.

2.1 Key-Frame Extraction

Each shot is represented by distinctive frames, called key-frames, that capture the whole content of each shot. In our approach we use the method proposed in [1]. Each frame is represented by a 3D HSV normalized histogram with 8 bins for hue and 4 bins for each of saturation and value, resulting to $8 \times 4 \times 4$ bins. The frames of the shot are clustered into groups using an improved version of the typical spectral clustering method [7] that uses the fast global k-means algorithm [5] in the clustering stage after the eigenvector computation. Then the medoid of each group, defined as the frame of the group whose average similarity to all other frames of this group is maximal, is characterized as a key-frame.

2.2 Feature Extraction

As already mentioned, color histograms fail to describe connectivity between shots in cases where the visual content rapidly changes. However, the semantic content remains the same because objects or interest points are repeated during the shots of the scenes. A well-known method to describe objects in images are the invariant local descriptors. These descriptors apart from describing an object, also describe its possible transformations (rotation, scale). In our approach we examine two kinds of descriptors that have been proposed in bibliography. The first ones are the SIFT descriptors proposed in [6] and the CCH descriptors proposed in [3].

2.2.1 SIFT Descriptors

In [6], the scale-invariant feature transforms have been proposed that transform image data into scale-invariant coordinates relative to local features. These features are invariant to image scale and rotation. The method described in [6], consists of four major stages: (1) scale-space peak selection; (2) keypoint localization; (3) orientation assignment; (4) keypoint descriptor. In the first stage, the image is scanned over scale and location to detect features (or interest) points. A Gaussian pyramid is constructed and local peaks (keypoints) in a series of difference-of-Gaussian (DoG) images are detected. In the second stage unstable keypoints are eliminated. In the third stage, the dominant orientations for each key-point based on its local image patch are identified. Finally in the fourth stage, a local image descriptor is built for each keypoint, based upon the image gradient in its local neighborhood. The standard keypoint descriptor used by SIFT is created by sampling the magnitudes and orientations of the image gradient in the patch around the keypoint, and building smoothed orientation histograms to capture the important aspects of the patch. A $4 \times 4$ array of histograms, each with 8 orientation bins, captures the rough spatial structure of the patch. This 128-element vector ($4 \times 4 \times 8$) is then normalized to unit length and thresholded to remove elements with small values.

2.2.2 CCH Descriptors

A similar local invariant descriptor, called contrast content histogram (CCH) is proposed in [3]. It represents the contrast distributions of a local region around an interest point and serves as a local descriptor for this region. Given an image $I$, gaussian kernels are applied to smooth this image. Then, a multi-scale Laplacian pyramid is constructed and salient points are extracted by detecting Harris corners. Around each salient point $p_r$, a region $R$ is defined and the contrast of a point in this area is given from the following equation:

$$C(p) = I(p) - I(p_r).$$  \hspace{1cm} (1)

Region $R$ is defined in a quantized log-polar coordinate system $(r, \theta)$, where $r_1 = 0, \ldots, r, r = \lfloor \log(\sqrt{2m^2}) \rfloor$ and $\theta_l = \frac{2\pi}{l}$, $m = 0, \ldots, l - 1$. Parameters $r, l$ define the distance and orientation quantization respectively. For each sub-region $R_{ij} = (r_i, \theta_j)$, a positive and a negative bin of the contrast values are computed. More specifically, given a salient point $p$, a sub-region $R_{ij}$, the positive and the negative histogram bins are defined from equations (2) and (3) respectively.

$$H_{R_{ij}}^+(p) = \sum_{p \in R_{ij} \text{ and } C(p) > 0} \frac{C(p)}{\#R_{ij}}$$  \hspace{1cm} (2)

$$H_{R_{ij}}^-(p) = \sum_{p \in R_{ij} \text{ and } C(p) < 0} \frac{C(p)}{\#R_{ij}}$$  \hspace{1cm} (3)

where $\#R_{ij}^+$ and $\#R_{ij}^-$ define the number of positive and...
negative positive contrast values in $R_{ij}$. By composing the contrast histograms of all the sub-regions into a single vector, the CCH descriptor of $p_c$ with respect to its local region $R$ is defined as follows:

$$CCH_{p_c} = (H_{R_{00}^+}, H_{R_{00}^-}, \ldots, H_{R_{n0}^+}, H_{R_{n0}^-}).$$

In our approach we used $r = 3$ and $l = 8$ as proposed in [3] resulting to $2 \times 4 \times 8 = 64$ dimensions for each CCH descriptor.

2.3 Visual Words

For each shot a different number of descriptors is computed. These descriptors describe certain objects or interest points in the shots. Suppose we are given a shot $s_i$ and its corresponding set of $n$ key-frames $KF = \{k_1, \ldots, k_n\}$. For each key-frame $k_{fi}$, $i = 1, \ldots, n$, a set for descriptors $D_{k_{fi}}$ is extracted (SIFT or CCH) using the algorithms presented in [6] and [3], respectively. Then, all the sets of descriptors are concatenated to represent the whole shot

$$D_{s_i} = D_{k_1} \cup \ldots \cup D_{k_n}. \quad (5)$$

2.4 Visual Vocabulary

To extract visual words from the descriptors, the set of descriptors of $N$ video shots $D_S = D_{s_1} \cup D_{s_2} \cup \ldots \cup D_{s_N}$ is clustered into $k$ groups $\{C_1, C_2, \ldots, C_k\}$, where $k$ denotes the total visual words vocabulary size. To construct the visual words histogram (bag of visual words) for each shot, its corresponding set of descriptors $D_{s_i}$ is mapped into the $k$ visual words resulting into a vector containing the weighted count of each visual word in the shot. Thus, given that a shot $s_i$ has $D$ descriptors $d_{p1}, \ldots, d_{pD}$, the visual words histogram for this shot is defined as:

$$VH_i(t) = \frac{\{d_{pj} \in C_t, j = 1, \ldots, D\}}{D}, \quad t = 1, \ldots, k. \quad (6)$$

3. SCENE AND CHAPTER DETECTION

So far, each video shot is represented by a visual words histogram that corresponds to the probability that a specific visual word of the video is included in the specific shot. Next, the similarity between shots must be defined in order to detect the scene and chapter boundaries.

3.1 Similarities Between Video and Text Documents

Video and text documents exhibit many analogies. Videos can be segmented into shots, scenes and logical story units (DVD chapters). In a similar way, text documents can be segmented into words, paragraphs and logical story units (book chapters). In [4], the Locally Weighted Bag of Words (Lowbow) framework has been proposed for document representation. The main idea of this algorithm is to use a local smoothing kernel to smooth the original word sequence temporally. In other words, instead of using the typical bag of words representation, the presence of a word at a certain location in the document is borrowed to a neighboring location but discount its contribution depending on the temporal distance between the two locations. This representation captures sequential content at a certain resolution determined by a given local smoothing operator.

A similar approach can be adopted in video documents. Video shots can be regarded as the words of a document that compose a paragraph (scene) that further compose a book chapter (DVD chapter) that describes a specific theme. Thus, in each shot a visual word histogram representation can be adopted and computed as described in Section 2.

![Figure 2: Temporal smoothing of visual words histograms representing the video shots, using a gaussian smoothing kernel.](image)

3.2 Scene Segmentation

In a similar way to Lowbow framework described in [4], a local smoothing kernel can be used to smooth temporally the visual words histogram of a shot with respect to the histograms of neighboring shots. The smoothed histogram $SH_t$ of a visual words histogram $VH_t$ of a shot $S_t$ (where $t$ denotes the time index of the shot) is given from the following equation:

$$SH_t = \sum_{n=-\infty}^{\infty} VH_{t-n} \cdot K_\sigma(t-n), \quad (7)$$

where $K_\sigma$ is the gaussian kernel with zero mean and standard deviation $\sigma$. In Fig. 2 a visual representation of the smoothing process is given. First, the visual words histogram ($VH_t$) for each shot are computed (bottom level). Then, the visual words histogram of shot $S_t$ is smoothed temporally with the neighbor visual words histograms using a gaussian kernel, resulting to the smoothed histogram ($SH_t$) of the shot (upper level). The number of neighboring histograms that contribute to smoothing is defined by the value of the smoothing parameter $\sigma$. By adjusting the value of $\sigma$ we can preserve contextual information concerning scenes, whereas a higher value of $\sigma$ can preserve contextual information concerning chapters.
The sequence $SH_t$, $t = 1, \ldots, N$ of smoothed histograms represents the video shot sequence with a curve in $P_{k-1}$ called Temporally Smoothed Visual Words Histograms or TSVWH curve. Fig. 3, illustrates an example of a video shot sequence, whose TSVWH curve representation is projected from $P_{k-1}$ to $P_2$ using Principal Component Analysis (PCA).

The boundaries between different video segments separate video parts containing different visual words distributions. In the context of the TSVWH curve produced by the smoothed histograms this would correspond to sudden shifts in the curve location. Due to the continuity of TSVWH curve, such sudden shifts may be discovered by considering the local maxima of the Euclidean distance between successive smoothed histograms:

$$V_i = \sqrt{\sum_{h=1}^{k} (SH_i(h) - SH_{i+1}(h))^2}, \quad i = 1, \ldots, N - 1,$$

where $k$ denotes the number of visual words (histogram bins). In Fig. 4 and 5, we present the values of the difference of smoothed histograms using smoothing parameter $\sigma = 8$ (for scene detection) and $\sigma = 16$ (for chapter detection) respectively. In both cases, circles correspond to detected boundaries and stars correspond to true boundaries.

4. EXPERIMENTS

In this section we present numerical experiments for the scene and chapter detection problem, and we also compare our method to an existing approach [9].

$$V_i = \sqrt{\sum_{h=1}^{k} (SH_i(h) - SH_{i+1}(h))^2}, \quad i = 1, \ldots, N - 1,$$
for the three movies of our dataset for the scene and chapter segmentation problem respectively. In all experiments, for scene detection we use \( \sigma = 8 \) and for chapter detection \( \sigma = 16 \). It can be observed that our approach achieves high correct detection rate while keeping small the number of false detections. Even for the difficult problem of chapter detection, our algorithm yields very good results. It is worth mentioning that the performance of the detection algorithm improves, as the number of visual words \( k \) increases. This is expected, since more visual worlds provide more information about the semantic content of the shots. Thus, the more we know about the semantic correlation between shots, the better we can detect scene and chapter boundaries.

### 4.3 Comparison

To compare the effectiveness of our approach, we have also implemented the method proposed in [9]. This method computes both color and motion similarity between shots and the final similarity value is weighted by a decreasing function of the temporal distance between shots given by the following equation:

\[
    w_{ij} = e^{-\frac{1}{2} \left| t_i - t_j \right|^2},
\]

where \( t_i \) and \( t_j \) are the time indices of the middle frames of the two shots under consideration and \( \sigma \) the standard deviation of the shots' duration in the entire video. The parameter \( \sigma \) plays a critical role in the final number of scenes produced by the algorithm. The final shot similarity matrix defines a weighted undirected graph where each node represents a shot and the edges are the elements of the matrix.
To partition the video into scenes, an iterative application of Normalized cuts method [10] was used that divides the graph into subgraphs. It must be noted that the implementation of the Normalized cuts method in this approach does not require the computation of eigenvectors, because scenes are composed of shots which are time continuous. Thus a cut can be made along the diagonal of the shot similarity matrix. The Ncut algorithm is applied recursively as long as the Ncut value is below some stopping threshold $T$. The recall, precision and the $F_1$ values of the experiments of this method are presented in Tables 2 and 3. It is clear that our algorithm provides the best $F_1$ value for all movies, and in general our method outperforms the other approach. Moreover, concerning the chapter detection problem, our method is by far more efficient, whereas the method in comparison fails to provide a sensible and accurate segmentation since it produces many false negatives.

5. CONCLUSIONS

In this paper a new high-level video segmentation has been proposed based on the temporal smoothing of visual word histograms of video shots. For each video shot a number of key-frames is extracted and local invariant descriptors are computed for each key-frame. All the descriptors are clustered into visual words and for each shot a visual word histogram is computed. Next, to preserve valuable contextual information, by adopting the Lowbow framework proposed for text processing, these histograms of visual words are smoothed temporally by taking into account the histograms of neighboring shots. By adjusting the smoothing parameter of the gaussian kernel we can detect both scene and chapter boundaries of each video, determined at the local maxima of the difference of successive smoothed histograms. The presented experimental results on three movies indicate that the proposed method accurately detects most scene and chapter boundaries, while providing a good trade off between recall and precision. In future work, we will try to extend the use of video representation with temporally smoothed shot histograms to other video based applications, such as video retrieval and surveillance.
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