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Abstract 
 

In this paper a relevance feedback (RF) approach for 
content based image retrieval (CBIR) is described and 
evaluated. The approach uses Gaussian Mixture (GM) 
models of the image features and a query that is updated 
in a probabilistic manner. This update reflects the 
preferences of the user and is based on the models of both 
positive and negative feedback images. Retrieval is based 
on a recently proposed distance measure between 
probability density functions (pdfs), which can be 
computed in closed form for GM models. The proposed 
approach takes advantage of the form of this distance 
measure and updates it very efficiently based on the 
models of the user specified relevant and irrelevant 
images. For evaluation purposes, comparative 
experimental results are presented that demonstrate the 
merits of the proposed methodology. 
 
 
1. Introduction 
 

The target of content-based image retrieval (CBIR) is 
to retrieve relevant images from an image database based 
on the similarity of their visual content with one or more 
query images. These query images are submitted by the 
user as examples of his/her preferences. Then, the CBIR 
system ranks the database images and displays the 
retrieved results ordered with respect to their similarity 
with the query images. Most CBIR systems, e.g. [1]–[8], 
model each image using a combination of low-level 
features, and then define a distance metric that is used to 
quantify the similarity between image models. 
Nevertheless, low-level image features cannot always 
capture the human perception of image similarity. In other 
words, it is difficult using only low-level image features 
to describe the semantic content of an image. This is 
known in the CBIR community as the semantic gap 
problem [11]. 

Relevance feedback (RF), has been proposed as a 
methodology to ameliorate this problem, e.g. [1]-[3] and 
[6]-[8]. RF attempts to insert the subjective human 
perception of image similarity into a CBIR system. Thus, 
RF is an interactive process that refines the distance 
between the query and the database images through 
interaction with the user and taking into account his/her 
preferences. To accomplish this, during a round of RF, 
users are required to rate the relevance of the retrieved 
images according to their preferences. Then, the retrieval 
system updates the matching criterion based on the user’s 
feedback, e.g. [1]–[3], [6]–[8], [15] and [16]. 

In what concerns RF approaches proposed in 
literature, there is much work which has been done during 
the last years that can be classified in two main 
categories. The first category concerns learning-based 
methods, i.e. it includes the methods which are based on 
some learning model (usually SVMs) in order to train a 
classifier to distinguish between the positive and negative 
feedback examples, e.g. [28], [6], [26]. The main 
drawback of the learning-based approach is that for every 
feedback round a new classifier must be trained taking 
into account both the previously presented examples and 
the new ones presented in the last feedback round. 

The second category of RF methods (model-based 
methods) includes those that attempt to model the 
statistical distribution of feedback examples in the feature 
space. These methods can be further divided in two 
subcategories.  

The first subcategory includes methods that make the 
assumption that the feedback examples form one cluster 
in feature space. The cornerstone of such methods is 
MindReader [1]. Other methods that work under this 
assumption are presented in [12], [16], [34], [35]. The 
single cluster assumption which is made by these methods 
is usually very restrictive even for the set of positive 
examples. Moreover, the negative feedback examples 
cannot be taken into account because they naturally 
spread across different semantic categories, so it cannot 
be claimed that they form one cluster. Nevertheless, in 
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[35] a solution to this problem is proposed based on a 
“two-step” retrieval approach. In the first step, only the 
positive examples are used to determine a reduced set of 
database images very similar to them. In the second step 
these images are re-ranked based on both the positive and 
the negative examples, in order for the final ranking to be 
produced. 

The second subcategory of model-based RF 
techniques includes methods which assume that the 
feedback examples (either positive or negative) form 
more than one clusters, e.g. [17], [29], [30], [31], [32]. 
The methods which are based on Gaussian mixture 
models belong to this category.  

Gaussian mixtures (GM) are a well-established 
methodology to model probability density functions (pdf).  
The advantages of this methodology such as adaptability 
to the data, modeling flexibility and robustness have made 
GM models attractive for a wide range of applications, 
e.g. [17], [18]. Furthermore, GM models have been 
employed for the CBIR problem, e.g. [4], [14] and [17]. 
The main challenge when using a GM model in CBIR, is 
to define a distance metric between GMs that separates 
well different models, and, in addition, it can be computed 
efficiently. 

In [21] a distance measure between pdfs, called C2 
divergence, has been introduced. This measure can be 
computed in closed form for GM models and can 
constitute the basis for an efficient use of GMs in CBIR. 
In this context, we propose a RF technique, which relies 
on a suitable and intuitive update of the query model 
using the relevance of the retrieved images. Moreover, an 
effective strategy is devised, that requires very few 
computations to incrementally update the distance metric 
after each RF round. A preliminary version of this work 
has been presented in [22]. In the present paper, we 
further elaborate on this approach and provide an in-depth 
experimental study for performance assessment of the 
proposed method. The experimental evaluation is based 
on comparative results on large-scale data sets using an 
enriched set of image features. 

The rest of the paper is organized as follows: in 
Section 2 we describe GMs in the context of image 
modeling for CBIR Furthermore, we define the C2 
divergence as a promising alternative distance metric for 
GMs, we analyze its properties and we present the 
proposed C2-based RF scheme. In Section 3 we provide 
the details and the results of the experiments. Finally, in 
Section 4 we present conclusions and directions for future 
research. 
 
 
 
 
 
 
 

2. Relevance feedback based on Gaussian 
Mixture models in image retrieval 
 

GM models have been used extensively in many data 
modeling applications. Using them for the CBIR 
problems allows us to bring to bear several powerful 
features of the GM modeling methodology, such as 
modeling flexibility and easy training, that make it 
attractive for a wide range of applications, e.g. [18], [19]. 
GM models have been used previously for CBIR, e.g. [4], 
[14], as probability density models of the features that are 
used to describe images. In this framework, each image is 
described as a bag of feature vectors which are computed 
locally (e.g. one feature vector for each pixel or each 
region of the image). This bag of feature vectors is 
subsequently used to train (in a maximum likelihood 
manner) a GM that models the probability density of the 
set of image features. A GM model for the image feature 
vectors dRx ∈  is defined as 
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where K is the number of Gaussian components in the 
model,  0 1jπ≤ ≤  the mixing probabilities with 
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and covariance jΣ .  
In order to describe the similarity between images in 

this context, a distance metric must be defined. The 
Kullback-Leibler (KL) divergence [10] is the most 
commonly used distance metric between pdfs. However, 
this distance measure cannot be computed in closed form 
for GMs. Thus, one has to resort to time consuming 
random sampling Monte Carlo methods, which make its 
use impractical for CBIR. As far as RF is concerned, the 
situation is even worse, because RF is based on the online 
interaction with the user, which demands rapid distance 
update at every RF round. In order to overcome these 
difficulties, some alternatives have been proposed.  

For example, in [14] the Earth Movers Distance 
(EMD) metric between GMs was proposed. This metric is 
based on considering the probability mass of one GM as 
piles of earth and of the other GM as holes in the ground 
and then finding the least work necessary to fill the holes 
with the earth in the piles. The EMD is an effective metric 
for CBIR, however it cannot be computed in closed form 
and requires the solution of a linear program each time 
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that must be computed. Thus it is slow and cumbersome 
to use for RF were the query changes after each RF 
epoch. 

 
2.1. The C2 divergence 

In order to ameliorate these difficulties a new distance 
metric was proposed in [21]. This metric between two 
pdfs ( )1p x  and ( )2p x  is defined as 
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and it can be computed in closed form when ( )1p x  and 

( )2p x  are GMs. In this case we have: 
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miπ  is the mixing weight of the i-th Gaussian kernel of 

mp , ,mi miμ Σ  are means and covariance matrices 

respectively of the kernels of the Gaussian mixture mp , d 

is the dimension of the feature vector x and mK  is the 

number of Gaussian components in mp . 
For the C2 divergence the following properties hold: 
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does not hold, therefore C2 is not a metric as is also 
the case with the KL divergence. 

In what concerns the relation between the C2 and the 
symmetric KL divergence 

 

( ) ( ) ( )[ ]122121 ||||
2
1, ppKLppKLppSKL +=   (8) 

 
it can be proved that, for arbitrary pdfs p1 and p2, the 
difference between the SKL and the C2 is bounded by: 
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due to the Jensen inequality. 

Furthermore, in what concerns the relation between 
the C2 and the norm L2, it is straightforward to show that: 
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is the definition of the norm 

L2 for real continuous functions. Given that 
( ) 1log −≈ xx  for 1≈x  
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2.2. Relevance feedback based on C2 
 

Assume we have a query q modeled as ( )xq  (e.g. a 

GM model), and that the i-th database image is modeled 

by ( )xi  for 1, ...,i N= . The search based on this query 

requires the calculation of a 1N ×  table with the values 

( )2 ,C q i . Also assume that from the retrieved images 

the user decides that the images with models ( )xrm , 

1, 2m M= … , are the most relevant and desires to update 
his/her query based on them. One simple and intuitive 
way to go about it is to generate a new query model given 
by 
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where   0 1mλ≤ ≤ , 
1

M

m
m

λ
=

= Λ∑ , 10 ≤Λ≤ ,  mλ  is the 

relevance assigned by the user to image mr  and Λ−1  is 
the weight of the contribution of the previous query to the 
formation of the new query. The attractive feature of the 
model in Eq. (13) is that relevance mλ  is consistent with 
the probabilistic framework that is used. It has a physical 
meaning; it is proportional to the relevance degree 
assigned by the user to image mr  and this defines a 
“composite model” that incorporates the preferences of 
the user.  

User selected irrelevant images can also be 
incorporated, as negative feedback, into the RF process. 
We can thus define, in a way similar to Eq. (13), an 
updated query model ( )xn'  for the irrelevant images, 
which we call negative query: 
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where , 'n n  correspond to the previous and new negative 

query respectively, , n

n mλΛ  are analogous to the 

previously mentioned , mλΛ  and n
mr , nMm ,...,2,1=  

are the negative examples. The negative query is initially 
“empty”, contrary to the positive one which includes the 
initial query selected by the user. 

Furthermore, it is desirable to efficiently compute the 
distances between the database image models ( )xi , 

1, 2i N= … , and the new query models ( )xq'  and 

( )xn' . Taking into account Eq. (3)-(4) and (13), the 
updated distance measure for the new query 'q  is given 
by: 
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Similar equations hold in the case of the negative query 
distance update. To obtain these equations, the only thing 
to do is to replace mm rMqq ,,,,', Λλ  by 

n
mnn

n
m rMnn ,,,,', Λλ , respectively, in Eq. (15)-(17). 

From the above equations, it is obvious that the 
computation of the distance between ( )xq' , ( )xn'  and 
the database image models is very fast. This constitutes a 
notable advantage of our method. Indeed, computing the 
distance for the new query involves only rescaling 
operations. Actually the new query models in Eq. (13)-
(14) do not need to be constructed. In order to update the 
distance between the new query and the database images 
only the computations of Eq. (15)-(17) are needed, and 
those computations only implicitly involve the new query 
model. 

The best images to retrieve can be found by combining 
both positive and negative RF. This can be done by 
minimizing the following distance metric: 
 

( ) ( ) ( ) ( )inCaiqCaic pospos ,21,2 −−=  (18) 
 

with 0 1posa≤ ≤  being the relative weight given to the 

positive feedback. After computing the metric ( )c i  for 

every database image, we can retrieve the images with the 
lowest values for this metric. Such images will be similar 
to the positive examples and dissimilar to the negative 
examples. 
 
 
3. Experiments 

 
In this work, we propose the use of GMs, in order to 

model the database images, along with the RF scheme 
based on the C2 divergence described in subsection 2.2. 
In order to demonstrate the merits of this method we 
conducted a number of experiments. 

For a comparative evaluation of the proposed RF 
methodology we have implemented the method described 
in [35]. This method incorporates both positive and 
negative examples using a “two step” retrieval scheme. In 
the first step, only the positive examples are used in order 
to rank the database images. Then, only a relatively small 
number of the database images, which are very similar to 
the positive examples, are retained and re-ranked, in the 
second step which takes into account both the positive 
and the negative examples, to produce the final ranking 
from which the top images, placed near to the positive 
and far from the negative examples, are presented to the 
user. Both retrieval steps are based on Lagrange 
optimization in order to estimate the distance parameters 
that minimize the within class distance and maximize the 
between class distance of the positive and the negative 
examples. 

 
3.1. Image databases and features 
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In order to test the validity of the proposed approach 
we used two image databases: The first image set (DB I) 
contains 3740 annotated 640x480 color images from the 
image database in [33]. These images have been classified 
into 17 semantic categories according to their content 
(e.g. airplanes, cars, birds, windows etc). Generally, we 
adopted the categorization specified by the database 
provider, except for a few cases where categories which 
are semantically very close to each other were merged. 
The second database (DB II) is a subset of the Corel 
image database. It contains 9923 images of size 256x384 
that are classified into 42 semantic categories. Although 
the Corel database is professionally annotated and 
categorized, many images containing the same semantic 
content are distributed across different Corel categories. 
Hence, we decided to merge some Corel categories thus 
producing our own semantic categorization, which is 
considered as ground truth.  

For each image pixel in the aforementioned databases a 
set of features has been extracted that are of three types: 

1) Position: the (x,y)-coordinates of each pixel 
normalized by the image width for x-dimension 
and image height for y-dimension.   

2) Color: we chose the CIE-Lab [14] color space as 
being approximately perceptually uniform, a 
property very useful for retrieval, thus 3 color 
features (L*, a*, b*) per pixel were used. In order 
to take the final values for these features, local 
Gaussian smoothing is performed according to the 
texture scale which is mentioned below.  

3) Texture: as a scheme to extract texture features 
from the images we selected the one presented 
analytically in [4]. One measure of local texture 
scale and the anisotropy (A), the polarity (P) and 
the contrast (C) corresponding to this scale, are 
estimated for each pixel. Taking into account that 
the polarity and anisotropy values are meaningless 
in regions of low contrast, the selected texture 
features are AC A C= ∗ , PC P C= ∗ , and C . 

Thus, finally, we have an 8-dimensional feature vector for 
each image pixel with 
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Prior to feature extraction, pixel sub-sampling was 

performed, using a spatially uniform grid. In DB I only 
the 15% of the image pixels was used for feature 
extraction and GM training. In DB II 50% of image pixels 
was used, because the images are of lower resolution. 
Prior to sub-sampling, the images were smoothed using a 
Gaussian kernel in order to avoid aliasing. 

 

3.2. Implementation issues 

Regarding our method, the parameters of the GM 
model of each image were estimated using a variation of 
the well-known EM algorithm, called the Greedy EM 
[23]. This algorithm avoids the problem of parameter 
initialization, which is critical for the normal EM. In all 
the experiments, we chose to use full covariance 
parameterization for the GM components. We also 
selected empirically to use 10 components per GM model. 
Before applying the EM algorithm, we normalize each 
feature to have zero mean and unit standard deviation, 
given the set of all feature vectors in the image.  

The parameters , n

m mλ λ  for the positive and negative 
examples are given equal values regardless of m, because 
for the simulations described analytically in the next 
subsection, the ground truth of the aforementioned pre-
categorized databases is used in order to select the 
positive and negative examples. Thus, using the strict 
ground truth categorization, it is meaningless to assume 
different relevance degrees for each example. The weight 
of the previous positive (negative) query, Λ−1  
( nΛ−1 ), is given values proportional to the number of 
the positive (negative) examples given by the user until 
the current RF round.

In order to extract features appropriate for the method 
proposed in [35], we partitioned each database image in 9 
sub-images dividing each of the x and y image axes in 3 
equal width intervals, and for each sub-image we 
estimated a 

( ) ( ) ( )( )smoothedsmoothedsmoothed baL *** 884 −−××  
color histogram, and a ( )CPCAC −−××  444  
texture histogram. Thus, we get an image description of 

18=I  feature vectors, 9 256-dimensional color 
histogram vectors and 9 64-dimensional texture histogram 
vectors.  

 
3.3. Simulations and results 

In order to quantify the performance of the proposed 
RF system we have resorted to relevance feedback 
simulation. In this simulation, a percentage of the images 
of each database category are selected to form a query set. 
Each image in this set is used as initial query. The 
simulation scheme is similar to that proposed in [16]. The 
accuracy is measured as the ratio of relevant images 
(determined according to the ground truth) among the top 

T retrieved images. At each feedback step, at most pK  

relevant images are selected from the top M retrieved 
images, as positive feedback. If the number of relevant 

images in the top M retrieved images is greater than pK , 
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then we select randomly pK  of them as feedback, else 

we select all the relevant retrieved images. In case we 
wish to provide the system with negative feedback we 
follow a similar procedure providing as feedback at most 

nK
 
of the non-relevant images retrieved in the first M 

retrieved images. We provide experiments with this 
methodology in both databases. In DB I each image was 
used once as the initial query whereas in DB II the 40% of 
the database images (a percentage sufficient from the 
statistical point of view) were used as initial queries. The 
average accuracy was computed in databases for all 
images in the set of initial queries and for each RF round. 
In both databases, for reasons of comparison we made 
several choices regarding the RF method and the RF 
parameters. The results are given in Figures 1, 2. The 
choices for the simulation parameters were: 

10  ,10  ,150  ,20 ==== np KKMT . When 

negative feedback was provided, 65.0=posa . For the 

method proposed in [35], when negative feedback was 
provided, the M ( =150 ) top ranked images in the first 
step of retrieval were retained in the second step of 
retrieval. In Figures 1, 2 with “GMM” we denote our 
method and with “Meth[35]” the method proposed in 
[35]. Furthermore, “p” indicates the use of positive 
feedback and “n” indicates the use of negative feedback.  

As it can be easily observed from Figures 1, 2, when 
compared with the method proposed in [35], our method 
almost always results in a performance improvement after 
the initial (one or two) RF rounds. When negative 
feedback is used, our method always results in 
significantly higher levels of accuracy. This is an 
assessment of the advantages of the proposed RF scheme, 
which easily, efficiently and intuitively incorporates both 
the positive and negative examples, and justifies the use 
of GMs for image modeling. 

To provide an estimate of the retrieval time of the 
proposed method, it can be noted that for DB I and for the 
previously described simulation scheme (with both 
positive and negative feedback and with the simulation 
parameters having values as specified above) it takes 
about 166 sec of computation time (on a 3 GHz PC using 
Matlab) to execute for all 3740 images presented as initial 
queries, the initial retrieval plus six epochs of RF. This 
means that the average retrieval time per image query 
with 6 rounds of RF is 0.044 sec. On the other hand using 
the same simulation scenario, the method proposed in 
[35] takes about 19000 sec for all 3740 images used as 
initial queries which means an average of about 5 sec per 
query. This significant difference in time complexity, 
demonstrates the noticeable ability of our RF scheme to 
update rapidly the distances between the database images 
and the new query and to provide instantaneous response 
to the user.  
 

 
4. Conclusions 

 
This work focuses on the evaluation of a probabilistic 

framework for relevance feedback based on GM models. 
The main advantages of the proposed methodology are 
accuracy as indicated by our simulation study results, 
speed of implementation and flexibility. Incorporation of 
both positive and negative feedback examples is 
performed in a very intuitive manner which, in 
combination with the simple and easy to update form of 
the ranking measure C2, allows for real time evaluation of 
the image ranking criterion. In this way, fast retrieval is 
achieved after user feedback has been provided. 

Furthermore, we compared our method with the 
method proposed in [35] which incorporates both positive 
and negative feedback examples. The performance of our 
method is clearly superior, especially when both positive 
and negative feedback is used.   

In the future we intend to provide the user with the 
possibility to determine explicitly the degree of relevance 
of the feedback examples, by implementing a 
sophisticated interactive system based on GMs and using 
our RF scheme. In addition, we aim to generalize our RF 
scheme to support region-based similarity and retrieval. 
Furthermore, we aim to attempt to apply techniques for 
determining automatically the appropriate number of 
kernels of each mixture model. Moreover, we plan to test 
the performance of our method using more sophisticated 
image features. Finally, we would like to test the 
scalability of the proposed method using even larger 
image databases.  
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Figure 1. Average accuracy in scope T = 20 during 

different rounds of relevance feedback (DB I) 
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Figure 2. Average accuracy in scope T = 20 during 

different rounds of relevance feedback (DB II) 
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