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ABSTRACT: This paper introduces a microcalcification detection technique to be used as a part of a computer aided detection (CAD) scheme for mammographic images. The proposed method consists of several steps such as mammogram segmentation, microcalcification feature extraction and their cluster classification as true or false findings. It is tested on 20 mammograms of the MIAS mammographic database which contains microcalcification clusters. A hybrid neural network (HNN) system is used as a classifier consisting of a rule-based component followed by a feedforward neural network with one hidden layer that has been trained using the Levenberg-Marquardt algorithm. The achieved classification performance results in 94.1% sensitivity and 1.85 false positive clusters per image. The high microcalcification detection rate of the proposed system is a promising result indicating that the system could be exploited in the further development of a mammographic CAD system.

INTRODUCTION

Breast cancer is a major cause of women’s death. Regular mammographic screening projects for women of certain age or high risk groups is taking place in developed countries. Mammography is the most reliable procedure for detecting nonpalpable cancers even when the size of the abnormality is minimal [1]. Early detection and removal of the primary tumor is an essential task that results in the reduction of patients mortality [2]. However, it is difficult for a doctor to correctly diagnose a mammographic image. Therefore, several image processing techniques have been proposed to enhance mammographic images. Computerized methods have been developed to detect and classify possible lesions with the aim to become a “second opinion” for the radiologists in the process of mammographic diagnosis. One of the early signs of breast cancer is the presence of microcalcification clusters at the mammogram of asymptomatic women. However, a number of such findings could be missed or misinterpreted by doctors, due to the particularly small size and low contrast that they usually exhibit in an inhomogeneous mammographic background. At the same time, many diagnostic errors could occur, since the number of the expert radiologists is quite small and the interpretation of a mammogram could depend on radiologist’s heavy schedule. Studies indicate that the radiologists’ interpretation variability is about 8% as an average intraobserver, in addition to interobserver that is about 19% [3].

For all the above reasons, a reliable computer-aided diagnostic (CAD) tool could take place as a “second reader” at the procedure of mammogram interpretation.

In the literature, several techniques have been proposed to detect the presence of microcalcifications such as classical image processing methodologies [4,5,6], statistical methods [7], wavelet based techniques [8,9], and neural network techniques [10-16]. In our method, a segmentation technique is used to detect possible microcalcifications clusters (ROIs). For cluster identification a hybrid neural network system is used consisting of a rule-based component (with four rules) followed by a neural network component which is an one hidden layer feedforward classification neural network.

MATERIALS AND METHODS

Image data set

The mammographic database that is used for the development and evaluation of our technique is the database of the Mammographic Image Analysis Society (MIAS) [17]. Digitisation was performed on a Joyce-Loebel scanning microradiometer SCANDIG-3, which has a linear response in the optical density range 0-3.2. Pixel depth is 8-bits with a spatial resolution of 0.05 pixel size. The images are categorized according to the biopsy-proven classes of their abnormality. Twenty-five of the images include microcalcifications that are localized with the help of a text data file containing for each cluster, the coordinates of the centre and the radius (in pixels) of a circle enclosing the abnormality. In three images, calcifications are widely distributed and in other two there was no biopsy indication. These five images were removed from our data set, which finally consists of ten malignant and ten benign microcalcification mammograms containing a set of twenty five localized microcalcification clusters (twelve malignant and thirteen benign) of several background tissues and sizes.

Skinline segmentation

In a typical mammogram one could identify different objects and areas such as the tissue area, the background space and a number of informative marks. The first step in each image processing methodology is the localization of the region of interest, that is the breast area. The removal of useless marks and image background regions is essential for the success of
further processing. The skinline segmentation procedure sets all the image pixels with intensity value less than 20 (for 8-bits scale, 0-255 grey levels) equal to zero. In this way, a binary thresholded image is obtained consisting of a number of “white” objects on a black background. The typical appearing objects are the breast region as well as several marks, letters, or film artefacts on the background area. The area of each object is computed. The larger object corresponds to the breast region. All the pixels that belong to the breast area and are near to its boundary with the background area compose the skinline area. Close to the skinline a number of very small objects appears, that are actually parts of the breast region but due to the thresholding operation they appear as separate objects. Using morphological dilation, with a structure element radius of 20 pixels (~1.5 mm), an expansion of breast region outline is achieved including the small objects that appear near to the breast outline along with all the pixels that are at the same area and have intensity values lower than 20. All the pixels that belong to the non-breast area take intensity values equal to zero and thus all the useless objects are removed from the image. In this way, the minimum rectangle that contains the breast region (bounding box) is automatically extracted and is used as the original mammogram for the subsequent steps.

Breast region segmentation

The segmentation process is possibly the most critical step on an image analysis method. Its aim is the segregation and the selection of the image parts that will be used for further processing. In our case, the regions of interest are the areas where microcalcifications exist. Thus, the outcome of the segmentation process is a number of localized pixels that are parts of possible microcalcifications in a specific region of interest (ROI).

A background correction method is applied to the mammogram after preprocessing. The image is considered as a 3D plot with the third axis corresponding to the intensity value of each pixel (Fig. 1a). The whole image is split into 30×30 subimages and through the use of bicubic interpolation in each subimage a second plot is computed. This plot represents the mean intensity level of each subregion that is an approach of the intensity level of the microcalcification local background (Fig. 1b). Then, the interpolated image is subtracted from the original mammogram producing a third image with each pixel value demonstrating the difference between the original and local background pixel values. Next, the pixels with the highest positive intensity differences are identified and a percentage of them is selected. The outcome image is in binary format. The reason for the selection of pixels with positive values is that the objects of interest (microcalcifications) are characterized by higher intensities compared to their background. The number of selected pixels is quite large since in subsequent processing a fraction of them will be removed. If the amount of the selected pixels is very low (lower than 10% of the total pixel number of the original image), the primary percentage become higher. Its value is chosen equal to the half of the pixel intensity that corresponds to the first percentage selection. In such a way a remarkable number of pixels will be included in the binary outcome image (A). The above case occurs when the mammogram has very low contrast usually due to erroneous exposure conditions.

The second step in the segmentation procedure is achieved using a contrast enhancement filter of a 9×9 kernel with its centre value equal to 80 and all the other values equal to –1 [18][19]. A selection of 5% of the more intensive pixels takes place, producing as a result an other binary image (B). The final segmented image is obtained from the logical summation (AND) of the two binary images, A and B. It contains the pixels that have high absolute intensity values and, at the same time, quite high intensity values in comparison with the background intensity of their local neighbourhood (Fig. 2).

Microcalcification detection and clustering

The pixels belonging to possible microcalcifications are identified in the segmented image as having unity value in contrast to the background pixels that are equal to zero. Neighbouring pixels with a connectivity of eight, are grouped together to create possible microcalcification objects. Objects that consist of less than two pixels are rejected since they are considered as noise [20]. Apart from the two-pixel objects, there is also a number of other small objects that are located over the breast area, are isolated and are quite far away from a larger microcalcification-size object.

Since the diagnostic information is related with the presence of object clusters, individual objects (possibly artefacts) should be removed. To eliminate these artefacts we apply morphological operators. Application of erosion using as structure element a 3×3 kernel with unity value, results in the removal of all objects apart from those that have at least one innermost pixel at the object’s area that is not part of its boundary. After the erosion, only some inner pixels that belong to large area objects still
remain. These pixels correspond to the centres of the regions of interest (ROIs), which will be generated using the dilution operator with a 3×3 structure element near its region of interest (ROI) area around the object. The smallest ROI size is about 101×101 pixels and appears when the central object’s pixel is isolated and no other central pixel is located at a distance smaller than 100 pixels (100 pixels is the maximum allowed distance in order for two separate objects to belong in the same ROI). The distance value (100 pixels ~ 5 mm) is selected by taking into account the mean distance among microcalcifications in a cluster [21]. A ROI that is not of minimum size has been generated from a group of objects (possible cluster) that are located in the same neighborhood. In such case, two or more ROIs will be connected and a new enlarged ROI will be generated containing more than two of the original objects. Based on the above methodology, several ROIs are identified in the mammogram and each of them is a candidate for being a real cluster of calcifications. The ROIs population is categorized in two classes depending on their area. The first group contains those ROIs with area lower than 20,000 pixels (2×100×100) (which is a reliable threshold value discriminating ROIs that are generated from individual objects). The second group contains the remaining ROIs having a remarkable area due to the inclusion of at least two nearby objects.

The problem that sometimes must be overcome is the existence of a small ROI near to a big one. In other words, the existence of an individual object close to a group of objects could be the case of an isolated microcalcification near to a large microcalcification cluster. To take into account this case, a second dilution process is applied on the previous diluted-ROIs image. It is applied only to the class of larger ROIs using a 3×3 structure element in a 50-cycles repeating step. The resulting image contains usually one or two ROIs that include at least one large ROI and perhaps some small ROIs that are close to the large area. The last step could provide information about small ROIs that exist close to large ROIs and are possibly part of them.

The physical meaning of the above procedure is an endeavour to localize a group of objects or possible microcalcification clusters. Cluster detection is the primary aim of radiologists in a mammogram interpretation procedure. The medical rule for the existence of microcalcification cluster in a location is the presence of more than three calcifications in 1 cm² area [22]. Using the above morphological analysis, a number of ROIs with different areas is extracted. The ROIs with small areas have low probability to correspond to real clusters but as the area becomes larger this possibility increases.

Feature calculation

A wide variety of features is automatically calculated for the objects (possible microcalcifications) and their corresponding groups – clusters. The computed features can be divided into three categories related with the object’s intensity-contrast, shape and texture. Group features are calculated by considering each group as a large object with its shape formed from the outline of the area which encloses the individual objects. The group features are computed as the mean value of the five larger objects included in its area. The selection of the larger microcalcifications is done since a very small area microcalcification does not incorporate enough pixels for reliable feature value computation [21].

### Table 1: Main features for cluster categorization

<table>
<thead>
<tr>
<th>Features for microcalcification (MC) cluster classification</th>
<th>Radiologists characterization features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of MCs in cluster</td>
<td>Cluster elements (separable / countable)</td>
</tr>
<tr>
<td>Cluster area</td>
<td>Cluster’s size</td>
</tr>
<tr>
<td>Mean MC’s area</td>
<td>MCs size</td>
</tr>
<tr>
<td>STD of MCs area</td>
<td>Shape of elements within cluster</td>
</tr>
<tr>
<td>Mean MC’s compactness</td>
<td>Shape of elements within cluster</td>
</tr>
<tr>
<td>Mean MCs elongation</td>
<td>Shape of elements within cluster</td>
</tr>
<tr>
<td>STD of MC’s elongation</td>
<td>Shape of elements within cluster</td>
</tr>
<tr>
<td>STD of MC’s intensity</td>
<td>Density of calcifications</td>
</tr>
<tr>
<td>Mean MC’s background intensity</td>
<td>Density of calcifications</td>
</tr>
<tr>
<td>Mean contrast</td>
<td>Contrast of calcifications</td>
</tr>
<tr>
<td>Cluster eccentricity</td>
<td>Shape of cluster</td>
</tr>
<tr>
<td>Mean distance from cluster centroid</td>
<td>Calcification’s distribution</td>
</tr>
<tr>
<td>Neighbouring with a larger cluster</td>
<td>Calcification’s distribution</td>
</tr>
<tr>
<td>Cluster Entropy</td>
<td>Calcification’s distribution</td>
</tr>
</tbody>
</table>
Feature selection

The purpose of this step is the selection of features with the higher discriminative power. Through visual inspection we determined the features having the ability to categorize a high percentage of the cluster set. Additionally, the receiver operating characteristic (ROC) curve is plotted for each feature and the area $A_r$ under the ROC curve, is calculated. Features with the higher $A_r$ area are collected. A set of 14 features that exhibit the highest discriminative performance is chosen (Table 1). The selected features are highly correlated with the mammographic features that radiologists examine during a diagnostic procedure [23].

Classification procedure

The aim of the classification component as part of the cluster detection procedure is the categorization of clusters identified during segmentation as true or false microcalcifications. The large number of false positive clusters that appears after the segmentation process, makes the classification task difficult. We propose a hybrid classification system consisting of a rule-based component followed by a neural network classifier.

Rule-based system

The rule-based approach was the first methodology employed in order to reduce the number of false positive microcalcification clusters [24][25]. In our rule-based component, combinations of main cluster features (listed in Table 1) are employed.

Neural network

Since classification efficiency of the rule-based system was not satisfactory, a methodology based on neural networks was tested. A multilayer feedforward neural network (multilayer perceptron) architecture is used. The network has an input layer with five nodes, one hidden layer—consists of 15 sigmoid nodes and an output layer with one sigmoid node. The input vectors are computed by considering the five principal components of the total set of computed features that contribute to the highest amount to the variation in the cluster feature set. Three main categories of training algorithms are tested. At the beginning, standard steepest descent and gradient descent with momentum are applied. Next, techniques with variable learning rate as well as resilient backpropagation algorithms are practiced. Finally, three types of numerical optimization techniques are implemented: the conjugate gradient, the BFGS Quasi-Newton method, and the Levenberg-Marquardt algorithm [26]. The training, as well as the test sets are equal to half of the whole cluster data set with each one containing approximately equal number of pathological clusters.

Hybrid neural network

The proposed hybrid artificial neural network methodology for the reduction of false positive detected clusters leads to improved performance efficiency compared to the single rule-based and neural network based schemes. The hybrid ANN consists of two main components (Fig. 3). The first one uses a set of four rules utilising the features with the highest discriminative power (with the largest $A_r$ area under the ROC curve) to classify a significant number of “obvious” clusters. Obvious or typical [19] clusters are those which are easily evaluated by a radiologist as pathological. Clusters with many microcalcifications in a small area, having a high contrast with respect to their neighbourhood and particular shapes are clear cases of abnormalities.

![Figure 3: Representation of hybrid neural network.](image)

The rule-based component of the HNN classifier uses four cluster features to identify typical clusters. The cluster area, mean boundary intensity, cluster entropy and neighbouring with large clusters are the features that are utilized. In what concerns the first two features, a threshold value is sufficient to distinguish large groups of real clusters. From the remaining clusters, we select the groups of objects with the highest entropy value in each mammogram and those that are located in the neighbourhood of a large cluster.

![Figure 4: The neural network part of hybrid system.](image)

The artificial neural network that is used as the second component of the HNN, is a three-layer feedforward neural network having an input layer with five nodes, one hidden layer with 15 nodes and an output layer of one node (Fig. 4). If the
input vector includes all the main features of the Table 1 as its components, a high dimensionality vector is produced with highly correlated components. The components of feature vector are normalized to zero mean and unity variance. In order to reduce the dimensionality of the input vector principal component analysis (PCA) was applied to eliminate the components that contribute less than 5% to the total variation of the data set. The output of the PCA procedure is a five-component vector that constitutes the input to the neural network. The Levenberg-Marquardt algorithm in combination with Bayesian regularization is used for training [27][28].

RESULTS AND DISCUSSION

A set of 20 abnormal mammographic films of the MIAS database containing microcalcification clusters is used. Based on biopsy-proven characterization, 25 clusters have been classified as abnormal containing 12 malignant and 13 benign clusters. The output of our segmentation process, including all the MIAS true clusters, is 216 ROIs which are candidate microcalcification clusters. During the detection process, it is useful to maintain the sensitivity level as high as possible due to the specific diagnostic aim of the whole CAD application. 

Comparing the ground true cluster circles of the MIAS database with our segmented clustered images – binary images having value “1” in the ROIs area – we classified the ROIs as true or false findings. 34 detected ROIs belong to the 25 biopsy-proven circles of the database. This differentiation between the two sets is due to the fact that in some MIAS's localized circles more than one detected ROIs-clusters are included. Using the radiologists' limitation that only clusters of three or more objects (within a region of approximately 1 cm²) are considered as clinically suspicious [29], the number of ROIs that are candidate clusters is reduced to 193. In the next step, individual microcalcifications features as well as cluster features are extracted, as described above.

Table 2: Performance of several training algorithms for 88% sensitivity.

<table>
<thead>
<tr>
<th>Training algorithm</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>False positive cluster/image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient descent</td>
<td>0.88</td>
<td>0.59</td>
<td>3.25</td>
</tr>
<tr>
<td>Gradient descent with momentum</td>
<td>0.88</td>
<td>0.55</td>
<td>3.6</td>
</tr>
<tr>
<td>Resilient backpropagation</td>
<td>0.88</td>
<td>0.45</td>
<td>4.3</td>
</tr>
<tr>
<td>Conjugate Gradient</td>
<td>0.88</td>
<td>0.74</td>
<td>1.95</td>
</tr>
<tr>
<td>Scaled Conjugate Gradient</td>
<td>0.88</td>
<td>0.58</td>
<td>3.35</td>
</tr>
<tr>
<td>One Step Secant</td>
<td>0.88</td>
<td>0.66</td>
<td>2.7</td>
</tr>
<tr>
<td>Levenberg-Marquardt</td>
<td>0.88</td>
<td>0.52</td>
<td>3.85</td>
</tr>
</tbody>
</table>

The main subject of the following classification process is the reduction of the number of false positive clusters (fpc)-ROIs. The low specificity could be improved with the use of a classifier. Three approaches are implemented based on rule-based, neural network and hybrid neural network schemes. 

The case of the rule-based classifier the implementation of thresholds in the features with the higher discrimination ability provide a reasonable reduction of fpc. The use of, at least, four rules on several feature sets, provides a correct classification for no more than 65% of the cluster set. The best performance is achieved using five features: cluster area, number of MIs in each cluster, cluster entropy and mean microcalcification’s boundary intensity. Further improvement in categorization using a rule-based process is unfeasible due to the fuzzy boundaries at microcalcification features space. The necessity of better classification lead us to pursue for a more sophisticated classification method.

Several topologies of a neural network classifier are tested using multilayer perceptron schemes applying one or two hidden layers. Their characterization performance is shown in Table 2. Better results are achieved using the conjugate gradient training algorithm. For sensitivity of 0.88 (4FN/34) the specificity is 0.74 or 1.95 fpc/image. Unfortunately when considering sensitivity 0.94 (2FN/34), the number of false positive clusters increased rapidly reducing the specificity to 3.95 fpc/image, which makes the network ineffective in high sensitivity procedures. Although the area under ROC curve (Aₕ) is more convenient performance measure for the comparison of our networks, the number of false positive clusters at a specific sensitivity level is a significant descriptor of the classification success. The quantity Aₕ is not always an appropriate measure of performance because of its global nature, as pointed out in Ref. [30].

Table 3. Performance of several hybrid training algorithms at 88% and 94% sensitivity.

<table>
<thead>
<tr>
<th>Training Algorithm</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>False positive cluster/image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gradient descent with moment</td>
<td>0.88 (0.94)</td>
<td>0.70 (0.68)</td>
<td>2.4</td>
</tr>
<tr>
<td>Resilient backpropagation</td>
<td>0.88 (0.94)</td>
<td>0.65 (0.58)</td>
<td>2.75</td>
</tr>
<tr>
<td>Conjugate Gradient</td>
<td>0.88 (0.94)</td>
<td>0.71 (0.60)</td>
<td>2.25</td>
</tr>
<tr>
<td>Scaled Conjugate Gradient</td>
<td>0.88 (0.94)</td>
<td>0.80 (0.62)</td>
<td>1.6</td>
</tr>
<tr>
<td>One Step Secant</td>
<td>0.88 (0.94)</td>
<td>0.66 (0.60)</td>
<td>2.7</td>
</tr>
<tr>
<td>Levenberg-Marquardt</td>
<td>0.88 (0.94)</td>
<td>0.80 (0.77)</td>
<td>1.55</td>
</tr>
</tbody>
</table>

The necessity for an even more effective classifier leads us to the construction of a hybrid system. The rule-based component is the same as described above. The performance of this step contributes to the correct classification of the "typical" clusters with a low number of misclassifications mostly in the false positive class. Testing with several network topologies as well as training algorithms was done for the classification of the rest - "atypical" clusters. The performance of the hybrid system is shown in Table 3. Although some of them have satisfactory performance only the Levenberg-Marquardt algorithm keeps a high specificity level for a range of sensitivity values. Scaled conjugate gradient has quite low fpc rate for 88% sensitivity, but at a higher level its specificity is low.
The hybrid system that has the best performance in a wide enough sensitivity range is the one that contains a network with one hidden layer - 15 nodes trained with a Levenberg-Marquardt algorithm. At a higher sensitivity of 0.94 (2FN/34) the specificity is 0.77 (37FP) or 1.85 fpc/image. The performance remains at the highest levels for a quite large range of networks sensitivities (Table 4). An additional measure of the system performance is the area A<sub>uc</sub> that is equal to 0.91.

**Table 4: Performance of the proposed Hybrid Neural network trained with the Levenberg-Marquardt algorithm.**

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Sensitivity (FN)</th>
<th>Specificity</th>
<th>fpc/image</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.79 (7)</td>
<td>0.88</td>
<td>0.95</td>
</tr>
<tr>
<td>0.001</td>
<td>0.88 (4)</td>
<td>0.81</td>
<td>1.55</td>
</tr>
<tr>
<td>0.0001</td>
<td>0.94 (2)</td>
<td>0.77</td>
<td>1.85</td>
</tr>
<tr>
<td>0.000001</td>
<td>0.97 (1)</td>
<td>0.73</td>
<td>2.15</td>
</tr>
</tbody>
</table>

Several techniques have been proposed demonstrating high false positive cluster detection performances. The comparison of their results is a difficult task since individual research groups use different datasets. Methodologies tested on the MIAS database have been reported in the literature [31,32]. The performance is at the same or lower level (with respect to our method) with the best one having a sensitivity value of 95.6% with 1.8 fpc/image. The computational time of our technique is quite low. Most time is spent during the segmentation process, that is about 30 min depending on the size of the breast area. Feature extraction and classification process are not time consuming (3 min).

**CONCLUSIONS**

A method for microcalcification detection in digitised mammograms based on computational feature extraction procedure is used in 20 images of MIAS database. A hybrid neural network system is used to reduce the high number of false positive detected microcalcification clusters. The achieved classification sensitivity of our technique is 94.1% with a false positive rate of 1.85 clusters per image.

Further testing has to be performed concerning the use of other databases as well as original mammograms obtained from clinical routine or screening population projects. Additional analysis must be performed to assess the discriminating ability of the microcalcification features and their clinical evidence, in order to achieve categorisation between benign and malignant clusters.
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