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This paper describes a robust, fully automated algo-
rithm to register intrasubject 3D single and multimo-
dal images of the human brain. The proposed tech-
nique accounts for the major limitations of the existing
voxel similarity-based methods: sensitivity of the regis-
tration to local minima of the similarity function and
inability to cope with gross dissimilarities in the two
images to be registered. Local minima are avoided by
the implementation of a stochastic iterative optimiza-
tion technique (fast simulated annealing). In addition,
robust estimation is applied to reject outliers in case
the images show significant differences (due to lesion
evolution, incomplete acquisition, non-Gaussian noise,
etc.). In order to evaluate the performance of this
technique, 2D and 3D MR and SPECT human brain
images were artificially rotated, translated, and cor-
rupted by noise. A test object was acquired under
different angles and positions for evaluating the accu-
racy of the registration. The approach has also been
validated on real multiple sclerosis MR images of the
same patient taken at different times. Furthermore,
robust MR/SPECT image registration has permitted
the representation of functional features for patients
with partially complex seizures. The fast simulated
annealing algorithm combined with robust estimation
yields registration errors that are less than 1° in
rotation and less than 1 voxel in translation (image
dimensions of 128%). It compares favorably with other
standard voxel similarity-based approaches. o 1998
Academic Press
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INTRODUCTION

The goal of medical image matching is to geometri-
cally align two or more image volumes or surfaces so
that voxels representing the same anatomical struc-
ture may be superimposed. During the past two de-
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cades, the progress in neuroimaging has revolutionized
clinical research in neurology and neurosurgery. Mod-
ern techniques provide structural (MR imaging), func-
tional (SPECT, PET, functional MR imaging), or meta-
bolic (PET, MR spectroscopy) information considered
vital nowadays, not only in order to understand the
physiopathology of many diseases, but also for diagno-
sis and evaluation of treatment efficacy. Repeatedly
acquired MR and SPECT images from the same patient
motivate the detection of changes. From this perspec-
tive, good-quality registrations are required.

A large variety of image registration methods have
been proposed for medical applications. A general re-
view has been made by Brown (1992) and a classifica-
tion presented by Van den Elsen et al. (1993). A first
category of registration methods implies human inter-
action (Pietrzyk et al., 1994; Turkington et al., 1995). In
this paper we are concerned with fully automated (or
data-driven) methods, relying on more sophisticated
image models and algorithms. “Similarity measure-
based approaches” rely on the minimization of cost
functions that express the pixel or voxel similarity of
the images to be aligned. Similarity measures have
been proposed for both single and multimodal medical
image registration. In the case of single modal image
registration, the cost function is generally related to a
Gaussian sensor model (Christensen et al., 1996) or,
equivalently, to least-squares estimation (Woods et al.,
1992; Hajnal et al., 1995; Alpert et al., 1996; Van den
Elsen et al., 1995; Pelizzari et al., 1989; Friston et al.,
1995). Other similarity measures, based on standard
image statistics (mean, variance (Woods et al., 1993) or
entropy measures (Wells et al., 1996)), have been
devised in the case of multimodal medical images.
Other image registration approaches include principal
axes registration (Alpert et al., 1990; Arata et al., 1995;
Dhawan et al., 1995) or registration by deformable
templates (Bajcsy and Kovaci¢, 1989; Siomka et al.,
1995; Davatzikos, 1996).

Similarity measure-based approaches have been
shown to be very efficient for coping with standard
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registration problems but suffer from several shortcom-
ings that may be detrimental in specific registration
situations. At first, cost functions related to standard
similarity measures are generally highly nonlinear,
yielding many local minima in the cost function. As a
consequence, registration algorithms must be initial-
ized close to the optimal (or desired) solution in order to
obtain satisfactory solutions.

A second important limitation of existing algorithms
is related to the underlying sensor models. For the
single model case, the Gaussian sensor model assumes
that the two images to be aligned differ only by additive
Gaussian noise (Christensen et al., 1996). This does not
account for several standard situations in image regis-
tration such as incomplete acquisition or lesion evolu-
tion in an image sequence. In the multimodal case the
most frequently used method is based on the image
uniformity cost function introduced for MR/PET image
registration (Woods et al., 1993). This similarity mea-
sure assumes that a uniform region in the MR image
corresponds to a uniform region in the PET image. This
is generally only a crude approximation, since multimo-
dal images are precisely used for the complementary
information they provide to the physician. In addition,
due to Compton scattering in SPECT images, anatomi-
cal structures do not occupy the same volume in MRI
and SPECT image sequences. Multimodal images may
thus differ significantly, and these differences are not
uniform. The standard similarity-based approaches
(Woods et al., 1992, 1993; Hajnal et al., 1995; Alpert et
al., 1996; Van den Elsen et al., 1995; Pelizzari et al.,
1989; Friston et al., 1995) do not model these informa-
tion differences (called innovation in the information
theoretic literature) and, as a consequence, are not
robust with respect to them. Standard methods may
thus result in inaccurate registrations or even misregis-
trations.

In this paper we propose a similarity measure-based
approach that addresses the above-mentioned shortcom-
ings. Robust statistics are introduced in both single
modal and multimodal image registration similarity
measures in order to account for significant image
differences (these differences are called “outliers” in the
robust statistics literature). The sensitivity of the regis-
tration algorithm to local minima in the similarity
measure is also reduced by using a multigrid, fast
stochastic optimization algorithm. As a consequence,
the proposed method needs no initialization near the
desired solution and is able to register reliably 3D
single (MR/MR) and multimodal (MR/SPECT) brain
images exhibiting significant differences (due to lesion
evolution, noise, incomplete images, etc.).

Cost functions for the registration of single modal
images, which are to a certain extent robust to image
changes, have been also described (Herbin et al., 1989;
Minoshima et al., 1992). Herbin et al. made use of

deterministic and stochastic sign change criteria to
provide robust registrations in critical situations corre-
sponding for instance to lesion evolution in 2D images,
whereas Minoshima et al. improved the technique by
proposing its 3D extension for registering PET images
presenting lesion evolution. Another robust statistics-
based approach has been proposed recently and indepen-
dently (Alexander and Somorjai, 1996) for the registra-
tion of 2D single modality images. The approach
described by Alexander and Somorjai (1996) is feature-
based and relies on a least median of squares robust
estimator (Rousseeuw, 1984). Contrary to the method
described below, its application to 3D images is not
straightforward, due to the high computational complex-
ity of the least median of squares estimator.

The robust registration technique proposed here has
been validated using a test object acquired under
different angles and positions, with various noise statis-
tics. The 3D registration of a patient's brain MR/
SPECT images has also been compared to the manual
registration provided by an expert physician. The ro-
bust registration method compares favorably with the
other standard similarity measure-based approaches,
such as the least-squares cost function (Hajnal et al.,
1995), the image uniformity cost function (Woods et al.,
1993), and the entropy-based similarity measure (Wells
et al., 1996). Subvoxel accuracies are obtained in all
cases by the robust methods. Experimental results for
real-world cases are also presented and commented on.
Single modal robust registration is being used with
success to follow the lesion evolution of multiple sclero-
sis patients in MRI sequences. The robust multimodal-
ity method has been applied to superimpose SPECT
image data of patients with partial complex epilepsy
onto the MRI of the same patients.

MATERIALS AND METHODS

Our approach combines a robust regression method
with a fast, multigrid, stochastic optimization of the
similarity measure. The optimization algorithm is ap-
plied on a multigrid sequence, using a top-down ap-
proach starting from the coarsest resolution level (Heitz
etal., 1994). The solution obtained at a given resolution
level is interpolated and forwarded to the next, finer
resolution. Begining from voxel [0, 0, 0] and scanning
the volume from front to back, top to bottom, and left to
right, the algorithm first carries out the calculations for
every 81st voxel in the 3D images. After the algorithm
has converged, the resulting registration parameters
represent the initial estimate for the next level, where
every 27th voxel is processed, then every 9th voxel,
every 3rd, and finally every voxel in the MRI image
volume. The above multigrid technique is applied with-
out the images being smoothed.

Multigrid matching is usually motivated by the
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significant computational gain obtained in 3D registra-
tions. As noticed by several authors (Heitz et al., 1994),
multigrid approaches are also far less sensitive to local
minima in the cost function than a standard single-
resolution optimization scheme. This yields fast conver-
gence toward optimum solutions. At a given resolution
level, the registration algorithm may be described as
follows:

1. Fast segmentation of the two volumes to be
registered from their background.

2. Gray-level normalization of the two 3D images.

3. Preregistration of the volume centroids in order to
provide an initial guess for the 3D translation param-
eters.

4. Registration of the volumes of interest by fast
stochastic optimization of the robust similarity mea-
sure.

5. Fine-tuning of the solution using a deterministic
optimization algorithm.

6. Interpolation of the 3D translation and rotation
parameters to be forwarded to the next (finer) resolu-
tion level.

At first, the reference image and the image to be
registered are segmented from their background by
simple thresholding. We have applied a nonparametric
unsupervised algorithm (Otsu, 1979) to eliminate the
noisy background, followed by a simple region-growing
algorithm.

In the multimodality case the brain of the MRI is
extracted by thresholding (Otsu, 1979) followed by a
region-growing and connected-component analysis.

The average gray level of the reference image I,¢(")
and of the image to be registered | .4(-) are normalized
according to

Ireg
Iref (X) = T_ Iref (X)!
ref

vx = (i, J, k), @)

where I,¢ and 1,4 denote the expected values of images
lrer (-) and I ie4(-), respectively. The number of gray levels
of the two volumes is also normalized to the same
number G of gray levels, typically G = 256, by rescaling
image values between the threshold given for the brain
structure (Otsu, 1979) and the maximum gray level of
the image.

The centroids of the two normalized segmented 3D
images are then registered in order to compensate for a
large part of the 3D translation. The next step consists
of estimating the parameters ©* of the rigid
transformation Tg, minimizing a robust cost function
E(Te(x)), that expresses the similarity between the
single and the multimodal images (the cost functions
used in our experiments are presented in the next

section)
0* = argmin [E(T(X))], (2)

where

@ = (t, t,, t,, Oy, 6y, 0,)7

is a vector containing the 3D translation parameters
(t. t,, t,) with respect to the x, y, and z axes and the
Euler rotation angles (6,, 0, , 6,). In our case, the scaling
factors are calculated by the known voxel sizes as
provided by the acquisition systems. However, their
estimation can be easily integrated in the proposed
algorithm.

Fast stochastic optimization and deterministic, gradi-
ent-descent algorithms are used to perform this optimi-
zation step, as described in the following.

Standard Similarity Measures and Cost Functions

We first recall some standard single and multimodal
similarity measures described in the literature. They
will be experimentally compared with the robust simi-
larity measures introduced in this paper.

A classical similarity measure, widely used for the
registration of single modal images is the least-squares
cost function (Alpert et al., 1996; Hajnal et al., 1995).
This similarity measure assumes that the two regis-
tered images differ only by an additive Gaussian noise
(Christensen et al., 1996), leading to the following
least-squares cost function:

E(To() = 2 [rer®) — lreg(To())I2 ®3)

In the multimodal case, the interimage uniformity
similarity measure (Woods et al., 1993) has gained
increasing popularity in recent years. This similarity
measure assumes that a uniform region in the MR
image corresponds to a uniform region in the PET
image (uniformity hypothesis). In Wood'’s approach, the
reference image is partitioned into its G gray level
classes. The resulting spatial partition is simply pro-
jected onto the image to be registered, yielding the
same segmentation of both images. For the image to be
registered, the expected values g, g =1, ...,Gand the
standard deviationsog, g =1, . . ., G of each segmented
region are computed. If the two images are correctly
registered, the uniformity hypothesis implies that the
ratio o/l is minimum over the entire volume (Woods et
al., 1993). The following image uniformity cost function
is thus obtained

G
ETo0q) = >, o %sTo).

k 4)
gt N
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where

Ho = E

g xX[lref (X)=9

I reg(T@)(X)): (5)

and

[ I reg (T(~) (X)) - p—g]z- (6)

oo(To(X) = \/ >

[Iref ()=0

In Eqg. (4), N represents the number of voxels in the
images and N, stands for the population of voxels
having the value g in the reference image.

The image uniformity cost function has been devised
for multimodal image registration. It may of course also
be used for single modal image registration, although it
is generally not as accurate as the least-squares method,
as will be seen in our experiments.

Robust Similarity Measures

As already stated, the least-squares criterion (3)
works at best under additive Gaussian noise assump-
tions (Christensen et al., 1996). Its limits are now well
known (Arun et al.,, 1987; Umeyama, 1991). It is
commonly accepted that least squares are sensitive to
gross differences in images due to lesion evolution, to
incomplete images, to non-Gaussian noise, or to “outli-
ers.” Outliers generally contribute too much to the
overall solution since outlying points are assigned a
high weight by the quadratic estimator (3). This re-
mark also holds for the image uniformity cost function
(4), which is based on standard image statistics (i.e.,
expected values and variances) and assumes a strict
agreement between uniform regions in multimodal
images. When a significant amount of outliers is pre-
sent in the images to be registered, inaccurate registra-
tions or even misregistrations may be obtained. To
increase robustness, the cost function must thus be
forgiving about outlying measurements.

To this end, several robust estimators have been
introduced recently in computer vision. A review on
robust estimators in computer vision may be found in
Meer et al. (1990). A collection of different nonlinear
robust estimators are presented by Black and Rangara-
jan (1996). A performance measure for a robust estima-
tor is its breakdown point. The breakdown point is the
largest fraction of data that can be arbitrarily bad and
will not cause the solution to be arbitrarily bad.

The least median of squares regression (Rousseeuw,
1984), applied by Alexander and Somorjai (1996), is based
on the minimization of the median of the squared residu-
als. The resulting estimator can resist to the effect of
nearly 50% of contamination in the data. In the special
case of simple regression, it corresponds to finding the
narrowest strip covering half of the observations.

The MINPRAN algorithm (Stewart, 1995) also has a
breakdown point of 50% and relies on random data
distributions: random data sampling is used to search
for the fit and the inliers to the fit that are least likely to
have occurred randomly. These estimators have high
breakdown points but also yield a high computational
load, since they are based on random data sampling
and sorting.

Another class of estimators, the M-estimators, which
have attractive properties (i.e., satisfactory breakdown
points and moderate computational cost), have been
considered in computer vision (Black and Rangarajan,
1996). This class of robust estimators reduces the
optimization problem to a simple, low-cost, weighted
least-squares problem, as explained by Black and Ran-
garajan (1996) and Meer et al. (1990). They have a
theoretical breakdown point of 1/(p + 1), where p is the
number of parameters to estimate (Meer et al., 1990).
However, in practice, it has been observed that for
optical flow measurement, this family of robust estima-
tors can tolerate roughly up to 35-45% of the data as
outliers (Black and Jepson, 1996).

In our case, the robust M-estimation of parameters
is obtained by introducing a robust error norm p in the
cost functions (3) and (4) (Meer et al., 1990):

® For the single modality case, we define the robust
least-squares cost function:

E(To() = 2 pllier(X) = leg(To(X)), C} (7)

® For the multimodal case, we define the robust
image uniformity cost function

G

N
E(To(9) = 2, TalTe(). ®)
g=1
where
Ty(To(x) = \/ > plleg(To®) — T Cl, (9)
X“ref xX)=9g
and

1
Hg = arg min — 2

p{lreg(Tﬁ)(X)) — Hg C}.
Mg 9 X|Iref (X)=9

(10)

where C is a scale parameter and p is a nonquadratic
error norm (penalty function) associated with the M-
estimator.

Let us notice that the nonrobust cost functions (3)
and (4) correspond to the special case p(x, C) = x2. In
the single modal case (7), the cost function is simply the
robust error norm of the residual differences between
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FIG.1. The Geman-McClure robust estimator p(x) (a) and its influence function (b).

the two registered images. In the multimodal case (8), a
“robust variance” o is computed for each region of the
image to be registered, according to Eq. (9). This robust
variance does not take into account outliers in the
registered image, thanks to the robust error norm p. A
robust estimation of the expected value iy (10) of the
region is simultaneously computed by the same M-
estimator. Let us emphasize that both the expected
value and the variance of each region must be com-
puted using the robust M-estimator.

For the experiments presented in this paper, we take
p to be the Geman—McClure estimator (Fig. 1)

NG

xC)=—""—7,
P C) = e

which has successfully been applied to match temporal
image sequences (Black and Jepson, 1996), for optical
flow estimation (Black and Rangarajan, 1996), and for
image restoration (Black and Rangarajan, 1996). Func-
tion p has a shape that rejects large residual errors. The
influence function (Fig. 1) is the derivative of function
p(X) and characterizes the influence of the residuals. As
can be seen in Fig. 1, as the magnitude of the residuals
increases and grows beyond a point, its influence on the
solution begins to decrease and the value of p(x) ap-
proaches a constant. The scaling parameter C affects
the point at which the influence of outliers begins to
decrease. For the error norm used in our experiments,
points x for which

C
“ref (T®(X)) - Ireg(x)‘ = T§

AY

can be viewed as outliers, as the outliers rejection
begins where (32p)/(0x?) = 0. We have also experi-

mented with the Tukey “biweight” estimator as well as
with the truncated least-squares robust function (Black
and Rangarajan, 1996). We applied the Geman-—
McClure estimator because it requires fewer calcula-
tions than the Tukey biweight and is more efficient
than the truncated least squares. Furthermore, our
purpose is not to find the best robust estimator for
medical image registration but to underscore the fact
that matching is more accurate when such a technique
is applied.

The calculation of the registration parameters 0
involves the minimization of the nonlinear cost func-
tions (7) or (8), which depend on the scale parameter C.
We begin the optimization procedure with a high value
for C. The value of C decreases during the minimization
process following the formulaC = a - Cwith0.8<a <1
until C reaches a predefined value. The effect of this
procedure is that initially no data are rejected as
outliers and a first, crude solution is obtained. During
the following optimization steps, the influence of the
outliers is gradually reduced by decreasing C, leading

TABLE 1
Single Modal Registration (2D)

Approach Aty Aty A6
LS 0.77 = 0.44 0.99 *= 1.09 3.90 + 2.87
U 212 = 3.25 254 +1091 4.34 +2.25
MI 0.29 = 0.22 0.19 = 0.12 0.15 = 0.14
RLS 0.27 = 0.26 0.20 = 0.07 0.14 = 0.77
RIU 0.18 = 0.12 0.29 = 0.23 0.66 = 0.67

Note. A set of 2D slices was artificially transformed using 20
different rigid transformations and the images were corrupted at 25%
by salt-and-pepper noise. The average and the standard deviation of
the registration errors computed from the 20 registrations are
presented for the different approaches. The translation error is given
in pixels and the rotation error in degrees.
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TABLE 2
Single Modal Registration (3D)

Approach Aty Aty At, Aby A, A8,
LS 2.30 + 1.75 2.53 + 1.56 2.77 + 1.83 4.71 + 2.89 5.33 + 3.40 5.05 + 3.51
U 1.49 * 1.40 1.56 + 1.41 1.93 = 1.63 3.75 + 2.03 3.65 + 2.54 2.99 = 3.06
M 0.05 + 0.06 0.22 + 0.15 0.09 * 0.14 0.35 + 0.35 0.27 £ 0.32 0.44 + 0.69
RLS 0.04 + 0.07 0.16 + 0.11 0.06 + 0.10 0.41 +0.21 0.16 + 0.22 0.33 + 0.24
RIU 0.09 + 0.05 0.18 + 0.14 0.10 = 0.05 0.22 + 0.34 0.24 + 0.17 0.40 = 0.59

Note. A set of 3D image volumes was artificially transformed using 20 different rigid transformations and the images were corrupted at 25%
by salt-and-pepper noise. The average and the standard deviation of the registration errors computed from the 20 registrations are presented
for the different approaches. The translation error is given in pixels and the rotation error in degrees.

to a reliable estimation of the rigid transformation
parameters, which is robust to gross image differences.
In other experiments we have computed C as the noise
variance computed online during the initial segmenta-
tion procedure. The two strategies provide us with
approximately the same results.

Fast Stochastic Optimization

The robust and nonrobust cost functions considered
previously all lead to highly nonlinear estimation prob-
lems, involving many local minima. This is the case for
all standard similarity functions.

As a consequence, classical continuous or discrete
deterministic optimization algorithms are trapped by
local minima unless a specific additional procedure is
introduced to handle large initial misregistrations. For
instance Studholme et al. (1997) report successful
matching with initial misregistrations up to 30 mm and
30°. These results are obtained by taking a starting
transformation estimate that is within the capture
range of the registration measure. Other standard
approaches include randomly distributed initial configu-
rations (Studholme et al., 1997) or multiresolution data
decompositions (Alexander and Somorjai, 1996).

An alternative approach (adopted here) is to consider
stochastic optimization algorithms that theoretically
ensure convergence toward the global minimum. Sto-

chastic optimization methods are thus able to handle
large misregistrations without any a priori knowledge
of the characteristics of the similarity function.

The fast stochastic optimization process, which is
applied here generally, yields close to the optimal
solutions. The optimization technique used in our
implementation relies on an iterative fast simulated
annealing algorithm (Kirkpatrick et al., 1983; Aarts
and Laarhoven, 1985) based on the Gibbs sampler
dynamics (Geman and Geman, 1984). A high value is
adopted for the initial temperature in the simulated
annealing procedure and a fast exponentially decreas-
ing temperature schedule is considered instead of the
optimal logarithmic descent (readers not familiar with
simulated annealing are referred to Aarts and Laar-
hoven (1985)).

The solution obtained after a given number of steps is
further improved by a deterministic extension of the
above algorithm, known as iterated conditional modes
(ICM; Besag, 1986). ICM is a simulated annealing
technique with the temperature variable set to zero.
Only configurations decreasing the cost function are
accepted. It has fast convergence properties and local
minima are not a problem, since the first stochastic
optimization step provides a good initialization. To
speed up the algorithm, multigrid data processing is
implemented, as explained previously.

b

a

d

C

FIG. 2. 2D robust registration. (a) Reference image. (b) Image in (a) rotated by 20°, translated by 10 pixels along the x axis and 10 pixels
along the y axis and corrupted at 25% with salt-and-pepper noise. (c) Difference between the noise-free registered image and the image in (a)
when the nonrobust technique is applied. (d) Difference between the noise-free registered image and the image in (a) using the

Geman—McClure robust estimation function.
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TABLE 3
Single Modal Test Object Registration (2D)

Approach Aty Aty A6
LS 0.29 = 0.22 0.18 + 0.18 0.26 = 0.25
U 0.43 = 0.51 0.45 + 0.88 0.75 £ 0.71
MI 0.25 £ 0.15 0.22 £ 0.29 0.29 = 0.30
RLS 0.23 +£0.20 0.19 = 0.21 0.17 = 0.23
RIU 0.33*£0.24 0.27 = 0.29 0.27 = 0.27

Note. A 2D test object was acquired with 35 different rigid
transformations. The average and the standard deviation of the
registration errors are presented for the different approaches. The
translation error is given in pixels and the rotation error in degrees.

Interpolation

A large number of interpolations are involved in the
registration process. The accuracy of the rotation and
translation parameter estimates is directly related to
the accuracy of the underlying interpolation model.
Simple approaches such as the nearest neighbor inter-
polation are commonly used because they are fast and
simple to implement, though they produce images with
noticeable artifacts. More satisfactory results can be
obtained by small-kernel cubic convolution techniques,
trilinear interpolation, bicubic spline interpolation, or
convolution-based interpolation. According to the sam-
pling theory, optimal results are obtained using sinus
cardinal interpolation, but at the expense of a high
computational cost. As a compromise, we have used a
fast nearest neighbor interpolation technique in the
first optimization steps. At the end of the algorithm, the
registration parameters are refined using a trilinear
(3D) interpolation that preserves the quality of the
image to be registered. This technique has been re-
vealed to be fast and efficient.

Data Acquisition

To evaluate the different cost functions and registration
algorithms, the following data sets have been acquired:

® 2D MR images of a phantom and of selected
multiple sclerosis patients were acquired on a 0.28-T

NIKOU ET AL.

Bruker system. Each MR image set was obtained with
a multislice multiecho sequence (echo time TE = 15
ms, repetition time TR = 2000 ms). The size of the
images was 256 X 256 (FOV = 25.6 cm) with a pixel
size of 1 mm X 1 mm and a slice thickness of 5 mm.

® 3D MR scans were acquired on patients with
partial complex epilepsy using a 2-T Bruker system.
The images were obtained with a gradient echo se-
guence (TR = 40 msand TE = 8.5 ms, flip angle = 45°),
image size is 128 X 128 X 128 (FOV = 25.6 cm).

® SPECT imaging was performed on a double-headed
camera (Elscint Helix) with low-energy and high-
resolution parallel-hole collimators, using 700 M Bq of
9mTe — HMPAO or °mT¢c — ECD. The camera was
operated in the “stop and shoot” mode with acquisition
at 3° intervals, acquiring 120 views at 40 s per interval
(120 projections, 64 X 64 matrix). Slices were recon-
structed with a matrix of 128 X 128. System resolution
was measured at 8 mm full width at half-maximum
(FWHM) in all planes at the center of the field.

For patients with partial complex epilepsy, the interic-
tal SPECT studies were performed when patients had
been seizure-free for at least 24 h. EEG recording was
performed during isotope injections to ensure interictal
status at the time of injection. For ictal studies, pa-
tients underwent continuous video-EEG monitoring
and were injected during ongoing spontaneous seizure
activity.

All studies involving human subjects were performed
with the permission of the research committee.

To test the registration algorithms with ground truth
data, part of the MR images were acquired with
different offsets in demodulation frequency to simulate
translations of the data set. Different directions of the
read gradient were also used to generate rotations.
With the above manipulation, the true values of the 3D
translation and rotation parameters were known accu-
rately for these data sets and could be used to compare
the performances of the different approaches.

Both computation and display were performed on
a Hewlett-Packard 715/80 workstation by using 2D-

b
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FIG. 3.

(a) A multiple sclerosis patient’'s MR image. (b) Image of the same patient acquired some months later. (c) Difference between the

registered image and the image in (b) when the least-squares technique is applied. (d) Difference between the registered image and the image

in (b) using the Geman—McClure robust estimation function.
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FIG. 4. MRI/MRI registration. The two MR volumes of a patient presenting multiple sclerosis are presented (a) before registration and (b)
after registration by the LS technique. Notice that the horizontal slices do not correspond. (c) After robust registration by the RLS technique.

The horizontal slices show better correspondence.

3D image analysis software (MEDIMAX) developed at
the IPB. This software, running under Unix, was
developed in C language and uses the standard graph-
ics interface X11/R5 and the Motif windows manager.
All registrations techniques presented in this paper
were implemented under this software environment
and are easily available to users. The software is
presented on the laboratory’s web server (http://alsace.
u-strasbg.fr).

RESULTS

We have compared the robust least-squares (RLS) (7)
and robust image uniformity (RIU) (8) approaches to
the standard least-squares (LS) method (3) and to the
image uniformity (IU) technique (4). Another recently
published approach, based on entropy measures and on
the maximization of the mutual information (MI) of the
two images to be registered (Wells et al., 1996), has also
been implemented for comparison purposes.
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As mentioned by several authors (Maes et al., 1997;
Studholme et al., 1997), the mutual information crite-
rion works relatively well even if no brain segmenta-
tion is applied. However, it is accepted that only
misregistrations near the optimal solution are recov-
ered by this strategy (Maes et al., 1997) or the gold
standard registration accepts larger errors (Studholme
et al., 1997). For multimodal registration (MR/SPECT),
nonbrain structures have been removed as explained
under Materials and Methods. The above manipulation
was applied in order to compare the similarity metrics
on the same basis and to ensure subvoxel accuracy.
Several tests have been also performed without remov-
ing nonbrain structures.

Moreover, the improved methods for image registra-
tion (Eqg. (1)) proposed by Alpert et al. (1996) are applied
for both standard and robust metrics in order to handle
intensity mismatch. By these means, all the similarity
metrics compared in our study were tested under the
same conditions.

Single Modal Registration

Registration experiments were performed with both
2D and 3D images. A first class of experiments con-
sisted of applying a known transformation (transla-
tions and rotations) to a set of MRI slices or volumes to
create a second image set. Twenty-five percent of the
transformed images were then corrupted by salt-and-
pepper noise, to simulate outliers. For each method, the
estimated registration parameters were compared to
the true parameters to determine the accuracy of the
registration. Statistics on the registration errors were
computed on a set of 20 different registrations prob-
lems, involving translation parameters between —20
and +20 voxels and rotations between —30° and +30°.
As we can see in Table 1 (2D images) and Table 2 (3D
images), the robust algorithms achieved subvoxel regis-
tration errors while the nonrobust (LS and IU) tech-
niques failed. The MI method also achieved subvoxel
registration but its performance is slightly inferior to
the results obtained by the RLS technique. Figure 2c
shows an example where the standard method (LS)
failed to correctly register the MR slices shown in Figs.
2a and 2b, but where the RLS achieved accurate

matching by discarding the outliers. The registration
error shown in Figs. 2c and 2d is the residual squared
image difference after registration. The registration
errors in Figs. 2c and 2d are normalized to the maxi-
mum display value for better visualization.

Complementary experiments, with known ground
truth, were obtained with a 2D test object, acquired
under 35 different rigid transformations by modifying
the read and phase gradients during acquisition, as
explained previously. Table 3 presents the registration
errors for the different techniques in this case. In the
absence of significant noise, all of the techniques
achieved subvoxel accuracy but the RLS gave the best
results and appears to be a good choice for the single
modal registration problem. Let us notice that the
image uniformity approaches (IU or RIU) are not
appropriate methods for single modal image registra-
tion, as can be seen from the results in Table 1, 2, and 3
(as already noticed, they have rather been devised for
multimodal images).

In addition, we have applied the RLS algorithm to a
set of MRI slices of a multiple sclerosis patient, ac-
quired at different dates (Rumbach et al., 1996). Figure
3 illustrates an accurate alignment where small differ-
ences due to lesion evolution, which were not well
distinguished previously due to misalignment by stan-
dard methods (Fig. 3c), are now identified by simple
subtraction (see Fig. 3d). Let us notice that the image in
Fig. 3d illustrates the absolute value of the difference
between the reference image and the registered image.
By these means, both the straight and the inverse
subtractions are represented. The robust algorithm
achieved better registration than the standard algo-
rithm (Fig. 3). Fewer registration artifacts are observed
on the cortical sulcus, the falx, and the peri-
ventricular hyperintensities, and multiple sclerosis le-
sion evolution is clearly displayed. The robust registra-
tion technique allowed better follow-up of the disease.

Finally, a 3D MR/MR registration example where the
robust least-squares metric achieved better registra-
tion is presented (Fig. 4). In this case, both lesion
evolution and incomplete acquisition are handled by
the robust function. The MR volumes are acquired by a
multislice sequence. Therefore, the two volumes only

TABLE 4
Multimodal (MRI/SPECT) Registration (3D)

Approach Aty Aty At, Aéx Aéy Aéz
U 3.85 + 5.59 3.02 £ 4.78 4.16 + 4.38 8.33 £ 4.51 6.23 + 3.52 6.80 + 4.15
MI 1.41 = 0.74 1.38 + 1.23 2.06 = 1.29 0.94 + 1.58 1.04 = 1.15 1.36 = 0.77
RIU 0.82 + 0.53 0.61 + 0.50 0.83 + 0.60 0.21 £ 0.48 1.14 = 0.26 0.71 £ 0.94

Note. A set of 3D SPECT image volumes manually preregistered by an expert to its MRI counterpart was artificially transformed using 20
different translation and rotation parameters and corrupted at 25% by salt-and-pepper noise. The average and the standard deviation of the
registration errors are presented for the different approaches. The translation error is given in pixels and the rotation error in degrees.
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partially overlap. The least-squares cost function handled
displacement along the z axis but it is clearly illus-
trated that horizontal slices do not correspond (Fig. 4b).
On the other hand, the robust version of the least-
squares measure achieved better registration (Fig. 4c).

Multimodal Registration

To evaluate the multimodal image registration algo-
rithms, a 3D SPECT image volume was manually

registered to its corresponding MRI volume with the
aid of a neurologist. The manually registered SPECT
image was then transformed using the same 3D trans-
lation and rotation parameters as for the previously
described experiments. To simulate outliers, 25% of the
SPECT image was corrupted by salt-and-pepper noise.
The robust image uniformity technique RIU has been
compared to the image uniformity U technique and to
the MI method (Wells et al., 1996), which is also suited

FIG. 5. Robust MRI/SPECT registration. The SPECT and MRI volume with the SPECT contours superimposed are shown (multiplanar
visualization). (a) Before registration. (b) After robust registration by the RIU technique.
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to multimodal image registration. Table 4 illustrates
the robustness of our technique to outliers. The error
for the R1U method is around 1 pixel for the translation
and 1° for the rotation. This is significantly more
accurate than the 1U approach. We also notice the good
performance of the MI technique, which provides re-

sults that are always better than the IU but generally
slightly inferior to RIU.

Figure 5 shows a real example of a patient’s SPECT
image volume (ictal and interictal) registered with
respect to its MRI counterpart by the robust algorithm.
From the same SPECT image volume, the hyperinten-

FIG. 6. 3D MRI/SPECT representation of a patient presenting partial complex seizures of the right temporal origin: the difference image
(ROI) between ictal SPECT and interictal SPECT, demonstrating areas of increased perfusion, is shown superimposed onto the corresponding

MR image.
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sity region has been segmented and superimposed onto
the MR image (Fig. 6).

Robustness to the presence of nonbrain structures
has also been examined. All of the similarity metrics
(1U, MI, RIU) are applied to MRI/SPECT registration
without prior removal of skull and scalp from the MR
volumes. The shortcoming of initializing close to the
optimal solution is overcome by the stochastic optimiza-
tion technique for all metrics. Our first results confirm
that the 1U criterion is trapped by many local minima
(Alexander and Somorjai, 1996) as it considers outliers
(nonbrain structures) as a part of the data (Fig. 7a). On
the other hand, mutual information (Fig. 7b) and
M-estimators provide (Fig. 7c) approximately similar
results with relatively good precision. However, their
accuracies are inferior to those obtained when brain
structures are segmented (due to the presence of large
outliers).

C

FIG. 7. MRI/SPECT registration without removing nonbrain
structures. (a) IU metric. (b) MI metric. (c) RIU metric.

DISCUSSION AND CONCLUSION

The registration methods described in this paper
were motivated by the algorithm proposed by Woods et
al. (1992) and Hajnal et al. (1995) in the case of single
modality medical image registration and by the model
proposed in Woods et al. (1993) in the case of multimo-
dal image matching. These approaches have been im-
proved by the nonstraightforward extensions proposed
in this paper. The new robust multigrid stochastic
registration technique has two major advantages over
previous methods:

® No manual initialization near the optimal solution
is required to obtain an accurate registration. Local
minima, a major problem in standard medical image
registration techniques, are avoided automatically by
the use of fast simulated annealing optimization algo-
rithms. This results in a fully data-driven method that
requires no human interaction.

® Gross image differences are taken into account
efficiently by robust estimation techniques. Until now,
dissimilarities (due to lesion evolution, etc.) were not
taken into account. The robust functions implemented
in our algorithm determine whether or not a measure is
an outlier. To our knowledge, robust registration has
never been evoked for multimodal images until now.

We have compared our approach to the maximization
of the mutual information technique (Wells et al., 1996)
and to the commonly used image uniformity algorithm
(Woods et al., 1992, 1993). The IU algorithm does not
perform well when the images exhibit significant differ-
ences, since its cost function, based on standard image
statistics, does not account for outliers. The MI method
presents a good robustness to outliers but its perfor-
mance is not as good as that observed with the robust
image uniformity technique.

In addition, the robust similarity metrics proposed
here take implicitly into account images that partially
overlap (Fig. 4). In general, standard techniques handle
incomplete acquisitions by ignoring data falling outside
the field of view of the floating image. The above
manipulation is efficient in cases where one of the
images is a subset of the other image of the pair, but fail
when each image carries information not represented
in the other image. Robust techniques intrinsically
reject nonoverlaping structures (Black and Rangara-
jan, 1996).

Furthermore, as it is shown by the test-object results,
in the absence of outliers both standard and robust
methods provide subvoxel accuracies. Our concern was
to account for critical situations where standard meth-
ods fail (nonoverlapping data, lesion evolution, preop-
erative and postoperative images, etc.).

Finally, let us notice that the LS and RLS techniques
require approximately the same computation times (20
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min cpu time for 128 X 128 X 128 images on our HP
715/80 workstation). On the same data set, the 1U
method takes 35 min, the MI technique takes 40 min,
and the RIU method needs 1 h of cpu time. As can be
seen, the additional computational complexity intro-
duced by the robust estimation remains moderate and
these methods may thus be used with profit to improve
the accuracy in many critical multimodal image regis-
tration problems.
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